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Preface

Optical and microwave waveguides have attracted much research interest in both
science and industry. The number of applications for their use is rapidly growing.
This book presents a collection of recent advances in the broad field of waveguide
technology. It covers the current progress and latest breakthroughs in emergent
applications in photonics and microwave engineering.

The book includes ten contributions on recent developments in waveguide technol-
ogies including theory, simulation, and fabrication of novel waveguide concepts.

The editor Patrick Steglich provides a brief overview of important developments in
the field of waveguide technologies in photonics and microwave engineering as well
as current trends and perspectives.

Ran Gao and JianSen Ye provide a review on optical fiber sensors based on anti-
resonant reflecting optical waveguides, including the single layer, double layers,
double resonators, and hybrid mechanism.

Helena Cristina Vasconcelos focuses on developing coatings for use as waveguides
for integrated optics and photonics. Here, the waveguides are based on sol-gel
materials.

Trung-Thanh Le and Duy-Tien Le present their results on graphene-silicon
multimode waveguides. There results show that such waveguides can provide a
very high free spectral range (FSR) and capability of controlling the critical cou-

pling.

Hedi Sakli and Wyssem Fathallah present an extension of the rigorous analysis of
the propagation of electromagnetic waves in transverse magnetic (TM) and trans-
verse electric (TE) modes in a metallic circular waveguide partially filled with
anisotropic metamaterial.

Shotaro Ishino, Satoshi Denno, Narumi Yashiro, and Seiichi Suzuki report on the
development of a waveguide-type leaky-wave antenna and the development of a
wireless LAN environment in a tunnel.

Vladimir Schejbal, Ondrej Fiser, and Vadim Zavodny investigate the radio-wave
propagation above irregular ground, including the troposphere, using physical
optics computation.

Ting Ting Gu, Hong Lei Xu, and Kai Li illustrate the disturbing nature during
sunrise and sunset for Very Low Frequency (VLF) waves with periodic variations in
amplitudes interfered by multi-modes over long propagation paths.

Egorov Evgenii Vladimirovich, and Egorov Vladimir Konstantinovich discuss
waveguide-resonance mechanism relevation forerunner of characteristic X-ray



radiation flux propagation and the technology of the planar air extended slit clear-
ance preparation.

Viktor F. Mikhailov provides a solution for obtaining an analytical description of the
radiation characteristics of a circular waveguide closed by a flat homogeneous
dielectric plate.

We thank all authors for their contributions.

Finally, we express a great deal of thanks to the editing staff of IntechOpen, partic-
ularly Ms. Dolores Kuzelj, for all their efforts.

Sincerely,

Dr. Patrick Steglich
IHP — Leibniz-Institute for Innovative Microelectronics,
Frankfurt, Germany

Technical University of Applied Sciences Wildau,
Wildau, Germany
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Chapter1

Introductory Chapter:
Electromagnetic Propagation and
Waveguides in Photonics and
Microwave Engineering

Patrick Steglich

1. Introduction

Waves can propagate as spherical waves in open space. In this case, the power of
the wave decreases with the distance from the source as the square of the distance.
In contrast, a waveguide can confine the propagating wave in such a way that the
wave propagates only in one dimension. Assuming ideal conditions, the wave is not
losing power while it propagates inside the waveguide.

Waveguides play a major role for applications in communications and sensing
technologies. The theoretical understanding and practical investments are crucial to
develop future innovations.

In photonics, two major types of waveguides can be distinguished, namely opti-
cal fibers and integrated waveguides. Waveguides in photonics operate typically in
the visible and infrared light spectra.

Optical fibers are used for data transmission, as fiber lasers, for flexible transmis-
sion of laser radiation or for lighting, for sensor applications or decoration purposes
[1]. The main application of optical fibers, however, is their use in telecommunica-
tion systems, making our daily life easier by a fast internet connection [2]. Other
important technical applications of optical fibers are lasers [3], interferometers [4, 5],
amplifier [6], and sensors [7]. The latter is important since it allows the detection of
magnetic fields [8], humidity [9], temperature [10], and biological molecules [11, 12].
Massive research investments in the field of optical fibers [13-15] have led to novel
applications. One important example is the use of optical for endoscopic applications
[16, 17]. Also the fiber core has been modified (Figure 1), so that novel applications
such as gas sensor can be addressed.

Integrated waveguides confine light in submicrometer structures on chip.

Such waveguide structures are made either by doping the substrate material or by
structuring it with etching procedures. Mostly, such waveguides are formed by pat-
terning semiconductor materials like silicon, which is known as photonic integrated
circuit technology [18]. The dimension of those waveguides in single mode opera-
tion is typically about 220 nm in width and 500 nm in height. Figure 2 shows three
different types of waveguides based on silicon.

The main applications are electro-optical modulators in telecommunications
[19] and integrated sensors [20, 21] for point-of-care-diagnostics, environmental
monitoring, or food analysis [22, 23]. A relatively novel approach is the silicon-organic
hybrid technology [24-26]. Here, the silicon-based waveguide is covered with organic
materials [27-29] leading to highly energy-efficient modulators [30] with large 3-dB
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Figure 1.
Optical fiber with simple homogeneous fiber core (a) and with photonic crystals, also known as hollow core

fiber (b).
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Figure 2.
Integrated optical waveguides based on silicon used in photonic integrated civcuits.

modulation bandwidth [31]. This technology mainly uses slot waveguides because
they provide a large overlap of optical and electrical field. Novel waveguide structures
like slot waveguides [32-35] allow also the use of the quadratic electro-optical effect
[36-38] and the electric field-induced linear electro-optical effect [39-40]. This gives
perspective to novel modulation schemes and applications in programmable photonics.
Before optical waveguides were integrated into semiconductor chips, metal
lines were already implemented several years ago, forming microwave waveguides
[41]. These waveguides are used in microwave engineering. The short wavelengths
distinguish microwave engineering from electronics. One particular example of
microwave waveguides is the so called hollow metal pipe. A hollow metal pipe is
a waveguide for electromagnetic waves, typically in the frequency range from 1
to 200 GHz [42]. Such waveguides are metal tubes with a generally rectangular,
circular, or elliptical cross section. They have been studied and applied to indus-
trial applications since almost one century [43]. New fabrication methods like 3D
printing led to a renewed attention on this type of waveguide [44]. For example,
practical work on microwaves concentrated on the low frequency end of the radio
spectrum because it allows a long-range communication [45].
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Chapter 2

The Antiresonant Reflecting
Optical Waveguide Fiber Sensor

Ran Gao and Jiansen Ye

Abstract

In this chapter, the optical fiber sensors based on antiresonant reflecting optical
waveguide have been introduced, including the single layer, double layers, double
resonators, and hybrid mechanism. Various optical fiber sensors based on
antiresonant reflecting optical waveguide have been introduced in this chapter with
different working principles, including the fiber optic vibration sensor, humidity
sensor, strain sensor, temperature sensor, magnetic field sensor, biosensor, etc.
Especially, many long-standing challenges in the fiber optic sensor can be solved
through the working principle of the antiresonant reflecting optical waveguide,
including the temperature cross-talk compensation, distribution localization,
optofluidic biosensing, etc. In general, the optical fiber sensors based on
antiresonant reflecting optical waveguide have advantages, such as compact struc-
ture, high sensitivity, large dynamic range, and high stability, which appear to have
potential applications in researches of structure health monitoring, oil exploiting,
and biology detection.

Keywords: antiresonant reflecting optical waveguide, Fabry-Pérot resonator,
double layers, double resonators, hybrid mechanism

1. Background

Over past two decades, the antiresonant reflecting optical waveguide (ARROW)
has developed into a versatile platform for a range of interdisciplinary applications
in low loss communication [1], ultrafast optics [2], optical amplifiers [3], and
biophotonics [4]. In the ARROW, the guided light is reflected at the two surfaces of
the cladding in the hollow-core fiber (HCF), forming a Fabry-Pérot etalon [5]. The
guided light at the antiresonant wavelength can be propagated along the HCF. Due
to the unique light guiding mechanism, the ARROW is a good candidate for the
fiber optic sensor: (i) the optical properties of the ARROW can be easily manipu-
lated with the cladding structure, making the flexibility for fiber optic sensors; (ii)
the guided light can break the confining of the fiber core, forming an enhanced
interaction between the light and the ambient medium; and (iii) the hollow holes in
the HCF is a natural channel for the optofluidic biosensors, which reduce the
complexity of the fiber optic sensor significantly. Many sensing principles of
ARROWs for fiber optic sensors have been researched in recent years, including the
ARROW with the single layer, double layers, double resonators, hybrid mechanism,
etc. [6]. The ARROW-based fiber optic sensors possess great flexibility, high sensi-
tivity, and low cost, which are expected to be used for many fields in real-world
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Sensors Performance Application
Vibration (1) Signal-to-noise ratio of 60 dB, (2) wide Applications for the monitoring of smart
sensor frequency response from 5 to 10 kHz, and  structures such as buildings, bridges,
(3) high sensitivity and low temperature ~ highways, pavements, dams, and so on
cross-sensitivity
Humidity (1) The sensitivity of up to 0.22 dB/% RH  Applications for human daily biology,
sensor and (2) good repeatability, fast response  industrial production, agriculture, animal

husbandry, and other fields

time, and low temperature cross-
sensitivity

Water-level
sensor

Sensitivity of 1.1 dB/mm Applications for water-level monitoring

Strain sensor (1) The resolution of the sensor is 27.9 pm/
pe and (2) the temperature cross-

sensitivity is only 1.67 pm/°C

Applications for the accurate
measurement of the strain of smart
structures

Magnetic
field sensor

(1) Magnetic field sensitivity of 81 pm/Oe
and (2) low temperature cross-sensitivity

Applications for industrial production,
motor, and electronic products’ magnetic
field measurement

Optic (1) The limit of detection of 0.5 ng/ml can Applications for health monitoring, cancer
biosensors be achieved for the IFN-y concentration prevention, biological engineering, etc.
and (2) the influence of the temperature
could be compensated through the
referenced resonance dip
Pressure (1) The pressure sensitivity of —4.42 nm/  Applications for multipoint pressure
sensor MPa and (2) the spatial sensitivity of detection in the fields of security,
0.86 nm/cm can be achieved structure monitoring, and oil exploration
Temperature Temperature sensitivity of 70.71 pm/°C Applications for biomedicine, industrial
sensor production, space exploration, and other
fields
Table 1.

The optical fiber sensor based on ARROW [7-15].

applications [5, 6]. The optical fiber sensor based on the principle of ARROW is
mainly applied in the optical fiber vibration sensor, optical fiber humidity sensor,
water-level sensor, fiber strain sensor, fiber optic magnetic field sensor, fiber optic
biosensors, optical fiber pressure sensor, optical fiber temperature sensor, and other
types of optical fiber sensors. The common optical fiber sensors based on the
ARROW principle and their performance are shown in Table 1.

2. The principle of the antiresonant reflecting optical waveguide

The antiresonance reflection principle refers to light that does not meet the
resonance condition and is confined to the low refractive index (RI) fiber core for
transmission [5]. In 1986, the antiresonant reflecting optical waveguide (ARROW)
was proposed by Duguya et al. [5]. The working principle of the ARROW is to use
the design of the multilayer high reflection film between the waveguide and silicon
substrate (most of which use the double-layer film) to transmit the light beam in
the waveguide layer, so as to reduce the energy leakage, with the characteristics of
single mode and small loss [5, 6, 16]. The ARROW structure is a promising wave-
guide structure for silicon-based sensors and has been used for a variety of purposes
because it allows the thickness of the buffer layer to be reduced and the single-mode
size to be increased and the process tolerance and material selection range to be
relatively expanded [17-19].
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Figure 1.
The structure of ARROW.

The ARROW can be used to study the optical conduction mechanism of low-
index core fibers, which is similar to Fabry-Pérot resonators [6]. Figure 1 shows the
structure diagram of the ARROW, where the gray part is the high-index layer with
RI n2 (silica) corresponding to the Fabry-Pérot resonator cavity and the dark gray
part is the low-index layer with RI n1 (air) [17, 18]. When the wavelength of the
optical fiber satisfies the resonance condition, it will leak out from the high fold rate
layer corresponding to the low transmission intensity part of the transmission
spectrum, which is similar to the destructive interference of light in the Fabry-Pérot
cavity [19, 20]. In contrast, the light of the antiresonance wavelength will be
reflected back at the interface of the high and low Rls and will be restricted to be
transmitted in the fiber core. So most of the light will be reflected back to the fiber
core [20]. Based on the principle of the antiresonant waveguide, the optical fiber
sensor can be made into different types by changing the relevant parameters.
Optical fiber sensors based on the antiresonant waveguide are mainly divided into
two types [21]. The first is to change the resonant wavelength by changing the RI or
the length of the Fabry-Pérot cavity. The second is to change the contrast of the
output intensity of the antiresonant waveguide by changing the associated external
material composition [19, 20]. The optical fiber sensor of the ARROW finally
realizes the measurement of different physical quantities through these two kinds of
modulation methods. This chapter will introduce the working principles of various
ARROW-based fiber optic sensors in detail [20, 21].

3. The antiresonant reflecting optical waveguide sensor
3.1 The single-layered antiresonant reflecting optical waveguide sensor

The simplest model of the antiresonant reflecting optical waveguide (ARROW)
is the single-layered antiresonant reflecting optical waveguide (SL-ARROW)),
which is widely used in optical fiber sensors. The SL-ARROW mode in the capillary
waveguide is sensitive to the surrounding environments, and various sensing appli-
cations have been proposed, such as vibration sensor, humidity sensor, water-level
sensing, etc. The working principle of the SL-ARROW is introduced by the vibra-
tion sensor [7].

Vibration signal detection is very important in the application of structural
monitoring in people’s life. Vibration detection can monitor the safety of building
structures such as buildings, highways, bridges, dams, highways, and so on. In
general, the vibration can be detected by piezoelectric, magneto-electric, and cur-
rent sensors [22]. SL-ARROW is an optical fiber vibration sensor, which is designed
based on the principle of antiresonant waveguide. The fiber optic sensor is a good
alternative with several unique advantages such as low weight, immunity to elec-
tromagnetic interference, and long-distance signal transmission for remote
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operation [23]. Here, an all-fiber vibration sensor based on the SL-ARROW has
been proposed in a tapered capillary fiber. The schematic construction of the
proposed vibration sensor is given in Figure 2. In order to fabricate the sensor, the
capillary optical fiber is selected as the sensing fiber. The capillary fiber consists of a
hollow core with an inner diameter of 30 pm and a ring-cladding with a thickness of
55 pm. Both ends of the 8 cm long capillary optical fiber are cut by the high-
precision cutter, and the cut capillary fiber and single-mode fiber (SMF) are spliced
through the fiber splicer. The cross section of the capillary fiber and the splicing
diagram between the capillary fiber and SMF are shown in Figure 2 [7].

The principle of using capillary fiber to make vibration sensor can be described
as an SL-ARROW [24]. As the RI of the cladding is larger than that of the core, the
core mode can oscillate and radiate through the cladding. The cladding modes
propagate in the cladding region of the capillary fiber, as shown in Figure 3(a). The
working principle of the tapered capillary fiber can be approximated to Fabry-Pérot
etalon, as shown in Figure 3(b). When the wavelengths cannot satisfy the resonant
condition, the optical waveguide will be confined in the hollow core of the fiber as the
core modes. Therefore, the guide light can be reflected by the resonator. On the
contrary, when the wavelength meets the resonant condition, the guided light will
resonate and will not be reflected by the Fabry-Pérot cavity and will leak out of the

SMF capillary fiber SMEF

Figure 2.
The schematic construction of the proposed sensor [7].

d:

core claddinj
Figure 3.

(a) Schematic diagram of the cross section of the capillary fiber and (b) the guiding mechanism of the capillary
fiber [7].
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cladding to generate the transmission spectrum. In the transmission spectrum, peri-
odic and narrow loss attenuation corresponding to the Fabry-Pérot cavity resonance
condition will appear [7]. The wavelength of the lossy dip corresponding to the
resonance condition 4, can be expressed as Eq. (1) [7, 22]:

2 _ 2
PR A i o

m

where # and n¢ are the Rls of the capillary fiber cladding and air, respectively,
d is the thickness of capillary fiber cladding, and  is the resonance order [7].

The mechanical analysis of the photoelastic effect of the tapered region under
bending can be expressed as follows [7]:
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where An is the change of the RI, 7 is the RI of the silica, P1; and Py, are the
optoelastic constants of silica, y is the Poisson ratio of silica, A is the diameter of the
tapered region, and R is the bending radius. Substitution of Eq. (1) into Eq. (2) gives
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The frequency spectrum of the tapered capillary fiber corresponding to (a) 5 Hz, (b) 10 Hz, (¢) 1 kHz, and
(d) 10 kHz [25].
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According to Eq. (3), it can be seen that the wavelength of the loss dip in the
transmission spectrum under resonance condition is highly sensitive to the small
change of bending radius in the tapered region. This provides an attractive method
for vibration detection.

To test the frequency response of the fiber vibration sensor, the corresponding
frequency response experiments were performed, and the transmission spectra are
shown in Figure 4 [7]. In the fiber vibration sensor experiment, the piezoelectric
plate was used as the vibration source, which was driven by 1.8 V sinusoidal signals
of 5.0 Hz, 10.0 Hz, 1.0 kHz, and 10.0 kHz, respectively. The transmission intensity
of the fiber sensor was converted into a frequency spectrum by fast Fourier trans-
form (FFT), as shown in Figure 4(a)-(d) [7]. The corresponding time domain
signals are shown in the insets. The sampling rate of each frequency is 1 M and the
total sampling time is 5 s. All of transmission intensities of sensor were modulated to
sinusoidal waveforms with very uniform amplitude [7]. The main peaks of the
frequency spectrum are located at 4.98, 9.98, 998.03, and 9998.96 Hz, respectively,
which are close to the corresponding driving frequency [25].

3.2 The double-layered antiresonant reflecting optical waveguide

Compared with the SL-ARROW, the Fabry-Pérot resonator in the ARROW can
be also formed through two layers with different claddings of the fiber. A double-
layered Fabry-Pérot resonator can be formed between the silica cladding and
polymethyl methacrylate (PMMA) cladding [9, 10]. The DL-ARROW possesses
high flexibility, which can be used in various sensing applications such as strain
sensor, film sensing, temperature, vibration sensing, etc. Taking the temperature
sensor as an example, the working principle of the double-layered ARROW
(DL-ARROW) is introduced [9].

In real life, optical fiber temperature sensor has been widely used in temperature
measurement in different application areas. Optical fiber temperature sensor has
many unique advantages such as immunity to electromagnetic interferences, high
sensitivity, repeatability, stability, durability, high resolution and fast response,
durability against harsh environments, and other advantages [26]. A temperature
sensor based on the DL-ARROW was presented [9]. The cross-sectional view of the
fiber is given in Figure 5 (a). A section of the simplified hollow-core (SHC) pho-
tonic crystal fiber (PCF) was cleaved at both ends, and one end of the fiber was
sealed with glue, as can be seen in Figure 5(b), the selectively opened air hole can
be seen in Figure 5(c), and the schematic construction of the proposed device is
given in Figure 5(d) [9].

The essence of the optical fiber temperature sensor guidance is mainly driven by
the silicon rod around the hollow core, which plays the role of the ARROW [25].
Before the fiber is penetrated by alcohol, due to the weak interaction between the
core and the cladding mode, light is well restricted in the air core of the SHC-PCF.
This can be interpreted as a strong lateral field mismatch between the modes,
resulting in the overlap with the core field distribution being washed away.

Figure 6 gives the sketch of the optical path of the beams at the alcohol-filled area
and the outer silica cladding [9].

In the presence of alcohol in the SHC-PCF cavity, due to the better phase
matching, the interaction between the core layer and the cladding mode can be
greatly enhanced, resulting in the degradation of the optical field constraints in the
hollow core. The core mode field will radiate through the silicone ring around the
air core to the outer cladding. The alcohol-filled cavity combined with the external
silicon cladding can be regarded as a double-layer Fabry-Pérot resonant cavity
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(d)

Figure 5.
(a) The cross-sectional view of the SHC-PCF, (b) the SHC-PCF sealed at the end face, (c) with end face sealed
selectively opened, and (d) the structuve diagram of the sensor.
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Figure 6.
The optical path of the interference beams at the alcohol-filled area and the outer cladding [10].

[9, 27]. For wavelengths that satisfy the resonance conditions of the resonator,
constructive interference occurs, which means that the Fabry-Pérot resonator is
highly transparent to these wavelengths, and light cannot be reflected and will leak
out of the cladding [27]. In contrast, for the antiresonance wavelength (i.e., the
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wavelength that does not satisfy the resonance condition), destructive interference
occurs, and light can be well reflected by the Fabry-Pérot resonator [9]. The Fabry-
Pérot resonator is confined within the cavity of the optical fiber and serves as a
guide for the waveguide mold. The position of the non-transmitted wavelength can
be described by the following formula as Eq. (4) [9, 27]:

. _ 2(d1\/n —nf +dan/n?, —nf @)
" m

where d; is the thickness of the air cladding, d, is the thickness of the outer
cladding, and m is a positive integer. 79, 7y and #, are the refractive indices of air,
alcohol and silica, respectively. From Eq. (4), it can be seen that the resonant
wavelengths are mainly determined by the thickness of the alcohol and the outer
silicon cladding and the material index.

By differentiating Eq. (4) with respect to temperature (T), we get the tempera-
ture sensitivity as in Eq. (5). It should be noted that in Eq. (5), we only considered
the change of n1 (dn1 = adT, a is the thermo-optic coefficient of alcohol), since
silica has a much smaller thermo-optic coefficient than alcohol, which can be
ignored in this case as Eq. (5) [9]:
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The thermo-optic coefficient of alcohol is —3.99 x 10~ *.

The temperature response characteristics of this temperature sensor were inves-
tigated in a temperature box with adjustable temperature. The temperature sensor
with a filling length of 1.2 cm is put into a temperature box. The temperature of the
temperature box was heated from room temperature to 60° with an increment of
10°C. The maximum value of temperature measurement is limited below the boil-
ing point of alcohol (78.37°) [9]. This situation can be improved by using a liquid
with higher boiling point like ethylene glycol [9]. The attenuation dips were found
to shift toward shorter wavelengths with temperature increasing, as can be seen in
Figure 7(a) [9]. The wavelength shift versus temperature in the experiment is

plotted in Figure 7(b), and the temperature sensitivity was obtained to be
—0.48 nm/°. [9].
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(a) Spectrum blueshift with increasing of temperature and (b) temperature response of the SHC-PCF with
filling length of 2 cm [9].
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3.3 The double resonator antiresonant reflecting optical waveguide sensor

Both the SL-ARROW and DL-ARROW are formed to generate the ARROW
effect in the fiber optic sensor. However, many long-standing challenges still exist
in the ARROW-based fiber sensor, such as serious temperature cross-sensitivity
[12]. The ambient temperature change can also modulate the resonance condition of
ARROW, making a decrease of the measurement accuracy for both SL-ARROW
and DL-ARROW. Therefore, the double resonator ARROW (DR-ARROW) has
been investigated to solve the temperature cross talk in the fiber sensor. In this
section, the biosensor fiber sensors are taken as examples, and the working princi-
ple of the DR-ARROW is introduced [12].

The in-line fiber optofluidic waveguide biosensors possess both enhanced sens-
ing performance and ultracompact size, which have been widely used in the lab-in-
fibers chemical and biological sensing [12]. In-line fiber biosensors possess many
distinctive advantages such as high sensitivity, compact size, and immunity to
electromagnetic interference [28]. Here, a biosensor based on DR-ARROW for the
detection of interferon-gamma (IFN-y) concentration has been introduced. The
schematic construction of the proposed biosensor sensor is given in Figure 8. In the
proposed sensor, a HCF was employed as the sensing fiber, as shown in Figure 8(a).
The HCF consists of an air octagon core, an air-ring cladding with eight holes, and a
silica cladding. The NaCl solution was filled into a cladding hole with a length of
10 cm through the capillary force by immersing the remaining SMF into the NaCl

dding

air ring
cladding

air core

optofludic outlet
() wgveguide T

NacCl

Figure 8.
(a) The cvoss section of the HCF. (b) The cross-section of the NaCl-infiltrated HCF. (c) The schematic diagram
of the dual-optofluidic waveguide ARROW [12].
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solution for ~48 h, as shown in Figure 8(b). The liquid sample could be also
pumped out of the hole through the other microchannel, as an outlet, as shown in
Figure 8(c) [12].

The cross-sectional schematic diagram of the optical fiber biosensor is shown in
Figure 9(a), which can be described by a DL-ARROW model [12]. Due to the
infiltration of IFN-y or NaCl with high RI in the cladding of HCF, the guided light
will reflect at the two interfaces of the cladding, thus forming a Fabry-Pérot reso-
nator, as shown in Figure 9(b). Therefore, an ARROW is formed in HCF. However,
due to two different infiltration materials, the IFN-y solution and the NaCl solution,
two ARROWs appear in HCF. At the wavelength of 1550.38 nm, the resonance
condition of the ARROW for the optofluidic waveguide is achieved [12]. On the
other hand, at the wavelength of 1557.86 nm, the resonance condition of the
ARROW for the NaCl-infiltrated channel is achieved [13]. Hence, there are two
resonance dips corresponding to two materials, which can be expressed as Egs. (6)

and (7) [12, 13]:
1= 2<d01” \/ nozp - ngir + dfl \/ n:2ilica - nr,zlir)
- m
P 2<d0}7 \% n%a - niir +da \/ nszilim - nﬁir)

" @)

m

(6)

where m is the resonance order, 4, and 4, are wavelengths of resonance dips for
IFN-y and NaCl solution, d,, and d,; are diameters of the hole and thickness of the
silica cladding, and 74, 7y, 74 and ngic, are Rls of the core, IFN-y solution, NaCl
solution, and silica, respectively.

Due to the change of RI in the optofluidic waveguide [12], the immunoreaction
between the aptamer and the IFN-y could modulate the wavelength of the resonant
dip for the IFN-y infiltrated ARROW. However, the resonant wavelength dip is
fixed because of the channel independence of NaCl-infiltrated resonator. On the
other side, due to the similar thermos-optical coefficients of the NaCl and IFN-r, the
wavelength shifts of two resonance dips corresponding to two ARROWSs have the
same response to the temperature fluctuation [12]. The response of the two reso-
nance attenuation wavelength shifts corresponding to the two ARROWs to temper-
ature fluctuation is the same. Therefore, a dual-optofluidic waveguide ARROW

IFN-Y silica

(b)

reflected
light

guided light

Figure 9.
(a) Diagram of the dual-optofluidic waveguide ARROW and (b) the Fabry-Pérot resonator [12].
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biosensor with temperature compensation is formed by interrogating and inquiring
the wavelength interval between the two resonance dips of the dual-optofluidic
flow waveguide ARROW [12, 13].

The biosensor of DR-ARROW was also tested [12]. The corresponding trans-
mission spectra, Figure 1A is shown in Appendix [12]. The transmission spectrum
of the ethanol and NaCl infiltrated the dual-optofluidic waveguide ARROW bio-
sensor, Figure 1A(a) is shown in Appendix [12]. There are two resonance dips in
the wavelength range of 1525-1565 nm. The resonance dips at 1545.58 and
1550.86 nm are consistent with the theoretical predictions of the ethanol-infiltrated
Fabry-Pérot cavity (1545.78 nm) and the NaCl-infiltrated Fabry-Pérot cavity
(1550.38 nm) [12]. Therefore, there will be two resonance dips if the two materials
infiltrated Fabry-Pérot resonators at the same time. Different concentrations of
ethanol solution are injected into the optofluidic waveguide channel, and the
corresponding RI changes from 1.3568 to 1.3622 RIU. When the temperature is 20°
C, the wavelength shift of the ARROW of dual-optofluidic waveguide with differ-
ent RIs, Figure 1A(b) is shown in Appendix [12]. The wavelengths of two reso-
nance attenuations for different Rls, Figure 1A(C) is shown in Appendix [12]. In
addition, the wavelength spacing of the two resonance dips, Figure 1A(d) is shown
in Appendix [12]. In this experiment, if the resolution of OSA is 0.02 nm, the
sensitivity of RI response can reach —1413 nm/RIU [12].

In addition, the effect of temperature on the biosensor was investigated by
experiments [12]. The transmission spectra of the biosensor at different tempera-
tures from 20 to 80°C are shown in Figure 10(a) [12]. At different temperatures,
the two resonance decays shift to longer wavelengths at the same time. However,
due to the same temperature response of the two ARROWs, the wavelength interval
is maintained at a standard change of 0.02 nm, as shown in Figure 10(b) [12].
Hence, the dual-optofluidic waveguide ARROW biosensor is not sensitive to
temperature by interrogating the wavelength interval [12].

3.4 The hybrid antiresonant reflecting optical waveguide sensor

Most of the ARROW-based fiber sensors only rely on the working principle of
the ARROW. In recent years, the fiber optic sensor of the hybrid antiresonant
reflecting optical waveguide (H-ARROW) has been researched. Besides the
ARROW, another mechanism was also formed in the fiber, making a hybrid
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Figure 10.
(a) Wavelength shifts at different temperature from 20 to 80°C and (b) wavelength of resonance dips and the
wavelength interval [12].
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Figure 11.
(a) The cross section of single-hole twin eccentric core fiber and (b) three-dimensional diagram of single-hole
twin eccentric corve fiber [15].

mechanism in a single ARROW-based fiber sensor [14, 15]. The two different
mechanisms could measure different parameters dependently, which increase the
multifunction of the ARROW-based fiber sensor significantly. In this section, a
curvature ARROW-based fiber sensor with hybrid mechanism is introduced as an
example [15].

Optical fiber curvature sensors have been widely used in structural health mon-
itoring and distributed sensing fields, such as buildings, towers, and bridges [15,
29]. The optical fiber curvature sensor has the advantages of small volume, high
sensitivity, and no electromagnetic interference [30, 31]. Here, an all-fiber vibra-
tion sensor is based on H-ARROW, through the integrated antiresonance mecha-
nism and in-line Mach Zehnder interference (MZI) [32]. The schematic
construction of the proposed curvature sensor is given in Figure 11 [15]. The single-
hole double-core fiber is characterized by replacing the core with a large air hole,
one of which is suspended on the inner surface of the cladding. As shown in
Figure 11(a), the other core is asymmetrically distributed outside the air hole. As
can be seen from Figure 11(b), for the curvature fiber, Core 1 is suspended in the
air hole in the middle of the hollow-core fiber, and Core 2 is in the cladding of the
hollow-core fiber [15].

The principle of curvature sensor of H-ARROW is analyzed [15]. According to
its structure, the single-hole dual-core fiber is characterized by replacing the core
with a large air hole, one of which is suspended on the inner surface of the cladding,
as shown in Figure 12 [15]. According to the working principle of the single-hole
double-eccentric core fiber, the distribution of light field in the whole fiber is of
great significance [15]. A section of a 2.6 mm single-hole double-eccentric core fiber
is fused between two single-mode fibers. It is well known that when a beam travels
between different media, it will reflect and refract. Specifically, for the beams
propagating from the optical dense medium to the optical thin film medium, only
when the incident angle is less than the critical incident angle, the two effects exist
at the same time [15].

The transmission spectrum of the optical fiber sensor is controlled by two
effects: antiresonance and in-line MZI [15]. It should be noted that the
backscattered beam undergoes multiple reflections in the cladding. As a result,
Fabry-Pérot resonators are formed in a silicon cladding. The antiresonance effect of
the single-hole double eccentric core fiber can be regarded as the reflection type
Fabry-Pérot interferometer. Therefore, the transmission of the antiresonance effect
can be expressed as Eq. (8) [15, 32]:
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Figure 12.
The cross-sectional microscope images of the single-hole twin eccentric core fiber [15].
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where F represents the fringe finesse coefficient of the multiple-beam interferom-
eter. A and n(}) are the wavelengths of the spectrum and effective RI of the cladding,
respectively. A and / are the intensity coefficients of the whole antiresonant effect and
optical path of the antiresonant beams. In addition, the wavelength at resonance can
be obtained by the following equation as Eq. (9) [15, 32]:

2d
has = o J2 =
t m ni—n; (9)

where d is the thickness of the single-hole twin eccentric core fiber cladding, and
m is the resonance order. #; and 7, are the Rls of the single-hole twin eccentric core
fiber cladding and the air, respectively.

The sensor structure also produces MZ interference rather than the
antiresonance effect. As shown in Figures 11(a) and (b), the in-line MZ structure
forms several modes, including core mode, low-order mode, and high-order clad-
ding mode. The dominant interference is formed between the core mode and the
low-order cladding mode. Therefore, the transmission of the multimode interfer-
ence can be normalized as Eq. (10) [15, 32]:

TMZi = B,‘ COS2 (% . An,- . L) (10)

where B; is the intensity coefficient of the comb spectrum, A#; is the effective
RI difference between the fiber core mode and cladding modes, L is the physical
length of the special fiber cladding, and i represents the order of the cladding
modes.

A curvature experiment is conducted to investigate the sensing properties [15].
The test results are shown in Figure 13. The sensing characteristics are investigated
by the curvature experiment [15]. The test results are shown in Figure 13. The
curvature variation can be derived from 0.94 to 2.10 m ™" according to the equation
of Rsin(L/2R) = (L — d)/2 [15]. In this experiment, fitted resonant wavelength
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(a) The intensity variation of the actual resonant wavelength with the curvature increased and (b) the intensity
variation of the Gaussian fits vesonant wavelength (dip2) with curvature increasing from 0.94 to 2.2 m™* [15].

(dip2) is selected to monitor the curvature variation trend, corresponding to the
resonant wavelength of 1570 nm [15]. The intensity of the actual wavelength
decreases as the curvature increases, as shown in Figure 13. The intensity of the
actual resonant wavelength decreases as the curvature increases, as shown in
Figure 13(a) [15]. The actual wavelength circled by the red ellipse is about 1571 nm,
and the inset is the enlarged view of the intensity variation [15]. The actual wave-
length circled by the red ellipse is about 1571 nm, and the illustration is an enlarged
picture of intensity change [15]. Figure 13(b) reflects that there is also only inten-
sity variation without wavelength shift. The Gaussian fitting resonant wavelength

of dip2 undergoes intensity decreasing when the curvature increases from 0.94 to
2.10 m™* [15].

4, Conclusion

In summary, this chapter introduces the optical fiber sensors based on ARROW.
According to the working principle, the optical fiber sensors based on ARROW
consist of the single layer, double layers, double resonators, and hybrid mechanism.
Various optical fiber sensors based on ARROW have been introduced in this chapter
with the aforementioned working principle, including the fiber optic vibration
sensor, humidity sensor, strain sensor, temperature sensor, magnetic field sensor,
biosensor, etc. The optical fiber sensors based on ARROW could enhance the inter-
action between the guided light and sensitive material, simplify the complexity of
the sensor configuration, and increase the multifunctional performance of the fiber
sensor. Especially, many long-standing challenges in the fiber optic sensor can be
solved through the working principle of the ARROW, including the temperature
cross-talk compensation, distribution localization, and optofluidic biosensing. In
general, the optical fiber sensors based on ARROW have advantages, such as com-
pact structure, high sensitivity, large dynamic range, and high stability, which
appear to have potential applications in researches of structure health monitoring,
oil exploiting, and biology detection.
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(a) Transmission spectrum of the dual-optofluidic waveguide ARROW biosensor, (b) wavelength shifts with
different RI, (c) relationship between the wavelengths of resonance dips and RI, and (d) wavelength interval

with different RIs [12].
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Chapter 3

Optical Waveguides Based
on Sol-Gel Coatings

Helena Cristina Vasconcelos

Abstract

This chapter focuses on developing coatings for use as waveguides for integrated
optics and photonics. Thin (or thick) films of silica-based inorganic materials and
organic-inorganic hybrids can be easily obtained using the sol-gel and spin-coating
method, followed by rapid thermal annealing to obtain dense films of good optical
quality. The waveguide thermal, structural, and optical properties can be charac-
terized using differential thermal analysis, X-ray diffraction, Fourier-transform
infrared spectroscopy, Raman spectroscopy, scanning electron microscopy, and
atomic force microscopy. Waveguides can be both doped with semiconductor
microcrystallites and rare-earths for the development of optical devices, where
light is confined to one or two dimensions (planar, channel or strip loaded).

Keywords: sol-gel, optical waveguides, coatings, spin-coating, silica, rare-earths,
semiconductor microcrystallites

1. Introduction

The optical technology enables larger bandwidth over larger distances at
enhanced power efficiency as compared to the use of electrical connections. In
practice, this is based on the hybrid integration in one single substrate of many
small individual components connected to each other by optical waveguides, an
approach known as integrated optics (IO) (e.g., bring together on a single platform,
filters, lenses, modulators, beam splitters, amplifiers, lasers, photodetectors, etc.).
The basic idea behind IO is the management of light by waveguides and not by free
space optical components like lenses and mirrors. Moreover, the success achieved
in the long-distance transmission fiber in the 1960s has increased the attention
toward the optical waveguides. Anderson, in 1965, used planar waveguides and
optical circuit components for applications in the near infrared (IR) [1]. Later, in
1969, was first reported an experimental application of prims-film coupler and
Miller first introduced the term IO [2]. Light can therefore be guided and confined
by dielectric waveguides, such as those made of glass (SiO,) deposited on quite a
large number of substrates, but mainly silicon. The large waveguide cross-section
allows easy coupling with optical fibers. Other hi-tech characteristics are their larger
bandwidth, low energy requirements, and immunity to electromagnetic interfer-
ence. Optical waveguides are thus the basic elements for confinement and trans-
mission of light over various distances, ranging from a few pm, in IO, to several
kilometers, in the transmission of optical fibers over long distances.
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The increasing use of optical communications, signal processing, and the
development of new materials has created important advances in IO. The efficient
use of the bandwidth offered by optical fibers also contributed to the success of this
technology. The optical waveguides can be made of different materials. Each mate-
rial has its own advantages and disadvantages. Therefore, the choice of a material
to develop a new optical waveguide is usually the result of certain commitments.
For example, considerable effort has been made to allow optical integration entirely
using semiconductor materials (for example, GaAs/GaAlAs and InP/InGaAsP).
However, its manufacture is not an easy task and requires complex epitaxial
growth, usually by liquid phase epitaxy or metal-organic vapor epitaxy growth
techniques. Unfortunately, these techniques do not offer the necessary
manufacturing speed or the thicknesses required for the normal set-up of optical
waveguides. Therefore, the use of glass (amorphous materials) has become wide-
spread to develop planar waveguides (or slabs), as well as rapid deposition tech-
niques (e.g., immersion or rotation of solutions to get glass by the sol-gel process).
The sol-gel process has become a feasible method for fabricating thick films of
desired composition to be carried out at speeds closer to those required in large-
scale production. In addition, the use of silicon as a substrate also has numerous
advantages due to the layout of silica-on-silicon (SiO,/Si), one of the most
important technologies in OI.

The arrival of low-loss silica fibers, whose refractive index perfectly matches the
glass waveguides, contributed to making this material one of the most widely used
in IO [3]. Currently, the sol-gel process offers great versatility because of the ease
to functionalizing the glass structure with a wide variety of dopants. In fact, to
provide all optical functions, from passive waveguides, electrical-driven modulators
and switches, optical pumped active waveguides, optical-driven modulators and
switches, and optical nonlinear devices, both optically active and optically nonlinear
materials are needed. These materials can be respectively provided by two types of
dopants: lasing species, such as rare-earths (RE) ions and semiconductor micro-
crystals. Hence, doping glass waveguides with Er’* or Nd* ions allows glass to act
as optical amplifier, while nonlinear properties can be introduced to silicate glasses
by doping with semiconductor microcrystals and thus allowing to explore the
Kerr effect [4]. Therefore, glasses can be used as optical waveguides, combining
dielectric properties and providing specific functional responses for two main
applications: as optical communication devices [5] and sensors [6].

2. Optical planar waveguides

A slab waveguide is similar to an optical fiber, except that it is in planar shape
rather than cylindrical waveguide, where a low refractive index substrate contains
on its surface a slab (or channel) of higher index material, along which light is
guided by total internal reflection. The guiding material should also allow the linear
and nonlinear optical properties to be varied in a straightforward way, over a wide
range.

2.1 Linear dielectric waveguides

The most common structure of a dielectric waveguide is shown in Figure 1,
which is made of three overlapping layers of dielectric materials [7]. The first layer
(which is usually referred as the substrate) and the third layer (also named clad-
ding) are both semi-infinite and have refractive indices n; and ns, respectively,
while the layer on the middle (guiding layer or core) has thickness d, and refractive
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index n,. In order to ensure total internal reflection at each interface n, > n; and
n, > ns. It is illuminated at one end by a monochromatic light source.

A waveguide as shown in Figure 1 can be made by depositing a high-index
guiding layer onto a flat substrate were the cladding can be the air. Because of this
asymmetric geometry, since n, > n; > ns, this kind of waveguide is often described
as an asymmetric slab waveguide (Figure 1a). However, if n; = nj, the waveguide is
symmetric (Figure 1b). Light is confined by the total internal reflection at the
substrate and layer cladding interfaces; and the phenomenon can be analyzed by the
ray optics approach. The ray of light experiencing successive total internal

(a)| cLapping (n,)

SUBSTRATE (n,)

(b) CLADDING (n,)

n3

n;

SUBSTRATE (n,) x|
Figure 1.

Geometry of (a) an asymmetric slab waveguide (n, > n, > n;), and (b) asymmetric slab waveguide with its
refractive index profile.

CLADDING (ny)

SUBSTRATE (n,) x | % X
v z p
Figure 2.

Asymmetric slab waveguide with a propagating light ray in its core and geometric (vectorial) relationship
between the propagation constants of dielectric waveguide.
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reflections at the main interfaces will propagate continually along the central layer
without loss [7]. This happens if the incident angle is small enough.

The propagation of signal within the guiding layer of planar waveguide is
shown in Figure 2, where k, is the plane wave propagation constant in free space
(or free-space wavenumber). The free-space wavenumber can be expressed
as a function of frequency and velocity, or the wavelength:

1(0:9:2if:2_n (1)
C c A

From geometric optics, it is known that a ray of light will follow Snell’s law while
crossing the interfaces of the core with the two surrounding layers. In view of
Figure 2, the condition for total internal reflection is given by [8]:

sin 1 (@) <O<sin? (@) )
n) ny

The light ray is traveling in the z-direction of an optically isotropic medium with
constant internal reflection at the core-cladding interface (2-3) and the core-
substrate interface (2-1). The ray must interfere constructively with itself to prop-
agate successfully. Otherwise destructive interference will destroy the wave. The
theory and equations of dielectric waveguide can be found in the literature [9].
However, here it is briefly highlighted just a few important mode equations.
Assuming a TE polarization (electric field polarized in the z-direction), the propa-
gation constants along z (longitudinal direction) and x (transverse direction) are,
respectively, § and «, giving by:

f = kony cos @ (3)
Kk = kony sing (4)

At each interface, the light ray that undergoes total reflection suffers phase
shifts, ¢,_3 and ¢,_,, respectively, at the cladding and substrate, which depend on
the refractive indices of the three layers (1, 2, and 3), and are equal to:

2 2 2\
byae 2tan (M) et (é) )
nysing K
2.2 2\
_ pptfacoste—mi)y o gy
21 tan ( 1y sin @ tan (K‘) (®)
where
12
d= ([32 — kéng) / @
12
Y= (ﬁz — k(z)n%) / (8)
12
K= (k%n% -p%) / 9

The phases —2¢», 3 and — 2¢,_1, represent the Goos-Hanchen shifts [10]. From
the solution of Maxwell’s equations, it can be demonstrated that only certain dis-
crete values of p are allowed [11]. Therefore, there are only a limited number of
guided modes and the condition for being a guided mode is that p must be within
two limits (up and down):
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koni <ﬂ<k07l2 (10)

To avoid destructive interference as the light travel through the guide, the total
phase shift for a ray that travels from the 2-3 interface to the 2-1 interface and back
again must be a multiple of 2x. This leads to the condition [12]:

Zkonzd Sinqﬂ - 2¢2_3 - 2¢2_1 =2mnr (11)

where d is the thickness of the core (layer 2) and m is the mode number, which is
a positive integer (0, 1, 2, ...). The fundamental mode corresponds to# = 0 and also
to the lowest thickness (dpn) of the waveguide. In other words, for the fundamen-
tal TE mode to be supported by a planar waveguide, the thickness of the waveguide
must by equal or larger than d,;,. The dispersion relation for the slab waveguide [7]
(or eigenvalue equation of the TE fundamental mode supported by the waveguide)
is given by:

k(5+7)

12
e (12)

tan (dk) =

From Eq. (11), it is possible to obtain the minimum thickness for an asymmetric
planar slab waveguide, which is given by:

Apin = & (tan - —ch(fj_;;)) (13)

From Eq. (9), if p — kon, (up limit), then k& = 0 (as shown by the vectorial
relationship of Figure 2), which correspond at the cut-off of the mode. Thus, in this
situation, the waveguide thickness tends to infinite. In practical situations, this
means that the waveguide thickness would become very large. Otherwise, if p —
kon; (lower limit), then y = 0 as shown by Eq. (8). Therefore, Egs. (7) and (9) can
be rewritten, respectively as:

8 = ko(n2 —n2)"? (14)
Kk =ko(n] — n%)l/2 (15)

Substituting both Eqgs. (14) and (15) in Eq. (13), after some rearrangement, it is
then obtained the waveguide minimum thickness for asymmetric case:

tan 1 ((-13) (1) .

2 1

ko (n3 —n2)"?

For a single-mode operation at 1.5 pm wavelength, a guiding film with a refrac-
tive index equal to 1.52, deposited onto a silica glass substrate (n; = 1.46) surround-
ing by air (n3 = 1), should have a thickness higher than 670 nm. Since the guide is
asymmetric, then the maximum wavelength that can be guided to a guide layer
thickness d > d,,;, is given by [13]:

2 (n — n2)"?

tan -1 ((n%ng) /(ng_n%))l/z 17)

jvmax =
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This applies to transverse electric (TE) polarization, but a similar condition
applies to transverse magnetic (TM) polarization [13]. Because of the absence of
cut-off, symmetric waveguides (n; = n3) permit the propagation of the guiding
mode in a layer of very small thickness. In addition, symmetric waveguides need a
cover layer of similar refractive index to that of the substrate. The cover layer serves
as the protective cladding for the gain layer. The presence of the cover layer also
increases the confinement factor of the guiding modes [9], resulting in reduced
modal loss and hence pump threshold reduction.

The typical way to achieve modal analysis in a planar optical waveguide is by
means of m-line spectroscopy, by a prism coupler, where light is introduced into
a waveguide by means of evanescent wave coupling through a high index prism of
a material.

However, there are three major mechanisms of losses in waveguides, and
thereby the energy of guided modes is often attenuated by losses due to mecha-
nisms of absorption (owing to photons destruction in materials), radiation (owing
to waveguide bending or curvatures), and scattering (owing to surface roughness)
[11]. Absorption loss is mainly due to material contaminations while scattering loss
in dielectric planar waveguides is due in part by internal defects such as pores or
crystalline defects, but mainly to surface roughness. Rayleigh and Mie scattering are
the principal mechanisms of scattering loss and are both linear occurrences since
they do not change the wavelength of the scattered light (contrary to what happens
in the non-linear scattering caused by Raman and Brillouin mechanisms). Rayleigh
scattering is inherent to glass and amorphous materials and is caused by the lack of
homogeneity of the refractive index over small distances when compared to the
wavelength of light. On the other hand, Mie’s dispersion is due to the presence of
defects and occurs at distances of the order of magnitude of the wavelength of the

input light [11].

2.2 Nonlinear optics

Whenever a beam of light (of low intensity) propagates through a dielectric
material, the nuclei and associated electrons of the atoms in the material form
electric dipoles which oscillate at the same frequency as the incident beam, thus
giving a linear relation between the polarization density and the electric field,

P = ggyE, where g is the permittivity of free space and y is the electric susceptibility
of the material [4]. For high intensity light, such as laser light, the amplitude of
response of the atoms is no longer linear. Therefore, to the polarization density
should be added higher order nonlinear terms and P represented as a power series
expansion of the applied electric field E of the light:

P = ¢ (;(“)El DB 4 OB 4 WE (18)
were xP, y?, and y® are, respectively, the linear, second order and third-order
susceptibilities. In centrosymmetric materials, the second order susceptibility is
however absent, X(z) = 0, and so the lowest order nonlinearity is the third-order:

Py = eoy P E? (19)
P, become the dominant nonlinear component in Eq. (18). Due to X(3)
nonlinearity, the pump wave generates a nonlinear polarization (output wave)

which oscillates at frequency three times higher than the input frequency. The
optical nonlinearity x‘ is a tensor with various coefficients being associated with
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various effects, including the Kerr susceptibility y® (30). The Kerr effect is the
intensity dependence of refractive index, which can be expressed by a nonlinear
index coefficient 7, (the Kerr coefficient) proportional to X(3)~ Thus, the total index
n is given by:

n=mng+nyl (20)

where 7, is the linear refractive index and I is the optical intensity in W/cm?
(thus 7, will have units of cm?/W).

Nonlinear optical materials are needed for communications components [14].
The knowledge of the nonlinear refractive index nj is essential to the analysis and
use of nonlinear devices. While silica glass has exceptional optical characteristics for
waveguide proposes, they very low nonlinear coefficient turn it in a material
unsuitable for nonlinear applications. However, strong nonlinearities responses can
be obtained by the addition of, for example, semiconductor microcrystallites to the
silica host. What give to these microcrystals such capacity is that the nonlinear
effects can be significantly enhanced compared with those of the bulk semiconduc-
tors. Hence, when the size of the microcrystallites decreases to nanometric sizes, its
electronic properties start to change from bulk state properties to that of a quantum
dot state [15]. The essential change is that of the increase of excitonic level relative
to that of bulk semiconductor (blue shift) as the radius of microcrystallites semi-
conductor is reduced. Band-filling models have been successfully used to explain
the maximum enhancement for crystal sizes in the vicinity of the excitonic Bohr
radius (~10-20 A) [15]. For smaller crystals, size quantization effects dominate and
the electron-hole Coulomb attraction becomes insignificant.

3. Sol-gel process for the fabrication of waveguides

Glasses are suitable materials for application of passive, active, and nonlinear
optical devices, due to their characteristic physical and chemical properties, in
particular their optical features, such as exceptional transparency and high thresh-
old to optical damage. In particular, silica glasses are very attractive because they
match perfectly with the optical fibers and thus present small coupling losses; high
thermal, chemical, and mechanical stability. Moreover, silica glass exhibits very low
expansion coefficient over silicon which allows the deposition of thick buffer films
without failure, which is a crucial feature layer on silicon for waveguide proposes.
Of particular importance in the field of photonic glasses is the SiO,/Si technology,
where silica glass-based waveguides can be fabricated using several techniques.
Flame hydrolysis deposition (FHD) and chemical vapor deposition (CVD) provide
excellent quality thin films and have been extensively investigated [16, 17]. An
alternative approach to these production methods is the sol-gel process, which
offers many advantages in terms of avoiding complex equipment and high cost
procedures [18].

3.1 Sol-gel process to produce glass and ceramic materials

The sol-gel process is a method for producing glass and ceramic materials by low
temperature polymerization reactions based on hydrolysis and condensation of
alkoxides, whose general formula is M(OR),,, where M is a metal atom and R is one
alkyl group that allow to make various glassy materials with remarkable optical or
photonic properties. This process allows the preparation of high-purity and homo-
geneous materials and results in the preparation of different kinds of shapes, like
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bulk solids, fibers, film waveguides, and coatings for device applications with a
great diversity in material composition and structures which is important for con-
trol of the functionality of IO devices [19]. The main advantage of sol-gel process is
that of allowing thin film deposition, providing a great versatility in the develop-
ment of devices with special optical functions, particularly materials with a strict
chemical control of the processing parameters. This flexibility allows diverse mod-
ifications to the host glass and the addition of a wide variety of dopants, thus greatly
increasing the range of functions and applications of the resulting components. In
the fabrication of sol-gel waveguides, a careful control from the beginning of the
process is required in order to enhance the properties of these devices, starting from
a suitable choice of the chemical precursors up to a correct final annealing. Through
the control of the viscosity of the deposition solution, different coating processes
like dipping, spraying, and spinning can be used. The strict chemical control and
high purity of the starting reagents, mixed in the liquid state, lead to homogenous
gels with low impurity levels, which is especially adequate for photonic
technologies.

Dopants in the form of salts or alkoxides can be added to the precursor solution
(sol) in order to prepare doped photonic inorganic materials. However, a limitation
for application of sol-gel materials into optical devices is the drawback imposed by
the maximum achievable crack-free sol-gel glass thickness [20]. SiO,/Si technology
compatible with single mode fiber for 1.55 pm, the most widely used wavelength
in optical communication, requires waveguides typically greater than 1 pm in
thickness and thus the need to employ a multistep deposition procedure (each layer
being 150 to ~300 nm thick). To overcome this obstacle, rapid thermal annealing
has been used to fabricate films through the deposition of iterative cycles of
deposition, achieving the total required thickness [21].

Almost all of the sol-gel planar waveguides are fabricated on asymmetric struc-
ture with a substrate of silica glass (or a silicon with a buffer layer) and air as
cladding layer.

3.2 Sol-gel process of film formation

The basis of SiO,/Si technology is to deposit silica layers on silicon substrates, to
define single-mode channel waveguides in this material, and to couple these guides
to external fibers. In the absence of a taper or similar component, the mode fields
of the channel guides should match those of single-mode silica fiber as closely as
possible, in order to limit coupling losses. However, use of more strongly confining
guides allows reduced bend radii and therefore lowers component size and also
concentrates pump power, to great advantage in amplifiers and nonlinear devices
[22]. The SiO,-based glass layers can be easily deposited by spin coating using the
sol-gel process. A two-step process based on the sol-gel process can be successful
used for fabricating amorphous dielectric layers [21]:

1.formation of a stable suspension of particles within a liquid (the sol) and
further processing of the sol to form mainly Si-O-Si bonds thought
condensation reactions (aging sol);

2.spin-coating of the aging sol and rapid thermal annealing (multiple cycles) to
form a thick and dense glassy film.

The first step involves the use of liquid metal alkoxide precursors of the desired

glass composition. A common precursor for SiO, is tetraethoxysilane (TEOS), a
liquid at room temperature insoluble in water but soluble in ethanol. This precursor
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is hydrolyzed by addition of water to the solution, which allows condensation to
begin to form the Si-O-Si bonds of the glass. However, other precursors may be
used (added) following the same steps. For example, the process for preparation of
SiO,-TiO, solutions uses, for example, titanium isopropoxide IV (TPOT) as TiO,
precursor [23]. After an aging time of ~16 h (Figure 3), the suspension is spun at
typically 2500 rpm, during 30 s, upon which the solvent evaporates and the stages
of solidification and drying are greatly accelerated for a few seconds, giving

a thin layer of ~300 nm.

The gel must be heated to remove residual organics and to complete densifica-
tion but this stage induces large tensile stresses [20-24]. The gel is therefore a three-
dimensionally-linked solid network with liquid (solvents) filling the pores, which
are interconnected in the wet gel state. The removal of solvent during drying
proceeds simultaneously with condensation reactions and solidification. As the
solvent is evaporated, a competing process leads to capillary pressure and the
stresses induced by shrinkage increases. Thus, cracking may happen. It has been
shown that the thickness of a single layer SiO, is limited to approximately 0.7 ym
with the sol-gel method [25]. At thickness greater than 0.7 pm, the intrinsic stress
and mismatch of thermal expansion coefficients between the sol-gel SiO; layer and
the substrate causes cracks and peeling. Moreover, the constrained one-dimensional
shrinkage due to the substrate creates tensile stress within the sol-gel layer [20-24],
which must be annealed out to prevent cracking. Iteration of this process has been
successful used to produce a multi-micron film [21]. Cracks and pores are almost
inevitable in sol-gel derived films because of organic components, which must be
eliminated during heat treatment. Thus, residual pores still remain in sol-gel wave-
guides after the removal of organic residues at high temperatures (Figure 4). By
varying the precursor ratios in the sol, glasses of different composition, and thus
refractive index, can be achieved; for example, SiO,/TiO, of differing molar ratios
allows a wide index range from 1.46 to over 1.6. In particular, for waveguide
devices, a bilayer is formed: a lower index buffer (usually a SiO, layer), which must
be sufficiently thick to prevent leakage of guided light into the substrate, and a
higher index guiding layer (e.g., SiO,-MO, (M = Ti, Zr, Hf) or SiO,-HfO,-MO,

(M = Ti, Zr) materials [26]). The thickness and refractive index of films can be
measured using a profilometer and an ellipsometer, respectively, as a function of
the sol composition and preparation conditions (water, catalysts, and solvents
amounts). The refractive index, whose control is necessary for the films to operate
as planar waveguides in the SiO,/Si technology, is usually tailored by doping the
SiO, material, for example, with TiO, (or other, e.g., GeO,). However, due to the
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Figure 3.
Effect of aging time on the thickness of spin-coated sol-gel 90Si0,-10TiO, (mol%) films.
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Figure 4.
A typical sol-gel glassy thin film. The dark civcular regions represent the pores.

different rates of hydrolysis of the different precursor alkoxides, the compositional
homogeneity of the derived material must be investigated by transmission electron
microscopy (TEM) and Auger (or X-ray photoelectron spectroscopy (XPS)) analy-
sis. It is also important to follow the evolution of the densification process through
refractive index measurements but also directly measuring the surface area and
porosity of the films after specific heat treatments, using the Brunauer-Emmett-
Teller (BET) Surface Area Analysis and Barrett-Joyner-Halenda (BJH) Pore Size
and Volume Analysis.

The guiding layers may also be doped with a functional material; for example,
rare-earths (RE) can be added to the sol through a variety of precursors.

Also nonlinear properties can be introduced in silicate glasses by doping with
semiconductor nanocrystals.

A modification of the most common planar bilayer guiding structure can be
achieved by etching the layer of high index (n,) into ridges (Figure 5a), which can
then be melted (reflowed) to improve shape and surface quality and then buried
under a top cladding glass (Figure 5b) of lower index (n;). In an alternative
approach, light can be guided in the high index layer by shallow ridges on the upper
cladding layer; this is called a strip loaded structure (Figure 5c). In this case,
etching and reflow at the guiding layer is avoided. The production of silica channel
waveguides frequently employs photolithography; the mask for etching the strips
can be the photoresist itself or a metallic film and reactive ion etching (RIE), which
provides high anisotropy. Passive ridge waveguides were deposited on silicon by a
solvent-assisted lithographic process incorporating simple mask technology and
photosensitive sol-gel-derived glasses [27]. This approach uses direct writing of
photosensitive glass with UV light.

With the synthesis of organic-inorganic films (ormosils), it is possible to obtain
hybrid materials with film thickness much higher than 1 pm, which fit the require-
ments of optical waveguiding. For the preparation of these materials, TEOS (or
other alkoxide) can be mixed together with organosilane polymers (e.g.,
polydimethylsiloxane (PDMS) or 3-(trimethoxysilyl)-propylmethacrylate
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Figure 5.
Typical configuration of channel waveguides: (a) ridge waveguide, (b) buried waveguide, and (c) strip-loaded
waveguide.

(TMSPM)), which keep trapped inside the oxide gel network during the hydrolysis
and condensation reactions of TEOS [28]. In that case, the organic groups can
further be used as oligomers since their backbone structures are similar to that of
silica matrix. In addition, these groups can also improve physical, chemical, and
mechanical properties of the hybrid materials, and the modification of inorganic
network structures with organic groups allow the isomerization of organic
photoactive molecules as compared to inorganic glasses [29]. It has been reported
the use of two different silanes: y-glycidyloxypropyltrimethoxysilane (GLYMO)
and 3-(trimethoxysilyl)-propylmethacrylate (TMSPM) [30] for the preparation of
TiO,/ormosil waveguide films by the sol-gel method.

In view of the above discussion, it can be established that there are three main
characteristics required for sol-gel waveguides:

1.mode shapes suitable for coupling to single-mode fibers (by absolute refractive
index, refractive index difference and geometry);

2. compatibility with dopants (e.g., salts, alkoxides, organosilane polymers, etc.);

3. Compatibility with further processing steps, namely photonic materials with
specific functional responses (e.g., optical amplification and nonlinear
properties).

Some of the challenges still pending currently are: reduction of propagation
losses for a planar waveguide to less than 1 dB/cm (although the short path lengths
involved in integrated circuits make optical losses less of a problem), reduction
coupling losses between optical fibers and integrated optical waveguides, and diffi-
culty in directing light around sharp curves due to system miniaturization. Key
future goals are to develop constituent functions required for fully integrated
amplifiers; in particular, a tapered coupler for efficient power transfer between
fibers and strong confinement guides, and a wavelength selective filter for coupling
pump and signal wavelengths. A key issue is the need to achieve minimal loss with
high confinement waveguides.

4. Doping silicate waveguides
4.1 Rare-earths doping for amplification

Optical fibers doped with rare-earth (RE) ions have contributed to the fast
development of optical telecommunications [31]. Adding amplification to passive
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functions of simple waveguides could allow low cost and compact amplifiers,
through on chip integration of multiple components. Hence, developing RE-doped
layers for optically pumped amplifiers is a key challenge. This can be provided in
glasses doped with Nd** and Er’*. Both have been widely used in fiber amplifiers
and lasers, but in these cases, the gain was less important due to the very low losses
in the fibers and the long path lengths that can easily be achieved.

In order to reduce the fiber and waveguide path lengths, the use of relatively
large concentrations of RE ions of high quantum efficiency is required and, there-
fore owning long metastable level lifetimes. Nd*>* can be added to the sol as a nitrate
and then converted to the oxide form by heat treatment. However, Nd,O3 is
immiscible in silica glass for amounts higher than 0.5 wt% (by conventional melt-
casting), and therefore it forms aggregates or clusters [32]. These clusters cause
non-radiative deexcitation processes which greatly lower the fluorescence lifetime
and thus the gain of the material. Hence, these lifetimes are seriously reduced by
concentration quenching (or clustering) due to neighbor ion interactions in insuffi-
cient dilute systems. In addition, non-radiative quenching phenomena may also be
caused by residual OH groups or by multiphonon relaxation, which are strongly
favored in high vibrational energy matrices like silica glasses [33, 34]. Similar
behavior is found for high levels of Er** ions in silicate glasses, also due to their poor
solubility on that material. The ion dispersion is dependent on dopant concentration
and on the solubility of dopant in the host material, which fortunately in the case of
sol-gel glasses, can be improved. Hence, sol-gel-derived glasses are especially suit-
able to obtain homogenous compositions with a good dispersion of RE ions. Co-
dopants (P,0s or Al,03) are often used to increase the solubility of the Er’* doping.
Er’* is particularly interesting as it exhibits a laser transition at 1.55 pm and, thus,
can provide amplification in the third optical communications window [31]. The
energy-level structure of Er’>* allows pumping of the *I;;/, excited-state multiplet
around 980 nm by semiconductor lasers and the *113/2 excited-state multiplet is
populated by subsequent multiphonon relaxation. Radiative relaxations of the *I;3/,
to the *I1s)» ground-state multiplet may then provide gain near 1.55 pm [31].

However, the optical properties of RE-doped materials strongly depend on the
host system, the dopant concentration, and the thermal background.

The method of incorporation of Er** consists in the dissolution of erbium salts
(erbium (IIT) nitrate or chloride pentahydrate) into the sol, followed by aging and
then coating. In this case, the ions will favor non-bridging oxygen sites in the gel as
the solvent is evaporated. Introducing Er’** in ionic form as dissolved salts is less
effective for its incorporation into the sol network, and consequently, as the solvent
is evaporated during film formation, some precipitation may occur, resulting in a
segregated film. The use of an erbium alkoxide precursor favors the condensation
reactions between the Er’* ions and the host material in the sol and thus form a
homogeneous structure with a strong possibility of avoid cracks formation during
the densification process. In some cases, small amounts of TiO, or P,Os nucleating
agents are also added to the sol with the purpose of causing controlled nucleation
and crystallization of erbium-containing nanocrystalites. This approach was
successfully tested in the case of Er’*:8i0,-TiO, and Er’*:Si0,-TiO,-P,0s sol-gel
glasses, where Er,Ti,0; and ErPO, nanocrystalline phases, respectively, with good
spectroscopic properties, were obtained [35]. The precipitation of such nanocrys-
tallites allows the control distribution of the Er** ion in the matrix, reducing their
clustering effect and maximizing their quantum efficiency. To characterize the
active properties of the waveguides, measurements of the fluorescence spectra and
the lifetime of the erbium *I;3, metastable level can be performed.

The surface structure (e.g., surface roughness, nanocrystallites, porosity, etc.)
can be investigated by atomic force microscopy (AFM) and scanning electron
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microscopy (SEM) (Figure 4). Clusters can be analyzed by grazing angle X-ray
diffraction or very low frequency Raman scattering. To investigate the glass struc-
ture, it can be used X-ray absorption fine structure spectroscopy (EXAFS). This tool
provides a good probe of RE nearest-neighbors and reveals, for example, where
the Er’* ions are well dispersed simple by Er-O bonds relative intensity [36]. A
previous study reported from XPS analysis that Nd** may be incorporated in the
P,05 co-doped 80Si0,-20TiO, films at a higher concentration level than Er’** in
similar Al,O; co-doped films [37]. Crystallization can, however, be investigated by
X-ray diffraction (XRD) and crystal size can be estimated by the Scherrer equation.
In particular, nanocrystallites are only seen at grazing incidence (0.4°), suggesting
their main concentration at the surface [38]. In order to obtain concentration
gradients through the total film thickness, Rutherford Backscattering Spectroscopy
(RBS) can be used.

Fluorescence lifetime can be measured on multilayer planar waveguides, by
launching diode laser pump light (796 nm for Nd**, 976 nm for Er>*) into the
cleaved input end of the waveguide. The fluorescence is collected at the output end
and then focused onto a fast photodetector for further analyzes with a digital
oscilloscope.

Since the formation of erbium containing nanocrystals in glass results in an
increase for the 1.55 pm fluorescence (up to 9 ms) [35], the determination of
characteristic temperatures such as glass transition (Tg), onset crystallization tem-
perature (Tx), crystallization temperature (Tc), onset melting temperature (Txf),
and melting temperature (Tf) is important in estimating the thermal stability of a
glass and its susceptibility to temperature-induced changes during the film
annealing. A study based on DTA analysis revealed that anatase crystallites appear
as the primary crystalline phase in SiO,-Ti0,-P,0s glasses, while cristobalite pre-
cipitates near 1000°C [39]. Thus, the characterization of these temperatures using
differential thermal analysis (DTA) technique would be a great help to define the
thermal treatment of the sol-gel glasses derived waveguides.

4.2 Semiconductor microcrystallites doping for nonlinear optics

Semiconductor quantum dots dopants (Cds, Pbs) can extend the functionality of
passive glassy waveguides toward possible applications in nonlinear guided wave
devices (nonlinear directional coupler, Mach-Zehnder interferometer). Significant
enhancement of y(3w) due to quantum confinement has been demonstrated in glass
doped with CdS,Se; , and CuCl microcrystals [40]. In both cases, the large band
gap means that the non-linearity can only be exploited at visible or near-UV.
Recently, narrow-gap dopants have been fabricated at near-IR wavelengths [41].

Two main routes have been followed in the development of such materials,
namely the addition and reaction of the dopants inside the initial sol-gel solution, by
chemically controlling the size of the particles (sol-doping), and the impregnation
or exposition of a nanoporous sol-gel film to the dopants (pore doping), where the
crystal size is limited by the pore size. The pore doping has been successfully
applied for over 20 years [42] to prepare films for integrated optics applications. In
the sol doping, Cd(NO3), and Pb(NO3), is mixed in aqueous solution since both
nitrates have very high solubilities and the resulting solution absorbed into a dry
porous SiO; layer. The excess liquid is then spun off and a flux of H,Te gas is forced
to pass over the layer in order to achieve, for example, Cd1-xPbxTe microcrys-
tallites. Otherwise, if the intention is rather precipitate CdS or PbS, H,S can be used
as reactive gas. The samples are then dried in vacuum and properly annealed. To
prove the existence of microcrystallites precipitates, TEM and grazing incidence
XRD is often employed to verify their presence in the host glass. Moreover,
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semiconductor microcrystallites are known to exhibit an absorption edge blue
shifted (toward shorter wavelength) with respect to the bulk semiconductor. This
shift is a typical behavior of microcrystallites that can be analyzed by UV-visible
absorption spectroscopy in order to calculate their quantum size [42]. Finally, the
Z-scan technique is a popular method for testing optical nonlinearities of bulk
materials, namely the non-linear index n, (Kerr coefficient) and the non-linear
absorption coefficient Aa. However, these techniques are inappropriate for
nonlinear measurements in planar optical waveguides due to its low thickness.
Therefore, nonlinear m-line spectroscopy is a suitable alternative based on the
analysis of the nonlinear change in the shape of the dark line associated with the
excitation of guided waves [43]. This is an easy technique for the determination
of Kerr properties of thin films, which are the basis of optical waveguides [43].
The third-order optical nonlinearity (Kerr effect) of CsS-doped SiO,/Si planar
waveguide was measured using an m-line technique, yielding a value of

—5 % 1077 cm?/kW [44].

5. Conclusions

Silica glass (by sol-gel synthesis) is one of the most widely used materials in the
production of optical waveguides, due to its many advantages (versatility, low cost
manufacturing, chemical resistance, and low synthesis temperature). The chemical
kinetics of the conversion reaction of TEOS to SiO, (or other glass compositions)
is very sensitive to the physical and chemical parameters of the process (e.g., water
content, type of catalyst, and aging). However, its versatility is one of its main
advantages because allows the production of a diversity of compositions and struc-
tures. The spin-coating process allows homogeneous and thick films to be depos-
ited, which perfectly match the physical requirements of planar optical waveguides
and that of SiO,/Si technology. However, silicate glasses exhibit some disadvan-
tages, such as high phonon energy and low luminescent ion solubility, which affect
the quantum efficiency or luminescent ion emission bandwidth. Therefore, some
strategies must be taken to improve their optical behavior. In fact, by slightly
modifying the composition of the silica glass, we are able to control the refractive
index and achieve not only passive waveguides but also the active ones, with
tailored properties to many applications. Moreover, it is also possible to take
advantage of the pores in order to optimize the precipitation of semiconductor
microparticles and benefit of all the linear and nonlinear features of optical devices.
Nowadays, the requirements for photonic components in communication systems
have increased and become more demanding. While other technologies have made
constant improvements, the potential advantages of the sol-gel approach remain
valid and have now been plainly demonstrated. Although many of the procedures
implemented are more than 25 years old, it is certain that, without all these funda-
mentals, the present development in the field of optical waveguides would not be
the same.
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Chapter 4

High FSR and Critical Coupling
Control of Microring Resonator
Based on Graphene-Silicon
Multimode Waveguides

Trung-Thanh Le and Duy-Tien Le

Abstract

We present a new approach for designing a compact microring resonator
structure based on only one multimode waveguide, which can provide a very high
free spectral range (FSR) and capability of controlling the critical coupling. The
silicon on insulator (SOI) waveguide and graphene-silicon waveguide (GSW) are
used for the proposed structure. By changing the applied voltage on the graphene
sheet, we can achieve a full control of the critical coupling. Some important prop-
erties of the proposed microring resonator such as free spectral range and quality
factor are analyzed. We show that our structure can provide all characteristics of a
single microring resonator with universal applications such as optical switching,
modulating, filtering and signal processing, etc.

Keywords: multimode interference (MMI), silicon on insulator, multimode
waveguide, directional coupler, finite difference time difference (FDTD),
finite difference method (FDM), microring resonators (MRRs), graphene

1. Introduction

In recent years, there has been intense research about ring resonators (RRs) as
the building blocks for various photonic applications such as optical switches,
wavelength multiplexers, routers, optical delay lines, and optical sensors [1-3]. In
the literature, microring resonators with high-quality factors (Q) are required for
enhanced nonlinear effects, low threshold lasing, and sensing applications. Almost
all of the proposed microring resonator structures used directional couplers as
coupling elements. It was shown that such devices are very sensitive to fabrication
tolerance [4]. However, a very high Q is undesirable for high-speed signal
processing since it can significantly limit the operational bandwidth of the system.
In addition, in microring resonator structure, the coupling ratio and loss must be
matched so that the ring operates near the critical coupling to achieve a high
extinction ratio [5]. To obtain a high bandwidth, a solution is to use a directional
coupler with a small gap between two waveguides in order to increase the coupling
coefficient. However, this causes large excess mode conversion losses, limiting the
flexibility of this approach [6].
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Another type of coupler, namely, the 2 x 2 multimode interference (MMI)
coupler, has been employed in ring resonators [7-10]. MMI couplers have been
shown to have relaxed fabrication requirements and are less sensitive to the wave-
length or polarization variations [11, 12]. In recent years, we have presented some
microring resonators based on silicon waveguides using 2 x 2, 3 x 3 MMIs for the
first time [4, 13-15]. It showed that the proposed devices have good performance
compared with structures based on directional couplers.

In a single ring resonator, control of the critical coupling is an important
requirement [16-18]. In the literature, the Mach-Zehnder (MZI) configuration is
used for this purpose [17]. The key physical mechanism they rely on is the plasma
dispersion effect or thermo-optic effect. Another approaches used to create phase
shifter are based on silicon-organic hybrid slot waveguides [19] and BTO-Si slot
waveguides [20]. The major drawbacks of these schemes are relatively large
dimensions. In addition, plasma dispersion can only induce a small variation of the
refractive index; the long length of the phase shifter is required. In this chapter, we
use the graphene-silicon waveguide (GSW) for phase shifter and controlling the
coupling coefficient.

It is noted that in the literature, the MZI configuration for critical coupling
control is based on two 3 dB 2 x 2 directional couplers or 2 x 2 MMI coupler. In this
chapter, we do not need to use the MZI for controlling the critical coupling of
microring resonators, but we present a new way of achieving the critical coupling
based on architecture itself. Our approach has advantages of compact size and ease
of fabrication with the current CMOS circuit.

In addition, we use the graphene-silicon waveguide for the phase control.
Graphene is a single-sheet carbon atom in a hexagonal lattice [21]. Graphene has
some potential properties for optical devices. Graphene is a 2-D single-layer carbon
atoms arranged in a hexagonal lattice that has raised considerable interest in recent
years due to its remarkable optical and electronic properties. For example, graphene
has a much higher electron mobility than silicon [22-24]. In particular, it has a
linear dispersion relationship in the so-called Dirac points where electrons behave as
fermions with zero mass. As a result, we can design optical switches or modulators
based on this property. Graphene can also absorb light over a broad-frequency
range, so this enables high-speed applications. The density of states of carriers near
the Dirac point is low, and the Fermi energy can be tuned significantly with rela-
tively low applied voltage. The Fermi-level tuning changes the refractive index of
the graphene. Therefore, the graphene sheet integrated with optical waveguide such
as silicon on insulator (SOI) waveguide can provide the possibilities of program-
mable in optoelectronics.

2. Microring resonator based on multimode waveguides
2.1 Device structure

A new optical microring resonator based on only one multimode waveguide with
four ports is shown in Figure 1.

Figure 2(a) shows the single-mode waveguide profile. We use silicon on insula-
tor waveguide with a width of 500 nm and height of 250 nm for input and output
waveguides. For a multimode waveguide, we use a wider width of Wy = 6um.
The field profile of the fundamental mode of the SOI waveguide is shown in
Figure 2(b). The refractive indices of silicon and silicon oxide used in our simula-
tions are ng; = 3.45, nsi02 = 1.45. The field profiles of the fundamental mode and the
first-order mode of the multimode waveguide are shown in Figure 2(c) and (d).
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Microring resonator based on only one multimode waveguide structure.
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Figure 2.
(a) SOI waveguide structure, (b) field profile of the single-mode SOI waveguide, (c) fundamental mode of the
multimode waveguide, and (d) the fivst-order mode of the multimode waveguide.

In this structure, we use a bent waveguide to connect input port 3 to port 4 as a ring
resonator waveguide. Because port 3 is very near to port 4, the bent waveguide radius
is relatively small. Therefore, our structure can provide a very high free spectral range
(FSR), which is suitable for high-speed communications.

In the next section, we show that our structure can act like a microring resona-
tor. In order to control the critical coupling, we use graphene integrated with silicon
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waveguide. Graphene can be incorporated into silicon to implement graphene-
silicon waveguide. The length of the graphene waveguide is L. The cross-section
view of the graphene-silicon waveguide is shown in Figure 3(a). The GSW has a
monolayer graphene sheet of 340 nm on top of a silicon waveguide, separated from
it by a thin Al,Oj3 layer. Graphene, Al,O3, and silicon together formed a capacitor
structure, which was the basic block of the graphene modulator and phase shifter
[25]. The refractive index of Al,O3 used in our simulations is 1.6 at the operating
wavelength of 1550 nm.

For example, the field profile of the waveguide with a chemical potential
#, = 0.45¢V is shown in Figure 3(b).

In a multimode waveguide, the information of the image position in the x
direction and phases of the output images is very important. We need to know
where the multi-images appear in order to design output waveguides to capture the
optical output. Furthermore, phase information of the spot images or output images
is important for such devices as MMI switch. It can be shown that the field in the
multimode region will be of the form [12]

N-—

£(x, Lvmr) = Z x — xp exp (—j(pp> (1)

p=0

where x, = b(2p — N) Y| ®p = b(N — p)5; fin(x) describes the field profile at
the input of the multimode region; x, and ¢, descrlbe the positions and phases,
respectively, of N self-images at that output of the multimode waveguide; p denotes
the output image number; and b describes a multiple of the imaging length. For
short device, we choose b = 1.

Consider a 4 x 4 multimode waveguide with the length of L = Ly = 312“ X
where L, = /”o* 7 is the beat length of the MMI and f,, #; are the propagation
constants of the fundamental and first-order modes supported by the multimode
waveguide with a width of Wgy. The phases associated with the images from
input i to output j can be presented by

U F it a2 itita (g o ., 1
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Figure 3.
(a) Graphene-silicon waveguide structuve and (b) field profile with a chemical potential of . = 0.45¢V.

52



High FSR and Critical Coupling Control of Microring Resonator Based on Graphene-Silicon...
DOI: http://dx.doi.org/10.5772 /intechopen.92210

We showed that the characteristics of an MMI device can be described by a
transfer matrix [2]. This transfer matrix is a very useful tool for analyzing cascaded
MMI structures. Phase ¢;; is associated with imaging an input i to an output j in an

MMI coupler. These phases g{)ij form a matrix S4.4, with i representing the row
number and j representing the column number. A single 4 x 4 MMI coupler at a
length of Ly = 3%” is described by the following transfer matrix [26, 27]:

1-j 0 0 1+j
s, Ll 0 1-j 1% 0
21 0 145 1-5 O
14 0 0 1—j

(3

The output and input amplitudes at four ports of the 4 x 4 multimode wave-
guide can be expressed by

Eout,l Ein,l

— Eout 2 Ein 2 =

Eout = = S4x4 = S4x4Ein (4)
Eou3 Ein3
Eout,4 Ein,4

where Ej,; (i=1,2, 3,4) and Eoyj (j = 1, 2, 3, 4) are complex amplitudes at input
ports and output ports 1-4, respectively. From Egs. (3) and (4), we can calculate
the relations ships between the input and output amplitudes of Figure 1 as follow:

(Ein,l) :M<Ein,2> :e]¥[ T* K*]<Ein,2> )
Eina4 Eings k" -t Eing3
where 7 = cos (52),and k = sin (32), Agis the phase difference between the

graphene-silicon waveguide with the length of L,,,, and the silicon on insulator
waveguide and can be calculated by [28]

A = z—ﬂAnqﬁvme (6)

The phase difference Ag can be controlled by applying a voltage V, to the
graphene sheet. The field propagation of the multimode waveguide for input ports 1
and 2 is shown in Figure 4. The optimal length of the MMI is calculated by the 3D-
BPM [29]. We show that the optimal length is found to be 214 pm.
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Figure 4.

Field propagation of 4 x 4 MMI coupler: (a) field propagation, in 1, and (b) field propagation, in 2.
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Figure 5.
Refractive index of graphene sheet.

The light propagation through the resonator is characterized by a round-trip
transmission Ej, 3 = a exp (j0)Ein,4, where 8 = Zn,zLy, is the round-trip phase, a is
the loss factor, n.y is the effective refractive index of the SOI single-mode wave-
guide, and Ly, is the ring resonator circumference. The normalized transmitted
power of the device can be calculated by

2
Ena|”
Ez'n,l

a* — cos?(A@/2) — 2a| cos (Agp/2)| cos (6)
1+ a2cos?(Agp/2) — 2a| cos (Ap/2)| cos (0)

T = (7)

At resonance wavelengths when 6 = 2mz, m = 1,2, 3, ..., the normalized power
transmission is

2
Ez'n,Z

Ein,l

_ la—|cos(8g/2)|?

T = = 5
|1 - af cos (Ag/2)]]

(8)

2.2 Graphene-silicon waveguide

The presence of the graphene layer changes the propagation characteristics of
the guided modes, and these can be controlled and reconfigured, changing the
chemical potential by means of applying a suitable voltage V,. The real and image
parts of the refractive index of graphene with different chemical potentials are
shown in Figure 5 [30].

Graphene has optical properties due to its band structure that provides both
intraband and interband transitions. Both types of the transitions contribute to the
material conductivity expressed by

0(0)) = Gintra(a)) + Uinter(w) (9)

where 6iptra (@) and oipter (w) are the intraband and interband conductivities,
which can be calculated by the Kubo’s theory:
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iez He
. _ e 71 ~(ne/kT) 4 q 10
ie? 2|p,| = (0 —2i0)A
Uinter(w) - _m In <2|ﬂc + (a) — 2lr)h> (11)

where e is electron charge, 7 is the angular Planck constant, kg is the Boltzmann

2
evy

constant, T is the temperature, y. is the Fermi level or chemical potential, I' = o is

c

the electron collision rate, y is electron mobility, and V is the Fermi velocity in
graphene.
The dielectric constant of a graphene layer can be calculated by [21, 22]

ioc(w)

g(w) =1+ (12)

wegA

The refractive index of the graphene layer sheet can be changed by providing
the applied voltage V, to the graphene sheet. It is because it will change the value of

the chemical potential:
e (Ve) | = Ve[l (Vg = Vo) (13)

where V is the offset voltage from zero caused by natural doping.

2.3 Critical coupling control

It is shown that the normalized transmission T through the device can be
switched from unity to zero at the condition of critical coupling, given by a = |z].
The control of the phase shift Ag, so the condition of the critical coupling is met,
can be achieved through applying voltage to the graphene sheet. The effective index
of the graphene-silicon waveguide calculated at different chemical potentials by
FDM method is shown in Figure 6. We see that for low-loss waveguide, the
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Figure 6.
Effective refractive index of the GSW waveguide.
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Figure 8.
Transmissions of the microring resonator with different chemical potential and loss factor.
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chemical potential should be larger than y, = 0.4eV. By changing the chemical
potential, the transmission and coupling coefficients |z|, |k| can be changed as shown
in Figure 7. The simulations show that we can get full control of the coupling
coefficient from zero to unity by changing the chemical potential from y, = 0.4eV
to u, = 0.58¢V.

The transmissions of the device at different chemical potentials and loss factors
are shown in Figure 8. The simulations have two very important features which are
the key for most of the proposed applications: (1) The transmitted power is zero at a
value of critical coupling, and (2) for high-quality factor, the portion of the curve to
the right of the critical coupling point is steep. Small changes of the phase shifter
can control the transmitted power and switch between unity and zero [17]. This
chapter shows that we can achieve high-speed devices based on our proposed
microring resonator.

Some other performance parameters of the microring resonator are finesse,
Q-factor, resonance width, and bandwidth. These are all terms that are mainly related
to the full width at half of the maximum (FWHM) of the transmission. The quality
factor Q of the microring resonator of the structure in Figure 1 can be derived as [3]

N,L
q = Melr _var (14)
A 1-ar

Another important parameter for microring resonators is the finesse F, which is
defined and calculated for the single- and add-drop microring resonators by
FSR var

F = = 1
AAFWHM ﬂl — aT ( S)
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Figure 9.
Finesse and quality factor at different chemical potentials.
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Transmissions of the microring resonator with two microring radii of 5pm and soum.

where Alrwrnm is the resonance full width at half maximum and FSR is the
free spectral range. The free spectral range is the distance between two peaks
on a wavelength scale. By differentiating the equation ¢ = fLg, we get
FSR = 4—2, where the group index n, = ngy — ld;l—f.

Figure 9 shows the finesse and quality factor with different chemical potential at
a radius of 5um. We see that a maximum finesse and quality factor can be achieved
at a chemical potential of y, = 0.57¢V.

The normalized transmissions of the propose microring resonator in Figure 1 at
microring radii of 5um and 50um are shown in Figure 10. Here we assume that the
chemical potential is sy, = 0.45¢V. The simulations show that the exact characteris-
tics of a single microring resonator can be achieved.

Finally, we use FDTD method to simulate the proposed microring resonator
based on multimode waveguide. In our FDTD simulations, we take into account the
wavelength dispersion of the silicon waveguide. A light pulse of 15 fs pulse width is
launched from the input to investigate the transmission characteristics of the
device. The grid sizes Ax = Ay = Az = 20 nm are chosen in our simulations for

(a) (b)

Figure 11.
Optical field propagation through the coupler for input signal presented at (a) port 1 and (b) port 2.
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accurate simulations [31]. The FDTD simulations for the proposed microring resona-
tor with chemical potential of 0.45 and 0.42 eV are shown in Figure 11(a) and (b).
The simulations show that the device operation has a good agreement with our
prediction by analytical theory.

3. Conclusions

We presented a new microring resonator based on only one multimode wave-
guide. The critical control of the microring resonator can be achieved by using
graphene-silicon waveguide. The proposed device has all characteristics of a tradi-
tional microring resonator. Some important parameters of the proposed device such
as finesse, quality factor, etc. are also presented in this chapter. The device opera-
tion has been verified by using the FDTD. This microring resonator structure is very
compact and can be useful for further applications in optical switching, filtering,
and sensing.
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Chapter 5

Rigorous Analysis of the
Propagation in Metallic Circular
Waveguide with Discontinuities
Filled with Anisotropic
Metamaterial

Hedi Sakli and Wyssem Fathallah

Abstract

In this chapter, we present an extension of the rigorous analysis of the
propagation of electromagnetic waves in magnetic transverse (TM) and transverse
electric (TE) modes in a metallic circular waveguide partially filled with anisotropic
metamaterial. In our analysis, the design of waveguide filters with uniaxial discon-
tinuities is based on the determination of the higher-order modes, which have been
analyzed and exploited. Below the cutoff frequency, the back backward waves can
propagate in an anisotropic material. The numerical results with our MATLAB code
for TM and TE modes were compared to theoretical predictions. Good agreements
have been obtained. We analyzed a waveguide filters filled with partially aniso-
tropic metamaterial using the mode matching (MM) technique based on the Scat-
tering Matrix Approach (SMA), which, from the decomposition of the modal fields
(TE and TM modes), are used to determine the dispersion matrix and thus the
characterization of a discontinuity in waveguide. We extended the application of
MM technique to the anisotropic material. By using modal analysis, our approach
has considerably reduced the computation time compared to High Frequency
Structure Simulator (HFSS) software.

Keywords: anisotropic metamaterials, forward and backward waves, MM, modal
analysis, waveguides discontinuity

1. Introduction

Guided modes in circular waveguides consist of metamaterials [1-13] have been
studied in the literature. Many studies of propagation modes in this waveguides
with isotropic media [14-17] or double negative metamaterials [18, 19] have been
presented in the literature. However, the rigorous study of the dispersion of aniso-
tropic metamaterials in circular waveguides presents a lack in the literature. In this
chapter, we present an extension of the rigorous analysis of the propagation of
electromagnetic waves in magnetic transverse (TM) and electric transverse (TE)
modes in the case of anisotropic circular waveguides, who take account of the
spatial distribution of the permittivity and permeability of the medium. In this
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structure, the propagation modes are exploited. The effects of anisotropic parame-
ter on cutoff frequencies and dispersion characteristics are discussed. Below the
cutoff frequency, the back backward waves can propagate in an anisotropic mate-
rial. The numerical results with our MATLAB code for TM and TE modes were
compared to theoretical predictions. Good agreements have been obtained. We
analyzed a waveguide filters filled with partially anisotropic metamaterial using the
mode matching (MM) technique based on the Scattering Matrix Approach (SMA)
which, from the decomposition of the modal fields, are used to determine the
dispersion matrix and thus the characterization of a discontinuity in waveguide. We
extended the application of MM technique to the anisotropic material.

This formulation can be a useful tool for engineers of microwave. The
metamaterial is largely applied by information technology industries, particularly in
the radio frequency devices and microwaves such as the waveguide antennas, the
patch antennas, the circulators, the resonators and the filters.

2. Formulation

In the anisotropic diagonal metamaterials medium, the Maxwell equations are
expressed as follows

V x E = —jop.H )
V x H = jws.E Q)
with
My O 0 0
= /It
F=po| 0y O =uo(0” ) 3)
Hrg
0 0 iy
and
0 0
— e Ept 0
e=¢e |0 &9 0 | =¢ 4)
0 &
0 0 ¢

Let consider a circular waveguide of radius R completely filled with anisotropic
metamaterial without losses, as represented in the Figure 1. The wall of the guide is
perfect conductor.

By considering the propagation in the Oz direction and manipulating Eqs. (1)
and (2), we obtain the expressions of the transverse electromagnetic fields
according to the longitudinal fields.

— OE;  wpop,g 0H,
E.=— 1|k _—
K, ( “r v o0 ©)
j (—ksOE; oH,
Ey =—=- — — 6
0 I<Z@ ( r 00 + Opopy or ( )
—7 wegEr OE;, oH,
H, =—|- —= g 7
’ 1<§9( ro00 ar) @
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Figure 1.
Geometry of circular waveguide filled with metamaterial.
j OE, k, 0H,
Hyp=-5-(— v —— — — 8
‘TR, ( PO G T o0 8)
with
Kf'r = kéemurg - k; 9)
Ky = koerotty, — k; (10)
ky = w’eopq (11)

When E and H are the electric and magnetic field respectively. € and p are the
permittivity and permeability. k; is the propagation constant in z-direction.

In this chapter, we study rigorously the TE and TM modes in this anisotropic
waveguide.

2.1 Transverse electric (TE) modes

From Eq. (1), the differential equation for z-component can be obtained as follows

2
?H, 10H, (K"./uz\ 10*H, [iL 2

22 4% c.hH Hyro > zz+ < ﬂrzl<£h€)) H, =0. (12)
or r or Kg,).,/yw r2 90 N/

Using the separation of the variables (7,0), the expression of the longitudinal
magnetic field H, for the TE,,, modes in the circular metallic waveguide completely
filled with anisotropic metamaterial is necessary for the resolution of the differen-
tial Eq. (12). H; can be written as follows

K% N ;
H" = Hysin f:i/‘rﬁn_g ]n( Hre Kﬁhe).r)elkzz (13)
K" /2

J,, is the Bessel function of the first kind of ordern (n = 0,1, 2, 3, ...).
The expressions (5)—(8) become

_j k™. k™. /s .
EW = ]I?f oHro (KC(;) s n.9> Hy. cos <7K”(‘;> o 0 I, (—Mz Kﬁ@ .1") e TR
el cr-V Py cr '\//'tw \Y% Hy

(14)
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. (h)
\/ K. \/ .
E(h) _ JOHoHyy < Hyz I(ihg))Ho sin ( c.o ﬂr&nﬂ)];l < Hyz I<(h9) .V) e*]kzz (15)

0 c
LGPV K. ity Vi
—jk, [\/Fm k™. i .
HO — KJZZ( ”’ZKQQ)HO.Sm a0V, ];(ﬁzdﬁj.r)e—]kﬁ (16)
c.O vV /’trr chm oA /,Ltw vV ﬂrr
—jk, (K" iy K™ . .
HY = T e — #1011 ) Hy. cos e — M 00, (” ”"1<§f’;.y>eszz (17)
KZ,r \K) .\ /iy K. .\ /i, VHrr

With J is the derivative of the Bessel function of the first kind of order n (n = 0,
1,2,3, ..).
The boundary conditions are written as follows:

Eof(r=R)=E,(r=R) =0 (18)

Consequently, from Eq. (15), we obtain

7 (—V”’ZKQQ .R) ~0 (19)
N
This implies
uw, =YEE o g (20)
V MVV ’

Where u),, represents the m™ zero (m = 1, 2, 3, ...) of the derivative of the
Bessel function J), of the first kind of order n.

The constant Hy is determined by normalizing the power flow down the circular
guide.

pTE —

r

(E®H; " — B H; 0 )rdrdo = 1 (21)

Ot
o%g’

Where * indicates the complex conjugate.
Eq. (21) gives

K3 \hy
Ho = ——er V= i) (22)
ouoks Hro
With
1
N = (23)
nm - N 1/2
T () = 2) " ()
2, ifn=20
on = sin (4za.n) . (24)
T — T 5 Z_f n> 0
K", ./
=— (25)

a=_—Z
L/
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Finally, the propagation constant in TE mode is given by

rr u/ g
Kom = \/ Koot =1 (7’") (26)

The cutoff frequency is written

(TE) — i 1 u;'lm 27
fc.nm 2 /‘«“Sygﬂrz| ( R ) ( )

We can introduce the following effective permeability and effective permittivity
to describe the propagation characteristics of the waveguide modes [6, 7, 13].

Koo = Hops (28)

aecfm ) e
Further, it is apparent that:
. kZTE :kom>0 for u, tﬁ>0andeTE >0;
°kZTE km<0 forytﬁc<0ande <0
. kTE = ijkom,foru e <0

The sign of sfgjc depends on the sign of y,,. In the following, we will consider all

cases that arise from the different sign of y,,.

2.1.1 First case p, > 0

For &> 0, we have.

1 u \? fTE 2
TE nm c.nm
&y off = |En 1-—— . =legl| 1— [ <0, iff<
" | 9|< |870ﬂrz|k%) < R > > | 0| ( f > f fcnm

(30)

And for £4<0, SVTgﬁf is rewritten as

1 u \?
TE nm
Erefr = —| €0 1+.( ) <0. (31)
’ ( |€1’9 /"rz|k(2) R

It can be seen that pu,, > 0 leads to SVT% < 0 below the cutoff frequency whenever

&9>0o0r £9<O0.
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2.1.2 Second case ., <0

For ¢, >0, SVT%C is rewritten as

TE 1 uw \?
€8 = | £, 1+‘( "’"> >0. (32)
7 | €0 plly \ R

And for &, <0, we obtain.

8TE __|€6| 1_# (%)2
7y - 7 .
7 ‘ &ro /"rz|k%) R

TE \ 2
= —| &y 1_<ff’"> >0, if f<flF . (33)

Consequently, p,., <0 leads to & q? > 0 below the cutoff frequency whenever

g9>0o0r £9<O0.

Therefore, the relative permeability y,, below the cutoff frequency determines
the sign of the relative effective permittivity of the anisotropic metamaterial in the
circular waveguide. And the sign of the product y,, .4, of the metamaterial below
the cutoff frequency determines the sign of the propagation constants of the wave-
guide studied.

The backward waves are obtained for y,, <0 and y,, > 0 and the forward waves
for u,, > 0 and p,, < 0 and. Therefore, the backward waves and the forward waves
can propagate below the cutoff frequency.

2.2 Transverse magnetic (TM) modes

Similar to TE modes, TM modes can be derived as follows:
From Eq. (2), the differential equation for z-component can be obtained

2
PE, 10E, (K. /e9\ 10°E, [\/ém 2
- = K“ ) E, =o0. 4
WZJFV&VJF(K“ 2o T\ e er) (34)
Using the separation of the variables (#,0), the expression of the longitudinal

electric field E;, for the TM,,,, modes in the circular metallic waveguide completely
filled with anisotropic metamaterial is necessary for the resolution of the differen-
tial Eq. (34). E; can be written as follows

(©)
K. /em Ve
E©) — Eqcos (Icﬁign_g>]n< fz ko), >e k. (35)

—jk vV erz I<(E)- r V Crz i
E©) — #LEO. cos <K0?7\/€—7“9>]; (_8[<f _,,) o Tk (36)

; ik K. A
=% ]9 K /—: gEO s (kg —\/i;”-@>] n (—\/\/?KEZ -V) eI (37)
C cr 7 ort 70 r
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— KY). /& - ,
H(E) — JWEQ /SV \/ Epp. E sin Mﬂg (”ZI<(e) .1") €7]kzz 38
" KegKer ¢ 0 ngg e Jn N s (38)
(o)
K, MgV e Epy & .
HY — ]0)80 /Emr/E.Eq. cos | =& no|J <_V’"ZK(6).V>6 k2 39
0 44 rg Q- I<£62 \/E‘;E ]n \/a or ( )
The boundary condition (18) gives the following equation
]n(“nm) =0. (40)
with
Unm = —8; I<£.r .R. (41)

In Eq. (41) #y, represents the m™ zero (m = 1, 2, 3, ...) of the Bessel function
J, of the first kind of order n.

The constant Ej is determined by normalizing the power flow down the circular
guide.

PP = | | (BEWH, " — EH O )rdrdo = 1 (42)

O%z
o —Fy

Eq. (42) gives:

K?

Ey=——% __NY 43
0 Voeoeky M (43)
with
1
NG —— 1 (44)
2n, if n=0
O = sin (4zb.n) . (45)
T 4bn ifn>0
K",
_ el (46)
KY.\ /&0
Finally, the propagation constant in TM mode is given by:
Er (Unm?
kg%) = :I:\/k(z)sw./zrg T ( R ) (47)

Obviously, the cutoff frequency is written

fc.nm 27[ \/m R

We can introduce the following effective permeability and effective permittivity
to describe the propagation characteristics of the waveguide modes.
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Erg = Em (49)

1 Unm\ 2
™ =1 —— . (=2) . 50
Hyeff = Hro ( /lrgé'rzk% ( R ) (50)

Similar to the previous discussion, we have three possibilities:
Further, It is apparent that:

o« k™ = kg plteell> 0, for ulyf > 0 and €]y > 0;

o k™M = kg (/€M < 0, for ul < 0 and €]} < 0
kM = kg [l € for uli el < 0.

Consequently, the sign of ur depends on the sign of ¢,,. In the following, we
will consider all cases that arise from the different sign of &,.

2.2.1 Case when €,,> 0

In this case, for p,y >0, u] g is rewritten as.

| | 1 (unm)z | | 1 f;nr\gn ’ <0 1ff<f
phoe = | Hy —. = | w, - = e
"\ g elkl VR ’ f

(51)

And for u,, <0, we have

1 Unpm\ 2
™M — |1+ —— (2= <0. 52
Hyoff | u 6|< | ﬂmgmve% ( R ) (52)

It can be seen that &, > 0 leads to u™ tﬁr < 0 below the cutoff frequency whenever

Hro > 0, or U9 <0.

2.2.2 Case when €., <0

In this case, for p,y> 0, we have

1 Unm\ 2
uP = |l [ 14— >0. (53)
( |uresm|ké(R)>

and for p,y <0, we obtain.

2
1 N2 £
™ _ _ 1— . nm — _ 1— c.nm lf <
Mr,eﬁ” | /’tVG| < ‘ ty €Vz|k% ( R ) | ”79| f f fc nm

(54)
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It is also seen that the relative permittivity ¢,, which is independent of .,
determines the sign of the relative effective permeability uqu\%p of the anisotropic

metamaterial in the circular waveguide. The forward wave propagates in the wave-
guide for &, <0and &, > 0, and backward wave propagates for ¢, >0 and &, <O0.

Therefore from this analysis, it is found that both the backward waves and the
forward waves can propagate in any frequency region. This is determined by the
sign of &,; and &, for TM modes and the sign of y,, and y,, for TE modes.

2.3 Analysis of uniaxial discontinuities in the circular waveguides

In this section, we analyzed a waveguide filters filled with partially anisotropic
metamaterial using the extension of the mode matching technique based on the
Scattering Matrix Approach which, from the decomposition of the modal fields, are
used to determine the dispersion matrix and thus the characterization of a discon-
tinuity in waveguide. The discontinuities are considered without losses.

In Figure 2 we consider a junction between two circular waveguides having the
same cross section filled with two different media. 4’ and b'are the incident and the
reflected waves, respectively.

The transverse electric and magnetic fields (Er, Hr) in the wave guides can be
written in the modal bases as follows [20]:

Er =) Al (a, +b,)é, (55)
m=1

Hr =B, (), — b, )k, (56)
m=1

where Hr and Er are the transverse magnetic and electric fields (T refers to the
components in the transverse plane), 4’ , ¢! represent the m™ magnetic and electric
modal Eigen function in the guide i, respectively and A}, and B!, are complex
coefficients which are determined by normalizing the power flow down the circular
guides (m is the index of the mode and i = I, II).

At the junction, the continuity of the fields allows to write the following equa-
tions:

4 1
E = F! (57)
T _ gyl
H' = H! (58)
Empty Filled
waveguide waveguide
T 10

!

Bl
— i

WY

Figure 2.
Junction between two civcular waveguides filled with two different media having the same cross section.
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By postponing the Egs. (55) and (56) in (57) and (58), we obtain:
A I I
I 1 o I 1
D A ) = A, (alf + ) )t
m= r

N,

I 1 I _ 1 11 I\ 11

§ :B I _bL)hl = §1:Bp (—atl + b))
=

(59)

(60)

N; and N, are the number of considered modes in guides 1 and 2, respectively.
By applying the Galerkin method, Eqgs. (59) and (60), lead to the following systems:

Ny
> AL (al, + b)) (e ell) = All(all + b))
m=1

N
B (et~ 11) = DB (el 47) (L,
r=1
The inner product is defined as:

(emlep) = Je:;ep as
s

The Egs. (61) and (62) give:

N

_“II+ZAII m<m >=b§f ZA?;bf’ﬂ<m‘p>

N, gl N, gl
12 mr \ _ I p L1/ 011
Z_I <h 3 >_bm+ZB_Ibp<hp‘hM>
p=1 m p=1"m
which can be written in matrix form:
_a{ - -bi -

[U Ml} ak, _{ U Ml} by,

M, -U ﬂl{l -M, U bil
11 I
ﬂNZ L Nz .

where U is the identity matrix. M; and M, are defined as:
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The scattering matrix of the discontinuity is:

-1
S—[ U Ml} {U Ml] (69)
-M, U M, -U

The total scattering matrix is obtained by chaining the S scattering matrices of all
the discontinuities in a waveguide having cascaded uniaxial discontinuities [21].

3. Numerical results and discussion
3.1 Propagating modes

We choose the radius of the circular metal guide R = 13.4 mm.

In a first case, we study the TE modes of a circular guide completely filled with
anisotropic metamaterials (see Figure 1) with negative y,, or negative y,,. The
fundamental mode of the equivalent empty circular waveguide has a resonant
frequency of 6.57 GHz. For the case of metamaterials with a permeability y, = —1
and permittivity ¢, = —4.4, the fundamental mode presents a resonance frequency
of {1} = 3.13 GHz.

In Figure 3 the curves of the propagation constant, for frequency range
1-10 GHz and for the first five TE modes with y,, = 1, ., = —1 and ¢,y = 4.4, are
represented. We observe that all modes propagate without cutoff frequencies
(forward waves). Figure 4 represents the same diagrams for y,,, = —1, y,, = 1and
&9 = 4.4. When z and m are small and o is large, the waves stop propagating. So,
these modes propagate at low frequencies and cutoff at high frequencies (backward
waves).

It is interesting to see that both forward and backward waves can be obtained by
controlling the signs of y,, and y,,. Our results agree well with the predicted ones.

In a second case, we study the TE modes of this circular waveguide. Figure 5
represents the curves of propagation constant for the frequency range 1-10 GHz

1000 -

Propagation constant kz of TE mode (radfm)

Il Il
] 10 12 14 18 18 20

[}
[N}
s
m

Frequency (GHz)

Figure 3.
Curves of propagation constant K - for TE mode of the circular waveguide completely filled anisotropic
metamaterial with parameters p, = 1, i, = —1, &9 = 4.4.
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Figure 4.
Curves of propagation constant K'- for TE mode of the circular waveguide completely filled anisotropic
metamaterial with parameters p, = —1, P, = 1 and 9 = 4.4.

and for the first five TM modes with ¢,, = 4.4, ¢, = —4.4 and yu,, = 1. All modes
propagate without cutoff (forward waves).

Calculated curves of propagation constant for the frequency range 1-10 GHz
and for the first five TM modes with ¢, = —4.4, &,; = 4.4, i,y = 1 are presented.
We notice that both forward wave and backward wave can be obtained by control-
ling the signs of ¢, and ¢,,. Figures 5 and 6 show that our results agree well with the
predicted ones.

We observe that the cutoff frequencies of lowest TE modes decreased with the
respect increase of y,,, for y,, = —1 and ¢,y = 4.4 (see Figure 7). In a same manner,
the TM cutoff frequencies decreased with the respect increase of ¢, for ¢, = —4.4
and y,, = 1 (see Figure 8). Consequently, by varying the parameters of material the
propagating mode can be controlled.

Propagation constant kz of TW rmade (rad/m)

100 -

0 L . L L . L
0 2 4 E 3 10 12 14 18 13 20

Frequency (GHz)

Figure 5.
Curves of propagation constant K™ for TM mode of the civcular waveguide completely filled anisotropic
metamaterial with parameters €. = 4.4, €, = —4.4, g = 1.
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Figure 6.
Curves of propagation constant K- for TM mode of the circular waveguide completely filled anisotropic
metamaterial with parameters e, = —4.4, €, = 4.4, g = 1.
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Figure 7.

The cutoff frequencies for the first five TE modes versus p., with p., = —1, &9 = 4.4.

3.2 Filter design

We consider now, 12 discontinuities (see Figure 9) constituted by juxtaposing
13 circular waveguides having the same dimensions (R = 13.4 mm). The circuit is
formed by alternation of empty guide (&, = y, = 1) of width 1 = 10 mm and guide
filled by anisotropic metamaterials (& = &0 = —&x = —4.4; f,, = flyg = —fhyy = 1)
of width d = 0.2 mm (periodic structure). Figure 9 represents the geometry of the
studied structure.

The transmission and reflection coefficients using our numerical method with
MATLAB and HFSS are presented in Figure 10. We used 8 modes in the whole
circuit for the modal method. The simulations results show that are in perfect
agreement. However and especially if the number of discontinuities increases, our
method is significantly faster than HFSS. Then, by using our approach, it could easy
to design filters according to a given specifications.
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—&— ThiO1
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Figure 8.
The cutoff frequencies for the first five TM modes versus €, with e, = —4.4, g = 1.

Figure 9.
Geometry of the circular waveguide with 12 discontinuities.
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Figure 10.
Reflection coefficient of the periodic structure with 12 discontinuities.

4, Conclusion

Rigorous analysis of propagating modes in circular waveguides filled with
anisotropic metamaterial has been developed. It was demonstrated that the
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propagation constant of the waveguide are closely dependent on constitutive
parameters of the metamaterial. Using our MATLAB code the dispersion curves of
the fundamental mode and the first four higher order modes of the metamaterial
waveguide are obtained.

We found that in different frequency ranges below and above the cutoff fre-
quency both the forward and the backward waves can propagate. This is deter-
mined by the sign of ¢,; and ¢, for TM modes and by the sign of y,, and y,, for
TE modes. Our simulation results are in good agreement with the theoretical
prediction.

Moreover, using the Scattering Matrix Approach we applied the extension of
MM technique to determine the dispersion matrix and to analyze multiple uniaxial
circular discontinuity in waveguide filled with anisotropic metamaterials. This
introduced tool is applied to the modeling of large complex structures such as filters
where its rapidity compared to the commercial simulation tools is verified.
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Chapter 6

Long-Distance and Low-Radiation
Waveguide Antennas for Wireless
Communication Systems inside
Tunnels

Shotaro Ishino, Satoshi Denno, Narumi Yashiro
and Setichi Suzuki

Abstract

Wireless LAN usage is also increasing at construction and civil engineering sites,
and the efficiency of ICT construction has increased due to the use of tablet PCs and
network cameras. When constructing a wireless LAN environment, for example, a
LAN cable may be laid from outside the tunnel, and a number of wireless access
points (APs) may be installed. However, it is not advantageous to use a large number
of APs because the system price increases significantly. We consider using a long
leaky-wave antenna to provide one AP. The reason for using a leaky-wave antenna is
that, since the total tunnel length is on the order of km, it is necessary to reduce the
power radiated by the antenna as much as possible to provide a functional commu-
nication area over a long distance. To reduce such transmission losses, we used a
waveguide. A waveguide is a low-loss line and can function as a low-loss and low-
radiation leaky-wave antenna which is suitable for long-distance communications;
this is accomplished by combining a waveguide with a low-radiation antenna mech-
anism. In this chapter, we report the development of a waveguide-type leaky-wave
antenna and the development of a wireless LAN environment in a tunnel.

Keywords: wireless communication, microwave, waveguide antenna,
long distance, low radiation

1. Introduction

In recent years, wireless LANs have become widespread and are indispensable
for convenient Internet use. Wireless LAN usage is also increasing at construction
and civil engineering sites, and the efficiency of ICT construction has increased due
to the use of tablet PCs and network cameras. Remote monitoring of worksite
interiors contributes greatly to more rapid construction. This means that construc-
tion of wireless environments in the field is indispensable. Tunnel construction
often takes place in the mountains. An LTE (4G) line may become disconnected but
it cannot connect at all to the line in the tunnel.
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This is because it is difficult to transmit radio waves from outside the tunnel to
the inside. Radio waves are reflected and absorbed by thick soil and concrete walls,
and this means that no external radio waves can be received inside the tunnel [1].
Therefore, it is common to lay a wired line from the outside of the tunnel and to
construct a telephone line or other types of communication line in the tunnel. When
constructing a wireless LAN environment, for example, a LAN cable may be laid
from outside the tunnel and a number of wireless access points (APs) may be
installed. However, working with a wired line is complicated, and there is a high
risk of disconnection due to contact with building materials and construction
equipment. Therefore, a high degree of robustness with fewer system failures is also
required. Also, it is not advantageous to use a large number of APs because the
system price increases significantly.

Therefore, we consider using a long leaky-wave antenna to provide one AP. The
reason for using a leaky-wave antenna is that, since the total tunnel length is on the
order of km, it is necessary to reduce the power radiated by the antenna as much as
possible to provide a functional communication area over a long distance. The use
of leaky coaxial cable (LCX) as a leaky-wave antenna has been studied [2-6]. As
shown in Figure 1, a long-range communication area can be constructed by
reradiating the output of the AP from a long LCX. However, in practice, the
available power is attenuated in the cable due to transmission losses (mainly dielec-
tric losses) of the LCX, so it is difficult to communicate over long distances.

To reduce such transmission losses, we used a waveguide [7]. A waveguide is a
low-loss line and can function as a low-loss and low-radiation leaky-wave antenna
which is suitable for long-distance communications; this is accomplished by com-
bining a waveguide with a low-radiation antenna mechanism. In this paper, we
report the development of a waveguide-type leaky-wave antenna and the develop-
ment of a wireless LAN environment in a tunnel. We evaluated the system in the
W56 band (5.5-5.7 GHz), as specified by IEEE 802.11 “a”, “n” and shown in
Figure 2.

Tunnel

"B BZ.m M’
AR

Com unication Area

Tunnel w

Leaky Cable

e N N Y Y T MR MR
_ffp Communication Area §

Wireless communication system using a leaky cable.
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Figure 2.
WLAN W56 band.

2. Overview of the waveguide antenna

A waveguide is a hollow metal tube and transmits radio waves using reflections
within the tube. In particular, rectangular waveguides are used in various applica-
tions such as radar, microwave oven, and microwave feeds. Transmission losses are
low even in a microwave band or in a millimeter-wave band, and waveguides are
expected to be used as transmission lines for next-generation communications.

A waveguide has a rectangular cross section as shown in Figure 3, and radio
waves are transmitted by reflecting between the two metal plates on both ends of
the waveguide at an angle 6, as shown in Figure 4. Figure 3 shows a waveguide

Ers Hy
a X
z
Figure 3.
Rectangular waveguide.
Figure 4.

Microwaves transmitted while reflecting between two metal plates.
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filled with a material and covered entirely with a conductor. The relative
permittivity of the material is ¢,, the relative permeability is y,, and the cross-
sectional dimension of the waveguide is a x b.

Since the reflected waves at both ends are combined into one wave in the
waveguide, the wave is transmitted within the waveguide at the guide wavelength
J- Also, as the frequency decreases, the angle 6 increases, and the radio wave stops
traveling back and forth between the metal plates on both ends when 8 = 90°. The
frequency at which this condition occurs is called the cutoff frequency f;, and the
free-space wavelength of £, is called the cutoff wavelength /.. Eqs. 1-3 show these

relationships.

Je = 2a\JErE; )
8
fo=200 @)
P A A _ A 3)

Ce e @

This paper deals with the TE;; mode, which is the most basic transmission
mode. In this mode, the current and electric field shown in Figure 5 flow through
the waveguide. For this case, if a slot is provided that is orthogonal to the current
direction, radiation is emitted from the slot, and a waveguide antenna is created.

A traveling-wave antenna is one that continuously emits energy by using a
traveling wave; surface-wave antennas using a dielectric line and leaky-wave
antennas using a waveguide or coaxial line are well known. As described above, a
leaky coaxial cable (LCX) is utilized as a highly flexible traveling-wave antenna by
creating a slot in the outer conductor. However, LCX is not suitable for long-
distance applications due to its large dielectric losses in the 5 GHz band.

In the future, as the frequencies used shift to quasi-millimeter-wave or
millimeter-wave communications, dielectric losses will increase. A waveguide is

~
¥y /

©

L7 D SlOt

L J

Figure 5.
Current and electric field flowing in a TE,, mode waveguide and slot configuration.
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Figure 6.
Structure of a traveling-wave leaky waveguide.

considered to be useful because it has no dielectric losses and has small overall
transmission losses. Figure 6 shows a general traveling-wave leaky waveguide
(with a phase constant > 0) [8, 9]. In the leaky waveguide, the main beam is
formed and emitted in the direction 6,,, for which the phases are aligned (Eq. 4).
Here, v, is the free-space propagation velocity and v, is the pipe propagation
velocity.

When a continuous slit is present, the amount of radiation power increases, and
the remaining power in the waveguide decreases. To apply this method to the
proposed tunnel system, it is necessary to not only reduce the transmission losses
but to also reduce the radiation levels and to maintain power in the pipe over long
distances.

v
Orpa = tan -1 (—g> (4)

Vo

3. Dual-plate leaky waveguide

The traveling-wave type of leaky waveguide shown in Figure 6 requires a slit
that is continuous in the direction of tube length, and such fabrication may increase
the cost. To obtain a waveguide that is significantly cheaper than LCX, we need to
minimize the number of processing steps for the tube. Therefore, we consider
creating a waveguide (Figure 7) with a slit mechanism that is constructed by
combining two U-shaped plates (metal plates). Bending such metal plates does not
require a mold and they are easy to manufacture [10].

In the present waveguide, a slight gap is created between the plates, and the
thickness is adjusted by sandwiching a thin insulating sheet or similar material.
When viewed in the cross-sectional view, the present waveguide has the structure
shown in Figure 8(a), which is equivalent to the structure shown in Figure 8(b).
As shown in Figure 9, the results from the analysis of the transmission characteris-
tics, as shown in Figure 8(a) and (b), are nearly the same.
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Figure 7.
Dual-plate leaky waveguide structure.
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Figure 8.
(a) Cross section of leaky waveguide and (b) the equivalent cross section.
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Figure 9.
(a, b) Analysis results of transmission characteristics.

Radiation is generated by the magnetic field which is generated in the opening of
the waveguide. This is because the current flowing in the slit is determined by the
H, at that point where the slit entrance is short-circuited. However, since the
direction of the magnetic field is reversed, the radiation level can be suppressed to a
small value. When the slit length [ is /4, the opening is short-circuited. Since the
waveguide is a short-circuit boundary line, radiation theoretically does not occur.
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Actually, since conductance is present in the opening, a short circuit does not occur
but the radiation level is small.

When the impedance at the slit as viewed from inside the waveguide is low and
when the slit height # in Figure 8(a) is sufficiently small, the TE;, mode is
maintained. Since the slit satisfies the conditions of Eq. 5, only the TEM mode
occurs. As t increases, the amount of radiation (and radiation resistance) increases
because the magnetic current flowing to the surface when the slit entrance is short-
circuited increases. Table 1 shows the relevant design parameters.

The far-field radiation wave pattern and gain at 5.7 GHz of the designed
waveguide were analyzed by simulation (Ansys HFSS). Figures 10-12 show
the results.

a b t h 1
40 20 0.05 0.05 20 [mm)]
Table 1.

Design parameters.

Figure 10.
Far-field radiation pattern and gain (x-y plane).

Figure 11.
Far-field vadiation pattern and gain (y-z plane).
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Figure 12.

Far-field radiation pattern and gain (z-x plane).
ke kt
—=—x1 (5)
k. =«

The radiation directly above (on the y-axis) is canceled due to the phase inver-
sion of the waves leaking from the left and right slits. It was also confirmed that the
radiation was stronger at an angle of 45° with respect to the direction of propagation
(e.g., z-axis direction). The maximum gain was —13.8 dBi. This is the property
shown in Figure 6, and the radiation angle almost coincided with the calculated
value. Figure 13 shows the radiation state in the direction of propagation.

The waveguide must retain sufficient residual power over long distances. First,
the conduction losses were examined. The conduction losses depend on the con-
ductivity of the metal used for the waveguide, as shown in Figure 14. The wave-
guide discussed herein is made of aluminum, which has relatively good electrical
conductivity; aluminum was used to manufacture the waveguide at a low cost. In
addition, it is necessary to suppress the radiated power and reduce leakage. There-
fore, whether the leakage can be reduced by adjusting the design parameters was
examined. Here, it is assumed that there were no conductor losses.

First, the radiation loss when the slit height % is adjusted in the range of 0.05-
0.5 mm is shown in Figure 15 when ¢ is set to 0.2 mm. In addition, to obtain the
desired characteristics when the profile is decreased, the waveguide height was set
to 10 mm without changing the waveguide width, and this case was evaluated. For
this case, the slit length / was the same as b. It was found that % did not contribute to
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G, 7I0CC881
ER-CE RSN
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Figure 13.
Radiation in the direction of propagation (y-z plane).
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Figure 15.
Relationship between slit height and radiation.

radiation losses in this range. If 4 is smaller than the height of the waveguide, it is
presumed that the TE;o mode does not change and that the H, in the waveguide
does not change. Therefore, the current flowing through the slit does not change.

In addition, the radiation increases due to the lower attitude. This is because the
current increases. Although the degree of freedom and convenience of installation
are improved by decreasing the waveguide profile, it has been confirmed that there
is a trade-off. Naturally, when the profile is lower, the conductor losses for the
waveguide increase. In this study, we focused on the radiation characteristics, but
we also need to consider conductor losses.

Next, the radiation losses when the slit width ¢ is similarly adjusted in the range
of 0.05-0.5 mm are shown in Figure 16, and % is set to 0.2 mm. It was determined
that the radiated power increased ast increased. For the case of the low attitude, the
slit length [ was also set to the same value as b, but the radiation also increased.

Since the characteristic impedance at the slit varies with At, it is necessary to
consider conductor losses.

Finally, Figure 17 shows the radiation losses when the slit length [ is adjusted in
the range of 0.5-20.0 mm for the conditions shown in Table 1. As [ increases, the
radiated power decreases. However, the change is small in the region of
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Figure 16.
Relationship between slit width and vadiation.
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Figure 17.
Relationship between slit length and radiation.

I >12.0 mm. If the open end of the slit is viewed as an ideal opening, when [/ = 1/4,
the slit is short-circuited from inside the tube. This means that the slit can function
as a leakage prevention structure.

However, ¢ is small. It is necessary to consider that capacitance also exists
between the slits. From these results, it is confirmed that, to obtain low-leakage
characteristics, ¢ should be shortened and b = /4, so it is sufficient to adjust = b.

4. Evaluation of the communication experiment

The leaky waveguides were cascaded using joints. In this study, a non-leaky
waveguide was used for the joints and the design was modified as shown in
Figure 18. The insertion length of the leaky waveguide was 14 mm (= 4/4). As
shown in Figure 19, when a 14 mm length is inserted, a short-circuit boundary is
provided in the inserted portion, which means that leakage at the joint portion is
reduced. In this experiment, a leaky waveguide of 1 m length was used, and the
joints were placed by alternately combining them.

Figure 20 shows the configuration of the experiment. The access point (e.g.,
ACERA 850F, FURUNO) was connected to the leaky waveguide via a coaxial
waveguide conversion connector, and the leaky wave from the waveguide was
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received by the receiving antenna. At this point, the orientation of the receiving
antenna from the waveguide was set as the x-axis, the antenna height direction was
set as the y-axis, and the installed direction of the waveguide was set as the z-axis.
The end of the waveguide was connected to a terminating resistor or to a spectrum
analyzer via a connector.

1.5 “ I 0.3 I 16.2
y {
36.2

~

'[_) 40
x  Joint Waveguide Leaky Waveguide

Figure 18.
Cross-sectional dimensions of the joints and leaky waveguides.
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Figure 19.
Radiation from the joint (electric field).
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Figure 20.
Experimental configuration.
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Figure 21.
Throughput and S/N evaluation results (x = 300 mm and y = 400 mm).

As a result of laying the waveguide over 120 m and measuring the power with
the spectrum analyzer located at the end, it was found that the loss was 35.8 dB, i.e.,
approximately 0.32 dB/m. The output frequency was 5.6 GHz and the bandwidth
was 40 MHz. Figure 21 shows the evaluated throughputs and S/N ratios for the
conditions x = 300 mm and y = 400 mm. In the circumference of the waveguide, good
communications were possible up to 93 m. Table 2 shows the results at z = 21 m and
Table 3 shows the results atz = 81 m. A S/N > 5 dB was the approximate index for
communications, and this index provided good communications.
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S/N [dB] THP(Uplink) [Mbit/sec]
1000 18 [ 22 [ 19 | 20 1000 117 | 119 | 122 | 118
800 | 15 | 22 [ 21 | 17 800 | 116 | 117 | 117 | 120
600 | — [ 22 [ 18 | 11 600 | — | 117 [ 117 | 117
a00 [ - | 26 | 26 | 23 400 | - | 118 [ 122 | 116
v/ 0 150 300 450 mm y/x 0 150 300 450 mm

Table 2.
Evaluation results at z = 21 m.

S/N [dB]
900 | 10 | 10 | 11
800 | 14 | 13 | 14
700 | 8 | 11 | 13
600 | 10 | 12 | 8
500 | 14 | 12 | 10
400 | 12 | 17 | 7
350 13 | 9 | 6
y/x 0 150 300 mm

Table 3.
Evaluation vesults at z = 81 m.

5. Conclusion

In this research, we proposed a low-leakage dual-plate waveguide and demon-
strated the results of evaluating long-distance communications using this wave-
guide. As a result of this evaluation, under the conditions of x = 300 mm and
y = 400 mm, it was shown that communication was possible at speeds of 100 Mbps
or more up to a distance of 92 m. We will continue to consider using this system in
tunnels.
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Chapter 7

Study of Refraction Effects for
Propagation over Terrain

Vladimir Schejbal, Ondrej Fiser and Vadim Zavodny

Abstract

This chapter investigates the radio-wave propagation above irregular ground,
including the troposphere, using physical optics computation. We briefly describe
used simplifications, which substantially reduce numerical simulations. Using the
principle of stationary phase, we can approximate the propagation over a terrain
(the PO approximation of the vector problem with a 3-D surface) with a 2-D
surface. Moreover, we approximate the reflection coefficient for a surface with
random deviations considering the surface standard deviation and the local Fresnel
reflection coefficient for the smooth ground. We present the novel computations of
physical optics for investigations of radar coverage diagrams. We consider both
monostatic and bistatic radars, the far-field antenna measuring ranges, and studies
of air refraction index. We validate the calculations by both experimental results
and the other numerical simulations. The experimental results changed during
seasons and according to terrain and troposphere conditions including vegetation,
cultivation, snow, and air temperature and pressure.

Keywords: electromagnetic propagation, electromagnetic reflection, microwave
propagation, losses, radar antennas, electromagnetic refraction

1. Introduction

Propagation of radio waves above earth is very challenging for uncountable
communication tasks comprising the radar coverage and far-field antenna mea-
surement ranges. Several methods have been described [1-13] such as geometrical
optics (GO) and various modifications of the geometrical theory of diffraction. Full
wave methods are rather demanding, bearing in mind the memory and central
processing unit (CPU).

We present a brief description of the physical optics (PO) method [14-22]
applied for irregular ground reflection considering both horizontal and vertical
polarizations, electrical properties of earth (i.e., reflection coefficient), scattering of
radio waves from random surfaces, and the shadow radiation. The improved com-
putation of radio waves above uneven ground uses PO and line integrals, taking into
consideration the vector problem and shadowing [18, 19]. This is a more consistent
method for low-altitude fields and diffraction zones without any additional
alternatives.

We perform new numerical simulations, which we compare with ample
experimental results and other numerical simulations such as the parabolic equation
method (PEM) for altered environment circumstances and modifications.
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The evolutionary processes are also discussed and are fully referenced below. We
investigate radar coverage diagrams including monostatic and bistatic radars, far-
field measuring range of antenna with separation roughly 1 km, and troposphere
refraction effects for separation of 49.8 km. The longstanding testing demonstrates
that the PO could present reliable computations for low heights and diffraction
zones for numerous irregular grounds and real distribution of refraction.

2. Computation of irregular ground reflection

Based on the PO method [3, 4], the computation of irregular ground reflection
was derived [14]. However in the 1970s, it was necessary to diminish memory and
CPU time. Therefore using a stationary phase method, the line integrals were
computed instead of surface integrals, and scalar solutions were only employed. The
earliest method has been progressively enlarged. Gradually, we have included var-
ious options considering both horizontal and vertical polarizations, electrical prop-
erties of earth (i.e., reflection coefficient), the scattering of radio waves from
random surfaces, and the shadow radiation. Considering Ufimtsev’s results [23-25]
a totally new approach to analyze propagation over irregular terrain could be used.
The improved computation of radio waves above uneven ground uses PO and line
integrals and takes into consideration the vector problem and shadowing [18, 19].
That is a more consistent method for low-altitude fields and diffraction zones
without any additional alternatives.

The PO method analyzes an antenna A above the ground as is displayed in
Figure 1. The sum of incident, E;(P), and scattered, E,(P), electric fields could be
used everywhere for calculation of the resultant field. The vector of the total electric
field, E(P), at point P is

E(P) = Ei(P) + E,(P). 1)

The E;(P) field may be calculated as a spherical wave. An actual scattered body is
substituted by the corresponding currents induced on its surface; that is, an alloca-
tion of corresponding currents in free space should be computed, which transmit
without restriction in all paths. If these currents were computed exactly, they would
deliver the accurate scattering results.

Radio-wave scattering by certain impenetrable bodies with local reflection coef-
ficients can be computed using PO [23-25]. According to Figure 1 the earth’s
surface may be separated into illuminated, S;, and shadowed, Sy, parts with a
shadow curve between them.

According to [3] the GO is a limiting form of the PO. The spread border of the
shadow in the diffraction phenomena becomes the sharp shadow of GO as the

A

y B

Figure 1.
Propagation geometry.
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wavelength tends to zero. Therefore both GO and PO are very useful in the analyses
of microwave propagation. Bearing in mind the PO, body surface fields are calcu-
lated using the GO. Therefore, the induced sources are only defined on the S; of the
scattering object. The components of the S, are set to zero.

The propagation above the earth (i.e., the PO calculation of the vector problem
with 3-D surface) may be substantially reduced, both from memory and CPU time
points of view. Using the principle of stationary phase [26]

J exp (—jnz’/2)dz = V2exp (—jn/4) (2)
where the horizontal polarization component E, (P) and the maximum value of

the incident electric vector Eg at a distance R are [14]

E.(P) Roe]”/4
|Eo] 2V

e*jk (R1+R2—Ro) dx

\/}m cosa
(3)

Jf 01) {(1 —TI)sin(0; —a) + (1 + ) xsin (6, — a)

where R, Ry, Ry, 01, 6, and a are shown in Figure 1, f(6;) is the normalized
antenna radiation pattern with phase center at point A at height /5 over the terrain,
I is the Fresnel reflection coefficient (local reflection coefficient), k = 27/4, A is the
wavelength, and 4, b are limits of the illuminated part S;;. A similar equation can be
derived for vertical polarization using Hy, [15]. Therefore, this method takes into
account the polarization. A rather analogous approach is used in [9].

The reflection coefficient for a surface with random deviations could be
approximated by

I'=Tg exp. [ 2(270 sin yy/4) } (4)

where ¢ is the surface standard deviation, I'y is the local Fresnel reflection
coefficient for the smooth surface for the horizontal (or vertical) polarization, and
Yo is the grazing (reflection) angle—the angle between the tangent and the incident
(reflected) ray. Obviously, better models were proposed [4, 5, 11] considering
surfaces as random processes. However, they are rather complicated, and selection
of parameters such as correlation length could be questionable.

The improved computations [18, 19] of scattered fields consider the reflected
radiation component, E] xz , (with the reflection coefficient I" terms) and the shadow

P wh
radiation component, E:

b .
|Eo|Roe™/* ¢k (Ri+R—Ro) gy

" (P) i f(61)I'[sin (6, — a) — sin (61 — a)] RiR2(R1 + R,) cosa )
b
jn/4 —jk (Ri+R2—Ro)
SE(P) = |EO‘RO€ Jf (61)[sin (02 — @) + sin (61 — )] x : & (6)
RiRy(R; + Ry) cosa

a

Similar equations may be obtained for vertical polarization utilizing the H
magnetic field. Thus, the PO method respects the polarization.

The reflected component depends on the local reflection coefficient, I', consid-
ering the surface standard deviation, . On the other hand, the shadow-emitted
power corresponds to the entire power incident on a scattered body, and it is not
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determined by the reflection coefficients. Considering the shadow contour theo-
rem, it is not determined by the structure of the scattered body and is completely
influenced only by the dimensions and the shape of the shadow line. For the shadow
sector, at a limited extent from the scattered body (at the rear of body), the shadow
emission for a very short wavelength can be counted as an electromagnetic wave
beam. This beam approximately cancels the incident field, and the reflected beams
nearly disappear. The shadow radiation gives origin to edge waves, creeping waves,
and surface diffracted rays.

The previous computations of low-altitude propagation (LAP) and transient
zone (TZ) [16] use the knife-edge diffraction [1] and Fock’s spherical surface
solution [5]. Both are scalar solutions, which neglect terrain imperfections. These
methods are well known and have been extensively used. They have been proven as
very efficient approximate methods for real terrain both analytically and experi-
mentally. The transient zone would be considered, if the differences between the
reflected and incident rays were less than a third of the wavelength. The low
altitude would be considered, if the differences were less than A/2x. Therefore the
previous computations are relatively artificial as two quite different approximations
are used for the computation, and the transient zone limits are only supported by an
ad hoc assumption.

The comparison [18, 19] of the previous and new methods shows that the
improved analysis of propagation over irregular terrain could be much more useful
and accurate. Thus, Egs. (5) and (6) may be employed for computation of both
illuminated and shadow radiation. The calculation may be performed for greater
heights (greater differentiations between incident and reflecting beams) together
with lower heights (i.e., it is not required to compute the low heights and some
transient regions). This offers much more consistent results, which consider the
polarization even for the shadow zone.

A beam spreading via the lower troposphere refracts according to the refraction
index gradient. As the refraction indexes change primarily with height, only the
gradient of the vertical refraction index, #, is generally respected. If the refractivity
height profile is linear, i.e., the refraction gradient is stable along the ray trajectory,
then the transformation [3] considering a hypothetical Earth of effective radius R,
and linear ray trajectories can be used.

For calculation, the piecewise approximation of the surface is used in Figure 2a.
The length of arc, 75, and height, &g, as shown in Figure 2b, are read. The coordi-
nates (xp, yp) are provided by the subsequent equations [16]:

xg = (R, + hp)sina,
5 = (Re + hp) cosa; — R, (7)
a; = VB/Re-

Obviously, an effect of these equations is greater when g and/or kg are greater.
This is demonstrated by examples in the next sections.

For a fast oscillating integrand, when the phase variation exceeds many times 2z,
the utilization of usual trapezoidal or Simpson’s quadrature formulas is inadequate.
However, the numerical simulations (Egs. (5) and (6)) may be performed by the
generalized trapezoidal method [20], which is very efficient considering memory
and CPU time. This method is based on the piecewise approximations of amplitudes
as well as phases with equal intervals without any significant limitations. Numerical
integrations of both real and imaginary parts are performed by usual trapezoidal
method. It was found by numerous computations for various kinds of terrains that
for frequencies less than 30 GHz, the integration steps may be 5-10 m [21].
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Figure 2.
(a) Earth surface and (b) curvature correction.

Actually, the usual requirement [9] that the spatial sampling resolution is less than
A/2 (1.5 cm for 10 GHz) is created mostly by aliasing.

However, for both analyses and syntheses, the simplified computation of the
electrical field above an uneven earth [22], derived from above described method,
could be used. This simplified method could compute Egs. (5) and (6) using suit-
able simple approximations of Fresnel integrals. Clearly, the most important por-
tions of piecewise approximations are in the vicinity of stationary phase points (i.e.,
points, where rays reflected from surfaces appear to come from mirror images).
Therefore, the simplified method creates a more precise method than GO methods.

The difficulties of the described procedure are created by calculations used for
the ground field. They may be reduced by using the physical theory of diffraction
(PTD) [13, 24], which is a substantial expansion of PO. Furthermore, the novel
variety of PTD [25] is acceptable for all scattering paths, particularly those that may
contain forward scattering.

The normalized resulting field

A =20 log |E(P)/E0), (8)

where E(P) is the resulting field at P and EO is the maximum incident electric
field, which is determined for comparison of numerical simulations with experi-
mental and other method data.

3. Radar coverage

A radar coverage diagram [3, 15, 26-30] comprises a volume inside in which the
field is greater than the minimum useful value. The PEM models are very beautiful,
but they ask for larger memories and CPU times, particularly for higher frequen-
cies, elevation angles, and long ranges. Therefore diverse hybrid models have been
produced by joining different models such as PEM and GO.

In the bistatic radar, unlike the monostatic radar, the transmitter and receiver
are separated by a distance comparable to the target-to-receiver range [27]. The
radar equation states

Fo(®,0)f (D, 0)2 %05
(47)°R2R2Lg

Pr = PrGrGr s )
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where Pr, Pg are transmitted and received powers, Gr, Gg are transmitter and
receiver antenna gains, fr, fg are transmitter and receiver antenna characteristics, A
is the wavelength of transmitted signal, op is a radar cross section (RCS), and Ly is
loss on the transmitter-receiver path.

3.1 Monostatic radars

Usually vertical coverage diagrams are shown for free-space and plane ground
effects, which consider a standard effective radius of R, = 8.5 x 10° m such as shown
in Figure 3. This offers very useful qualitative ideas.

However, this approach is not quite satisfactory. Therefore, coverage diagrams
of manufactured monostatic radars, which usually employ the same antenna for
both transmitting and receiving antenna (i.e., Gr = Gg and fr = fz), have been
analyzed for numerous airports and radars, using the described PO method since
the 1970s [31].

Figure 4 shows the new numerical simulations of electric fields for elevation
angles, 0. The free-space and PO calculations of ground impacts for plane approxi-
mation of airport terrain profile as well as two effective radiuses (standard
R, =8.5x 10°m and R, = 10.2 x 10° m) are compared. Even if it seems that these
effective radiuses give very similar results, we should consider that the constant
height contours of the coverage diagram curve downward as is shown in Figure 3.

70
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Horizontal range (km)
Figure 3.

Vertical coverage diagrams of vadar for free-space (solid line) and ground effects.

Normalized resulting field A (dB)

Theta (deg)

Figure 4.
Numerical simulations for free-space and PO calculations of ground impacts for plane approximation of
airport terrain profile and two effective radiuses.

106



Study of Refraction Effects for Propagation over Terrain
DOI: http://dx.doi.org/10.5772/intechopen.88543

Height (m)

200

100
0 Distance (m)
0 10 000 20 000 30000

Figure 5.
Airport terrain profile with straight line fitting.

These simulations are performed for the novel radar development at an airport
with terrain profile of a specified azimuth, displayed in Figure 5. We considered the
surface with relative permittivity of ¢, = 2.9-0.044j and standard deviation of
6 = 0 m for any part of the terrain.

However, this selection is not very important according to the detailed analyses
[14, 15]. Obviously, a reflection-interference lobe pattern can be clearly seen. We
used a straight line fitting shown in Figure 5 for comparison. However, numerical
simulations of plane approximation shown in Figure 4 demonstrate a mere quality
agreement, i.e., the plane approximation could be only used for a very rough
calculation. This is due to fact that least squares data fittings, which seem very
reasonable from mathematical point of view, use artificial slopes of terrain, espe-
cially for particular parts of surfaces.

On the other hand, calculations using the partial wave method [15, 32, 33] and
mentioned simplified computations [22] correspond to PO simulations, even if we
use a fit by eye for the set of data, because slopes of terrain correspond to piecewise
approximations.

Obviously, the change of effective radius, R,, is not usually substantial, espe-
cially for lower elevations. The used code for PO approximations allows only the
utilization of one constant effective earth radius, R,, for variable altitudes. This
cannot be used for greater heights. However, the calculations of radar coverage
could be more accurate using the recommendations ITU-R [34, 35] for the compu-
tations of refraction effects (estimation of the apparent elevation angle).

Experimental validations of vertical coverage calculations of radars are rather
difficult as the RCS of various targets is usually extremely variable (obviously except
conducting sphere). Usually, customers ask for confirmations of the radar coverage
diagrams by test flights such as shown in Figure 6. However, that depends on several
items such as air refraction effects and the RCS of the operated airplane, which are
extremely changeable [27, 28, 36]. The RCS varies as a function of aspect angle and
frequency (the period of the variability changes from seconds to a few tenths of a
second). However, thanks to plentiful test flights made at different airports for
changeable azimuths (therefore completely dissimilar topography profiles) and
thorough analyses, we could state that PO simulations correspond to test flights.

The effective elevation pattern clearly depends on superposition of the direct
propagating signal with reflecting signals. However, according to skills with opera-
tions and testing of radars nearby to airports with grassy vegetation, the
diminishing of the reflection coefficient for angles up to 2° is not important [32].
We can conclude that the radar coverage diagram of certain specific monostatic
radar could be very useful as neighboring terrains of radar sites are usually very
similar, and therefore it could be considered as a typical case.

3.2 Bistatic radars

There are several competitive signals reducing the maximum range and compli-
cating the signal processing. They are the direct signal, correlated reflections of
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Figure 6.
Test flight.

terrain objects (clutter), non-correlated signals transmitted by other sources at the

same frequency (electromagnetic noise), and the thermal noise. Clearly, the inves-

tigation of bistatic radars and especially passive coherent locator (PCL), which uses
transmitters of opportunity such as FM radio broadcasting, is very complicated

(27, 37, 38].

As the transmitter and receiver are separated, the ground effects should be
analyzed independently. That means, the propagation above the terrain between
transmitter(s) and target and receiver(s) and target must be examined. This case is
much more complicated than monostatic radar. However, Figure 3 could be very
useful for investigation of bistatic radars for various different situations. Moreover,
PO modeling very easily permits the typical configuration calculations for trans-
mitters of opportunity.

Obviously, the bistatic RCS should be also investigated. Usually, a bistatic RCS is
lower than the monostatic RCS measured on the bisector of complicated targets.
However, some target aspect angles can generate a low monostatic RCS and high
bistatic specular RCS. A limiting case of the bistatic geometry occurs when the
target is on the transmitter-receiver baseline. A considerable improvement of scat-
tering can be generated, as the forward scatter RCS, o, is approximately

of = 4nS* /A (10)

where S is the target projected area and M is a transmitted wavelength even for
stealth targets with ideally absorbing surfaces [27].

4. Antenna far-field measuring ranges

We measure an antenna under test (AUT) on an antenna range [39-41]. The
plane wave of uniform amplitude and phase is an ideal situation for measuring of
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far-field electromagnetic wave features of the AUT. This wonderful situation is not
realizable. However, it can be roughly made, if we use a large separation between
the AUT and the transmitting (or receiving) antenna at an outdoor range. When we
enlarge the separation, the spherical phase-front becomes more planar over the
AUT aperture. When the separation equals 2D?*/A, where D is the largest diameter of
the AUT, then the maximum phase error is about 22.5°.

Furthermore, reflections from the ground and adjacent objects could errone-
ously affect the AUT illuminations. Apparently, the electromagnetic field quality of
the quiet zone depends on AUT features. Thus, numerical simulation analyses are
very motivating. Applicable suppression of reflected signals should be done by a
combination of line-of-sight clearance, transmitter and/or receiver antenna direc-
tivities, and sidelobe suppression. Perhaps, range ground screening could also be
considered.

The proposed PO method [18] analyzes the illuminated part of terrain and
abrupt change of height, which create the shadowed part. Naturally, the utilization
of knife-edge diffraction and Fock’s spherical surface solutions, which neglect ter-
rain imperfections, creates only approximate solutions. However, the comparison
shows that the PO method produces acceptable results, as this method actually
replaces a real scattering object by the equivalent currents. Moreover, problems
may be reduced by using the physical theory of diffraction [24, 25].

Obviously, a smaller AUT asks for a smaller quiet zone, but spurious signal
suppressions by the AUT could be very poor. On the contrary, a larger AUT requires
a larger quiet zone, but spurious signal suppressions by the AUT could be much
improved.

We could test the function of any antenna through concrete solid angles and
frequency bands. The antenna features are typically quantified by the requests of
operating systems and describe areas where they are significant. Plentiful measure-
ments have been obtained thanks to thorough tests of the far-field ranges for
different situations since the early 1970s (as for any original antenna type, the
vertical range illumination was tested). Obviously, any discrepancies and changes
have been comprehensively analyzed to discover the possible reasons of those
effects.

Of course, the effect of terrain on scattering field is very important. But, the
numerous technical and economic issues such as possibilities of electrical power
supply, roads suitable for tested antenna transport, effect of nearby objects (build-
ings, woods), electromagnetic interference sources, expenses, and total budget
should be considered. Therefore, various sites have been thoroughly analyzed. In
fact, the program [14] was proposed for different studies of projected and/or built
far-field ranges.

Therefore, we present the novel comparison with different relative permittivity
values ¢, and standard deviations ¢ in Figure 7 for the profile shown in Figure 8.
The & = 0 height corresponds to upper positioner placed on the tower.

The simulations of dry ground of €, = 3.2-0.015j and wet ground of &, = 30-2.5j
are shown. It can be seen that the results are nearly the same. Experimental values
and numerical simulations were performed with a transmitting reflector diameter
of D = 3 m. To validate the influence of greater beam width, the computations with
the reflector diameter of D = 0.6 m (g, = 30-0.02j) are also presented. Clearly,
standard deviations ¢ of random surface deviations are more significant, especially
for larger beam width (i.e., D = 0.6 m).

The problems of ground scattering could be diminished by using fences, which
could be very demanding [40]. The diffraction fences on the range can reduce the
level of reflections. However, the fences inevitably introduce disturbances in the
incident field due to diffraction effects along their wedges. Therefore, a practical
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Figure 7.

Measurement, numerical simulations for €, = 30-2.5] and &, = 3.2-0.015j, ground standard deviations of

6= 0.2 mand o = 0 m, and calculations with reflector diameter of D = 0.6 m for &, = 3.2-0.015j, and ground
standard deviations of 6 = 0.2 m and 6 = 0 m.

fence proposal is a compromise between reflection reductions and residual diffrac-
tion. Of course, it has been shown [18] that Egs. (5) and (6) may be utilized for
computation of both illuminated and shadow radiation considering the polariza-
tions even for the shadow zone. That is numerical simulations may be performed
for greater as well as lower heights without any artificial combinations of different
methods. Considering the complex Fresnel integral [1] and Eq. (2), the Cornu spiral
derived from straight-edge diffraction can be applied. Therefore, the length of
reflected rays shown in Figure 8 could be very useful for fence design.

Wedge diffractions of fences could be diminished using tuned slots (which are
effective at a single frequency but are frequency sensitive) or serrations along the
edge. Both approaches ask for structures which expand several wavelengths above
the edge. The most understandable design is to maintain low-level illumination of
the fence edge, if possible. That sometimes leads to the low multiple-fence design
with proper tilting. However, usually one to three fences are used.

Generally, the differences between measuring, when the probe (small horn
antenna) is moved between s = 0 and % = 5 m, and calculations may be partially
clarified considering reflective coefficient variations and scattering from objects,
which are nearby the positioner. Such objects include a tower construction and
safeguard bars.

The reflective coefficients fluctuate due to seasonal ground circumstances as the
ground may be overgrown by plants, coated by snow or farmed. They influence
both scattered and resulting fields. They are not frequently significant for low

Ray length (m
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240 \/P_//—
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Figure 8.
Profile of far-field range and the length of reflected rays.

110



Study of Refraction Effects for Propagation over Terrain
DOI: http://dx.doi.org/10.5772/intechopen.88543

X HP28GHz=:= AT ====AT 1.2 e AT 1.4 = « AT 1.6
%2,0
z 1,5
1,0 -

o o
o o,

_0’5 .

1
-

o

15
2,0

Normalized resulting field

Figure 9.

The comparison of measurements with antenna tilt 1.4° (HP 2.8 GHz) and calculations of normalized
resulting field for frequency of 2.8 GHz and the antenna tilt of 1° (AT 1), 1.2° (AT 1.2), 1.4° (AT 1.4), and
1.6° (AT 1.6).

random deviations, as the local reflections are nearly equal to —1 for low grazing
angles irrespective of polarization. However, Figure 7 shows that larger ground
deviations may influence the measured values more significantly. Site tests and
numerous computations since the 1970s validate these data. Moreover, the experi-
ments and computations have been done with various ranges with quite different
terrain profiles. Various initial and reconstructed towers, different transmitter
antennas (such as prime focus and dual-reflector Cassegrain antennas with smooth-
wall or conical corrugated horns), and several types of probes are used for both
linear and elliptical polarizations and frequency bands.

Actually, the results fluctuate during seasons and due to location of auxiliary
equipment (including occasionally crane). The experiments show that reflection
coefficients of antenna ranges are diminished in summer, when a terrain is covered
by wheat or other vegetations for frequency bands of 1 up to 10 GHz.

Numerical simulations have been used both for design and optimizing of the
rebuilt antenna range [14-18, 36, 39, 42]. Figure 9 shows the comparison of mea-
surements with antenna tilt 1.4° (horizontal polarization HP 2.8 GHz) and calcula-
tions of normalized resulting field A (dB), using the horizontal polarization and
frequency of 2.8 GHz. Various antenna tilts of 1° (AT 1), 1.2° (AT 1.2), 1.4° (AT
1.4), and 1.6° (AT 1.6) are analyzed. It is quite clear that experimental optimizing,
when we consider the antenna tilt as well as frequencies, polarizations, and random
deviations, is very time-consuming. Therefore, numerical simulations are extremely
useful. They could discover quite new phenomena and create new concepts.

Obviously, numerical simulations have been analyzed considering disturbing
effects of various obstacles such as nearby constructions, trees, and changeable
surface. This is important especially for bigger random deviations, i.e., the surface
standard deviation, o.

5. Effects of air refraction index

Electromagnetic wave propagation in the troposphere varies according to the air
refractive index [3, 5, 34, 35]. The various experimental analyses of radio-wave
characteristics and atmospheric refracting “N unit” layers have been already
published such as [43-46]. All these factors can be used for calculation. The endur-
ing testing of physical tropospheric features were made at the receiving site on a
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tower with 19 different elevations from 5 m up to 147 m with mean extent spans of
about 7.5 m. Simultaneously, the five receiving 0.65 m dishes at several elevations
measured the electromagnetic field in the troposphere with the link length of

Ry = 49.8 km. Bearing in mind the 1-day measuring of refracting N units, Figures 10
and 11 show the comparison of measurements and PO computations.

Figure 10 shows the spreading of measured values during the same day denoted
by MEAS.MAX and MEAS.MIN, which show measured maxima and minima.
Comparisons of maxima and minima of measurements during a day with PO
numerical simulations of 0.65 m diameter antenna, surface with ¢ = 15-3.5j, ¢ equals
to 0 or 0.2 m, and standard R, = 8.5 x 10° m reveal that the simulations using only
one R, cannot be used for a fine modeling. Even if we use R, = 6.9 x 10° m, which
correspond to height of 51 m, the problem is not resolved for several heights.
Therefore the other approach should be used.

The observation of refractive index distributions, for various heights during the
same day, reveals that distributions are very changeable. Therefore, we cannot
speak correctly about stratum formulation. Nevertheless, we select the same R,
effective radiuses for individual “layers” for 11 AM. The heights of 51, 61, 90, 120,
and 145 m correspond to PO simulations with individual R, selections for each
height (“layer”). Therefore the small parts of graphs are only displayed in Figure 11.
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Figure 10.

Comparison of measurements, where MEAS.MAX and MEAS.MIN are maxima and minima during a day,
with the 0.65 m diameter and standard R, = 8.5 x 10° m (with oequalsto ooro.2m) and R, = 6.9 X 10°m
for PO numerical simulations.
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Figure 11.

Comparison of measurements with 0.65 m diameter for PO numerical simulations for heights of 51, 61, 90,
120, and 145 m.
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Figure 12.
Comparison of the standard R, (without ground reflections), PEM, and PO numerical simulations for heights of
51, 61, 90, 120, and 145 m.

This demonstrates that the described PO method may offer reliable calculations of
three-dimensional spreading of refraction.

Considering the 1-day measuring of refracting N units, Figure 12 shows the
comparison of computations using PO and PEM for 11 AM (i.e., the same time as in
Figure 11). It can be seen that PO and PEM provide similar results, if we select the
same R, effective radiuses for individual “layers” (both for PEM and PO as corre-
spond to the “measurement” values). The standard R, shows calculations without
ground reflections. Clearly, the effects of the antenna radiation pattern are negligi-
ble for low elevations.

The PEM has been expansively examined. Evaluation of experiments and
numerical simulations using the PEM revealed that PEM simulations correspond
mostly to measurements when a particular vertical gradient may be used. However,
a simulation of multipath spreading for extremely confused circumstances was
unacceptable. Unfortunately, the requirement that not less than three frequencies
should be used at the same time to offer an obvious correspondence with theory [3]
has not been accomplished as frequency of 10.671 GHz was only used. Using the PO
method, the influence of refracting indexes was examined infrequently, and initial
situations have been only announced [4, 6]. Therefore, new comparisons are
performed.

However, the employed code for PO approximations allows only the utilization
of one constant effective earth radius, R,, for variable altitudes.

Using the code [18, 19] we could use different electrical parameters for any
ground fragment. In spite of this, the detailed characteristics of the ground are not
identified. In fact, they are not stationary and may change very rapidly. Thus,
€, = 15-3.5] is only employed for computations of air refraction index influences.

6. Conclusions

This chapter briefly describes the PO approximation, which is frequently uti-
lized. The novel comparisons using recent PO method are presented for measure-
ments and numerical simulations. We have investigated experimentally different
ground situations and variations of plants, snow, winter, or summer through plen-
tiful years for different frequency bands and polarizations.

We analyze radar coverage diagrams considering the usual monostatic radars as
well as bistatic radars. We can conclude that the radar coverage diagram of certain
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specific monostatic radar could be very useful as neighboring terrains of radar
sites are usually very similar. Therefore, it could be considered as a typical case.
Analyses of bistatic radars are difficult as the propagation above the terrain
between transmitter(s) and target and receiver and target must be analyzed.
This case is much more complicated comparing with monostatic radar. However,
Figure 3 could be very useful for investigation of bistatic radars for various
different situations. Moreover, considering passive coherent locators, the PO
modeling permits typical configuration calculations for various transmitters

of opportunity.

The measuring antenna far-field range (relatively short distance about 1 km)
shows generally that the differences between measuring, when the probe (small
horn antenna) is moved between % = 0 and / = 5 m, and calculations may be
partially clarified. We have considered reflective coefficient variations due to
plants, snow, winter, or summer and scattering from auxiliary objects, which are
nearby the positioner. Such objects include tower assemblies and different safe-
guard obstructions. The utilization of diffraction fences is briefly explained.
Numerical simulations have been successfully used both for design and optimizing
of the rebuilt antenna range.

The observation of refractive index distributions for distance of 49.8 km, for
various heights during the same day, reveals that distributions are very changeable.
Therefore, we cannot speak correctly about stratum formulation. Nevertheless, we
select for individual “layers” of PO simulations the same R, effective radiuses,
which were used for PEM simulations. Therefore the small parts of graphs are only
displayed for comparison with measurements and PEM simulations.

It has been validated that the upgraded PO method offers more trustworthy
calculations for low elevation propagations and diffraction zones. In this method,
there is no supporting technique for special tropospheric situations for data trans-
mission and communications together with electromagnetic compatibility. The
small discrepancies could be incompletely clarified since permittivity, conductivity,
and standard deviation change. Obviously, the selection of suitable effective radi-
uses, R,, for individual heights could substantially diminish these discrepancies that
could be very useful both for syntheses and analyses of various propagation phe-
nomena including refraction and reflection from uneven ground. Obviously, this
method provides more thoughtful results, when beams are narrow in horizontal
plane such as pencil- or fan-shaped, which are used in radars.

The described PO method provides reliable computations for low-height fields
and diffraction zones for numerous uneven terrains and realistic refractive index
spreading. The used code for PO approximations allows only the utilization of one
constant effective earth radius, R,, for variable altitudes. This cannot be used for
greater heights. Effects of the air refraction index, studied in part 5, could be
neglected for coarse numerical simulations. However, the calculations could be
more accurate using the recommendations ITU-R for higher altitudes of large-scale
refractive effects.

Frequently, refractive propagation effects on electromagnetic wave propagation
could be neglected especially for lower elevations. It is clearly demonstrated that we
should consider ground scattering and we cannot only analyze the radiation pattern,
refraction, and tropospheric losses.
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Chapter 8

Mode Interferences of VLF Waves
in the Presence of an Anisotropic
Terrestrial Waveguide

Ting Ting Gu and Hong Lei Xu

Abstract

It is known that the very low frequency (VLF) signals propagating at long
distances over a terrestrial waveguide will experience a diurnal interference across
the sunrise and sunset transitions. Early studies indicated that cascaded terrestrial
waveguides can be applied to investigate the cycle-clip behaviors of amplitude and
phase for VLF waves, with an abrupt effective height change by 20 km to represent
the night and day transitions. Based on the knowledge, this chapter starts with some
basic concepts on VLF wave propagation in the presence of an anisotropic terrestrial
waveguide. Then, by performing the method of field matching at the discontinuous
junctions, the coefficients of transmitted and scattered vectors are resulted from
two derived matrix equations. Finally, the synthetic fields are calculated to simulate
the VLF waves, which are subjected to an oblique geomagnetic field during long-
distance propagation. The purpose of the present chapter is to illustrate the
disturbing nature during sunrise and sunset for the VLF waves with periodic varia-
tions in amplitudes interfered by multimodes over long propagation paths.

Keywords: VLF waves, mode-conversion coefficient, sunrise transition, sunset
transition, terrestrial cascaded waveguides

1. Introduction

The very low frequency (VLF) waves, namely, the radio waves whose wave-
lengths are between 10 and 100 km and operate at the frequencies ranging from 3 to
30 kHz, are usually used for long-distance propagations. In this frequency band,
both the ground medium (occupied by land, lake, or seawater) and the ionosphere
(the sky region of the height over 60-90 km distinct from daytime to nighttime
states) are strongly reflecting for the excited waves, so that the VLF waves are
conducted to propagate in free space between the two parallel reflecting walls. This
is the so-called terrestrial waveguide. Generally, a vertical electric dipole antenna,
polarized in perpendicular to the ground interface, can be idealized to generate
these guiding waves in transverse magnetic (TM) modes, whereas the transverse
electric (TE) modes generated by a horizontally polarized electric dipole antenna
would not propagate along the radial direction. Assuming that the spherical coordi-
nate system has been established, “the ground-ionosphere waveguide” is formed by
the two concentric spherical shells.
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Along a great propagation path across two states of the daytime and
nighttime sections, the resulted cycle clips by interferences would be observed in
phase for VLF radio waves [1-7]. Most of the early explanations of this phenome-
non [8-10] were based on the ray-optic model; however, it seems unlikely to be
accountable correctly for the mentioned matter for a long-distance propagation.
That is because, on the one hand, it would be required to include lots of ray
paths in explaining the VLF wave propagation at great distances, yet only a
few low-order modes are necessary; and on the other hand, there should be
consideration of including the diffraction corrections for using ray-optic models
over a curved earth.

For a better knowledge of diurnal behaviors as phase and amplitude variations
for VLF radio waves, extensive studies had been developed over the years by
researchers. In the 1960s, the effect of multimode interferences had been addressed
by Wait [11, 12] for VLF radio waves in the presence of a nonuniform earth-
ionosphere waveguide. Later, the study had been extended by Bahar in the 1970s
[13-16] where the inhomogeneous waveguide was assumed to be represented by
successive cascaded earth-ionosphere waveguides, for which the height variations
were accounted for the day-to-night transition. In these analyses, the mode-
conversion coefficients had been formulated by employing the orthogonal
properties of basis functions. Consequently, the resulted coefficients could be
utilized to derive a set of coupled first-order differential equations for the forward
and backward wave amplitudes in the transition region, to extend the study into
a more general case with arbitrarily varying effective height. However, it should
be pointed out that these computational schemes by previous treatments had
neglected the influence of the geomagnetic field. In the study by Galejs [17, 18],
the transition geometry of waveguide with an abrupt height change of di was
equivalent to that of a waveguide with identical height boundaries but different
surface impedances, representing the anisotropic ionosphere in daytime and
nighttime, respectively. However, the author also indicated the derived reflection
coefficients would be of even smaller significance in a more realistic problem of
gradual height or impedance changes. Therefore, the mode-conversion coefficients
remain to be formulated for higher accuracy of the VLF radio waves to include
the influence of geomagnetic field at great propagation path across daytime and
nighttime states.

The analytical formulas for mode-conversion coefficients have been derived in the
circadian transitional period by Pan et al. [19-21] applied in ELF/SLF electromagnetic
wave propagation in earth-ionosphere waveguide due to sunrise and sunset. Apart
from its simplicity, the proposed computations are also feasible for studying the
influence of the anisotropic behavior from the ionosphere, including reflection
characteristics of the transitional daytime and nighttime sections. The study leads
us to treat the ionosphere as anisotropic plasma medium and derive the mode-
conversion coefficients resulted from the daytime and nighttime transitions for
VLF waves.

In this chapter, the matter of VLF wave propagation is addressed in the presence
of an earth-ionosphere cavity. Considering the diurnal behavior caused by sunrise
and sunset transitions, the mode-conversion coefficients in an earth-ionosphere
waveguide have been derived under an abrupt effective height change. The pro-
posed computational scheme guarantees satisfactory accuracy of the electromag-
netic field in the transition ranges and can be developed in the derivation of the
coupled differential equations for the wave amplitudes in a transition section of
gradually varying height. Additionally, the mode interference has been analyzed.
The time dependence ¢/ is suppressed throughout the analysis.
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2. VLF radio wave propagation in the presence of an anisotropic
earth-ionosphere waveguide

In this section, the expressions of electromagnetic components have been
addressed for VLF radio waves propagating in an anisotropic earth-ionosphere
waveguide. The computations are based on an analysis of exploiting the concept
that the VLF radio waves propagate in a spherical earth-ionosphere waveguide,
with finite surface impedance boundaries. Wave components are formulated in the
expression of Airy functions for the VLF radio waves in the context.

2.1 Formulation

Assume that the strength of geomagnetic field By is suppressed by an oblique
incident angle 0y in £ direction (the direction perpendicular to the interface of the
earth) in the £-2 plane. The ionosphere above the air is regarded as the homoge-
neous anisotropic plasma, characterized by a tensor permittivity & [22], which is

defined by
éap = eo(l +Map) (1)

in which the constant ¢y represents for the free-space permittivity, I isa 3 x 3
unit matrix, and the susceptibility of ionosphere M can be expressed as follows:

X
UV -y

szlzy2 inUy flnyz (2)
X | —inUy U? ilUy

—Iny?>  —ilUy U?—n??

where the variable U is the effective electron collision frequency of the iono-
sphere, defined by U =1+ iv/w,y = oy, and X = w%/wz; wy and wg are the
gyrofrequency of the electrons and angular plasma frequency of the ionosphere,
respectively; and [ and # are the directional cosines of the geomagnetic field in the X
and z directions, respectively.

2.2 Expressions of the components for VLF radio waves in an anisotropic
terrestrial waveguide

In what follows, it is assumed that the characteristics of VLF radio waves are
determined by propagation paths from the exciting source to the receiving field
point, that is, the characteristics of propagation will not be affected by other prop-
agation paths.

2.2.1 Computational expressions

In an idealized geometry, the ionosphere layers are regarded as the anisotropic
plasma, and the waveguide is occupied by free space, characterized by the
permeability 4, and uniform permittivity €. The spherical earth is characterized by
the permeability 4, uniform permittivity &,, and conductivity 6,. Considering the
anisotropic properties of the ionosphere, the wave components for VLF radio waves
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in the earth-ionosphere waveguide would be no longer strictly separated by TM
waves and TE waves [23, 24]. Each wave type will consist of six electromagnetic
wave components expressed in the following form:

p Fy(tn,)
” =1l
E Zﬂn Fn(tn’y)/k
on
Edm AEmrgn (tn J’)ﬂ;l
_ ikap,0
=a, e 3
HV" AEmngn (tnay)
Hon . .
’ iAgmng), (00,98, /1
Hy,
~By Faltn,)

in which the functions F,(z) and g, (z) stand for the normalized “height-gain”
functions for the TE mode and TM mode, respectively, defined by

_ wa(ty — ) + Bi(ty)wi(ts —y)
Fn(y) - wo(t,) + B1(ty)wi(t,) W
Wity —y) + Bty )wi(t, —y)
gn(y) - W2(tn) + Bl(tn)wl(tn) (5)
in which
B _w/z(tn) _ qw2(tn) . _ wz(tn) — qhwz(tn)
Bl<tn> = w/l(tn) — qwl(tn) 5 Bz(tn) = wll(tn) — qhwl(tn) (6)
with
(ka))} (ka\} 1
=3 (%) 5 7

In the above formulas, the variable j, is the #nth wave impedance defined by

B, =1+ t,[2/(ka)*’* /2, and the sequential roots t,, are determined by the modal
equation in [5], rewritten as follows:

wim

. ke
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The coupling impedance Ag,,, is expressed as

Agmn = Mn

{iA21 <I%)%[wz (ta — o) + Ba(tn)w1(ts _J’o)]}

X{A22w§(tn ~%) _i(%)%WZ(tn ~ o) 7
+Ba(t) [l 61— 0) — () (e —30)] )
and the nth-mode wave admittance u is
Y, = B./kZo (10)

where the variable Z stands for the free-space wave impedance.

2.2.2 Definition of the airy functions

In the evaluation of Eq. (8) to Eq. (9), the Airy functions have been employed.
In order to clarify these special functions, the following expressions provided by the
use of Bessel functions are defined as follows [23]:

wnle) = 5( ) 1) o] (1)
wa(x) = % (T’”) %Hg}; E (—t)ﬂ (12)
wh(x) = (§>%<t>H§i§ o] 13)
wh(x) = ¢ (g)i—tw;g o] (14)

in which the Airy functions are defined by the first- and second-kind Hankel
functions of one third or two third order. In addition, the Wronskian equality for
the Airy function is defined as follows:
W = ww, — wow,' = constant. (15)
2.3 Computation and discussion
In what follows, the propagation parameters are computed for VLF waves and

quantitatively compared to the isotropic case to study the anisotropic ionosphere
properties influenced by the geomagnetic fields.

2.3.1 Impedance matrix of ionosphere

To consider an anisotropic ground-ionosphere waveguide, the surface imped-
ance matrix for the field components has been applied to terminate the source-free
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Figure 1.

The amplitudes of elements of the ionospheric impedance matrix versus the propagation direction 0,, at
f = 10 kHz, with strength of earth geomagnetic field: (a) 1076 G, (b) 0.45 G, (c) 0.5 G, respectively.

waveguide at the same altitude as in the region of the waveguide source. In
Figures 1 and 2, the elements of impedance matrix have been computed at an
operating frequency by f = 10kHz for anisotropic ionosphere, where the equivalent
effective height of the ionosphere is assumed to be z = 90km for summer daytime,
electron density is N = 10° m >, and electron collision frequency is v = 10’ s~ . And
the ground (assumed to be occupied by seawater) is characterized by the relative
dielectric constant &, = 80 and the conductivity ¢ = 5 Sm ™. In the numerical
examples, the incident angles 6, are selected, ranging from 10 to 80°, while the
strength of earth geomagnetic field By is chosen by 107® G, 0.45 G, and 0.5 G,
respectively, where the inclination angle is characterized by a dip angle with 9 = 0,
in east-to-south direction.

The diagonal elements Ay; and A, in the matrix of ionosphere surface imped-
ance are accounted for the TM mode and TE mode, respectively, and the elements
of ionosphere impedance matrix are affected by the earth geomagnetic field. Spe-
cifically, the curves of TM mode and TE mode are interfered more as suppressed by
stronger earth geomagnetic field strengths.
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The phases of elements of the ionospheric impedance matrix versus the propagation direction 0,, at f = 10 kHz,
with strength of earth geomagnetic field: (a) 109G, (b) 0.45G, (c) 0.5G, respectively.

2.3.2 Attenuations and velocities of the VLF vadio waves

At VLF radio frequencies, the surface impedance of the ground is much smaller
than that of the ionosphere. This makes the change of the ground conductivity to
have little effect on the phase velocity and attenuation rate of the waves [19]. In the
following computations, the ground is assumed to be idealized to the sea surface. By
the proposed formulas, we will compute the anisotropic ionosphere parameters. To
begin with, the modal equation of VLF wave propagation can be solved readily by
(8), so that the characteristic parameters are calculated correspondingly. In
Figures 3(a) and 3(b), with the conductivity and the relative dielectric constant of
sea water being 6g =4 S/m and €, = 80, respectively, the attenuation rates
(dB/1000 km) are calculated with respect to the normalized frequencies (with
f. = 10kHz) where the boundary of the lower ionosphere is assumed at an altitude
h =70 km and & = 90 km for daytime and nighttime, respectively.

As is depicted from Figure 3(a), the attenuation rates of lower modes are raised
by increasing the operating frequencies. But for the higher modes, the attenuation
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The attenuation vates versus the normalized frequency f /f, with (a) h = 70km and (b) h = 9okm,
respectively.

rates decrease on the same condition. This is because the fundamental mode as the
ground wave term cannot propagate at great propagation distances, whereas the
high modes as sky waves, multi-reflected by the ground and ionosphere walls, will
propagate through long path. Considering that both the radiating antenna and the
receiving antenna are located in the same state of daytime or nighttime, the equiv-
alent altitude of the ionosphere is quite different from each state along with propa-
gation path. In Figure 3, it is shown that the attenuation rates of lower modes have
different behaviors for daytime and nighttime [# = 0 in Figure 3(a) for daytime
and m = 0,1 in Figure 3(b) for nighttime], respectively, than the other modes as
increased by operating frequency. Generally, it is seen that the higher effective
ionosphere height is, the lower modes appear with attenuation rates as increased by
frequencies.

As is shown in Figures 4(a) and 4(b), the relative phase velocities are evalu-
ated, correspondingly, in variance of the normalized frequencies (with f, = 10kHz)
for daytime and nighttime, suppressed by earth geomagnetic field with the strength
chosen as 0.45 and 0.5 Gauss, respectively. The formulas for VLF wave components
in the presence of earth-ionosphere waveguide have been given in [12], as well as
their special dispersive features by the propagation coefficients. It is noted that the
relative velocities of VLF radio waves decrease as increased by operating frequen-
cies. However, it is also known from Figures 4(a) and (b) that the phase velocity of
the fundamental mode, standing for the ground wave, is affected very little by earth
geomagnetic inclination angles, while that of the high modes changes greatly by the
angles. Specifically, the influence of the relative phase velocity resulted from the
earth geomagnetic field is about in the range of 1-3% [19].

In conclusion, the attenuation rates and phase velocities of the ground wave
mode are affected by strength and inclination angles of earth geomagnetic field.
However, at a greater geomagnetic angle, the attenuation rate becomes larger, and
the relative phase velocity decreases correspondingly. On the other hand, the influ-
ences of the attenuation rates and the phase velocities are weakened by propagating
direction. For fundamental modes, there exist directional actions in attenuation rate
and phase velocity. For example, the attenuation rate propagating westward will be
greater than that propagating eastward, if the relative phase velocity propagating
eastward is also smaller than that propagating westward [19].
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The relative phase velocity versus the relative frequency f /f, with (a) h = 70km, (b) h = 9okm, (c) phase
delay of dp_n, and (d) phase delay of di_p. Solid lines (—) ave for earth geomagnetic inclination angle of
80°, and dashed lines (----) are for earth geomagnetic field inclination angle of 90°.

3. Mode interferences of VLF waves in an anisotropic waveguide due to
sunrise and sunset

In this section, the orthogonal properties of basis functions are considered at
each side of daytime and nighttime waveguides, respectively, while the ionosphere
layer has been treated as anisotropic plasma. The transmission and reflection coef-
ficients are determined by the resulting linear equations from field matching. Thus,
the mode-conversion coefficients are obtained for VLF waves propagating in the
terrestrial waveguide during sunrise and sunset.

3.1 Mode-conversion coefficients across abrupt discontinuity

The idealized model representing the sunrise or sunset transition is depicted in
Figure 5, where a cascading anisotropic waveguide is formed by two sections with
different effective heights. Each section of the ionosphere layer is regarded as aniso-
tropic plasma, and the waveguide is occupied by the free space, characterized by the
permeability o and the uniform permittivity eo. The spherical earth is characterized
by p9, uniform permittivity of &, and conductivity of 6,. In Figure 5, the effective
height of ionosphere % (x) is given by a unit step function, defined by & (x) = ha+
(hg — ha)u(x). Thus, at the junction with x’ = 0, it can be analyzed as a two-port
waveguide. In region A, the electromagnetic field can be expressed by the summation

of excited wave modes. Let a# and b* be vectors in terms of the amplitudes of forward

) ~ ~ A
wave and backward wave vectors, respectively, and FA and G be row vectors
representing the height-gain functions of TM mode and TE mode, respectively.
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tramsition.

In region A(x’ > 0), the excited wave modes are expressed as follows:
LA - LA
E, = S alFH(g)et ¥ L AR, D (e

o HA
Ey =Y atG A ) [ﬂfﬂ et

_ A1t A
o o
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In Eq. (16), the different phase velocities, attenuation rates, and height func-
tions are taken into consideration for the incident wave and the reflected wave for
each wave type, respectively. In region B(x' > 0), we have
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in which F,(z) and G, (z) are the elements of the column vector of height-gain
functions.

The superscript B is designated instead of A by different matrix quantities. The
element Y, (z) represents the main element of diagonal matrix for the wave admittance.

At the junctions of day and night sections, the interferences of VLF radio waves
occur due to discontinuity of abrupt effective heights. Assume that the electromag-
netic waves are incident at the junction from port A in Figure 1(a):

aB _ SBAﬂA;bA — SAAﬂA (19)

The symbol S is determined by a square transmission scattering matrix, whose
element SP4 is the complex amplitude of the nth transmitted mode through the
junction at x’ = 0 from port A. And the symbol $** is a square reflection scattering
matrix, whose element S24 is determined by the complex amplitude of the nth
reflected mode when the mth mode of unit amplitude is incident at the junction
x" = 0 from port A. Similarly, the superscripts A and B are interchanged as the
above quantities related to wave incidented from port B.

3.1.1 Field matching

At the junction of the waveguide sections with (x’ = 0), the boundary condition
is applied as follows:

P A B gpags (20)
GTAytA,a g Ay -Aguga _ GHBy+Bgoaga (21)
G +4 a +G -4 S48 =G +B SBAGA (22)
FrAytAa Ay —Agaag _ By B gaaga (23)

in which the column vectors Y4 and Y® stand for the characteristic admittance
diagonal matrices for the propagating modes in section A and section B, respec-

tively. The superscript “+” or “—” represents the directed wave or reflected wave at
each port, respectively.
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3.1.2 VLF waves across abrupt junctions

Taking into account the properties of height-gain functions, the row vectors o
and G at port A are orthogonal over the interval (0 </ <hy4). Pre-multiply (20)

and (22) by the column vectors F +B and pGB, and then integrate over the interval
(0,ha), respectively; add up them. Similarly, pre-multiply (21) and (23) by the

column vectors F B and péB, and then integrate over the interval (0, k4), respec-
tively; add up them. It is noted that the vector a? can be chosen arbitrarily and p is
defined by p = Ayy/Ay; it can be obtained that

(C++B A pt+B A) I (C—i——B A, pt+-B A)SAA — WBsBA
(24)
wAYtA _wt -4 Ay—-Agaa_++A By+Bgpa (25)
in which matrix W# are diagonal matrices because of the orthogonal property
of the height functions. Finally, we have
GBA _ [WB}_l[C-F +B A, p++B A, (C—i——B A, p+t-—-B A)SAA]
(26)
gAA _ {W+ ~A Ay-A  c++A By+B [WB}’l[C-F—B A p+-B A]}_l
>{Mﬁyh4_c++A BY+BmﬂTTC++B A p++B A”
27)
It yields
E—-X~[E+X]s4 (28)
in which
XNP—ATTW+—A.A}4C++B AY+Bmﬁr%C+—B A p+-B A)
(29)
Therefore, the reflection scattering matrix can be approximated by
SA4 = AAA(E - AAA)*l _ Z::o (AAA>k (30)
with

AAA _

N =

(E_mg%(E_thyTW+—A AT%++B AY+Bmﬁr%C+—B A p+-B A»
(31)

.+t 4+ AB ,
where the elements of the matrices CB DB’ and W7 “are obtained by

nm nm
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0
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wh,=[T1(B P ) 0+ (6P ) ]dy G5
0
... _+B +B . .
inwhich F, = (y)and G, = () are defined by Eq. (4) to Eq. (5), respectively. It

is noted that for the case where the ionosphere may be considered as isotropic, the
resulted coefficients can be reduced to the early analysis [13]. It is known from
Eq. (23) that the reflection scattering matrix can be approximated in the form of

k
A Z::o G (E — X)) (36)

whose elements are

B A —B A —B A
eyt (c;,, + D, )

1
S m Nt == | Sum —
nm AvA7A 1A7B
" " 2 Zk ﬂ k Wnn Wkk

(37)
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in which the delta function 8,,, is defined by an impulsive-like function with
8 = 1(n = 1). Correspondingly, the element of transmission scattering matrix can
be obtained as follows:

an + an

( +—A B +—A B
74, e
WB Zk:o an

) sA4 (38)

It is noted that Eq. (37) and Eq. (38) define the reflection matrix $*4 and
scattering matrix SBA are analogous to the definitions in the transmission line
theory, suppressed by the normalized load admittance.

3.2 VLF waves across cascaded waveguides

Due to the revolution of the earth, the boundary of daytime and nighttime regions
is moving over time. Thus, in the period of the daytime and nighttime transitions,
the received phase of VLF radio waves in a receiving antenna appears a regular
fluctuation. This is called the transition period interfered by mode conversions.

In Figure 6, the geometries of the transition model are presented by cascaded
terrestrial waveguides, respectively. These models are approximated by an inho-
mogeneous waveguide represented in Figure 7 with a varying height. The height
function can be defined as follows:

1 U
h(x) =5 (b + hp) + Ah - cos (”f) (39)
in which
u(x) = (1—29)x+L-9+ (29—1)xN (40)
p 7 P/ P
with x = xy + Ax.
Varyi Varyi
@ ?y |06:1rg‘9r;319f9—|30l-1bdar}’ ®) ay Ioar:gglpghere—Boubdary

L e(y) = e(0)(Lha) /
H ¥ B P2
h, Port—A +—Port—B
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Figure 6.

Varying height profile in the transition region between the night and day paths with (a) planar model in abrupt
discontinuity; (b) sphevical model in discontinuity; (c) cascaded planar model in abrupt discontinuity; and
(d) cascaded spherical model in discontinuity.
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Figure 7.
Gradually varying height profile in the transition vegion between the night and day paths with (i) nighttime
section, (ii) tramsition section with varying ionospheric effective height, and (iii) daytime section.

In this case, the scattered coefficients derived in Eq. (36) to Eq. (37) can be
developed as follows:

s —|ghtB 4 pftB A+(an_B A pt—B A)sﬁ,ﬁ]/wgn

(41)
So that, we have
dsss B4 dn
dx dah dx|,, _p, e
(42)
fdGm P A ap TP A angan
ah dh dh | dx|), _pye)
and
SiA  Sihdh
dx  dhdx|, . 0 (43)
an,, dh
dh dx ha=hp=h(x)
in which
anyy dh Sy
dh " dx  dx
(44)
facttB A 1apttE Ala
ah 2 dh dx ha=hg=h(x)
and
ix 2 dh (22 - 1) S (f) “
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A _ - sin (%) (ﬂ — 1) (46)

dx 7

respectively.

3.3 Computation and discussion

In the following computations, numerical solutions are obtained by computer
software, such as Matlab, to quantitatively evaluate the resulted formulas for mode-
conversion coefficients of VLF radio waves due to sunrise and sunset.

3.3.1 Mode-conversion coefficients of reflected and scattered vectors

During long-distance propagation across the transition regions, several modes
contribute to the net fields. Based on the derived formulas, the vertical electric field
component can be determined by the distance variations, so that the mode-
conversion coefficients can be obtained, correspondingly. Consider that the altitude
of the lower ionosphere is assumed to be at 90km and 70km for nighttime and
daytime, respectively, and the radius of earth is taken by @ = 6370km. In the
computations, the ground can be characterized by the plane sea surface with con-
ductivity and relative dielectric constant of it being 6, = 4 S/m and ¢,, = 80,
respectively. When both receiving antenna and radiating antenna are located on the
ground surface, the resulted mode-conversion coefficients are computed and sum-
marized in Tables 1 and 2 for distinct operating frequencies at f = 10kHz and at

Nth Anisotropic ionosphere

Re (S24) Im (S54 Re (574 Im (S{4
1 1.0554 0.1188i —1.5452 —0.0717i
2 —0.5785 —0.0165i 0.4090 0.0143i
3 0.2533 0.0071i —0.1753 —0.0061i
4 —0.1415 —0.0039i 0.0974 0.0034i
5 0.0902 0.0025i —0.0620 —0.0022i

Table 1.

SBA

The transmitted coefficients and scatteved coefficients SP4 and S44, at f = 10 kHz.

Nth Anisotropic ionosphere

Re (SB4 Im (S54 Re (544 Im (S44
1 0.9883 0.0014i —0.0939 —0.0372i
2 0.0946 0.0080i 0.1188 0.0074i
3 —0.0167 —0.0038i —0.0509 —0.0032i
4 0.0069 0.0021i 0.0283 0.0018i
5 —0.0038 —0.0014i —0.0180 —0.0011i
6 0.0025 0.0009i 0.0125 0.0008i
7 —-0.0017 —0.0007i —0.0091 —0.0006i
8 0.0013 0.00051 0.0070 0.0004

Table 2.

The transmitted coefficients and scattered coefficients SP4 and S48

1im 1m>

at f= 20 kHz.
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f = 20kH, respectively. The computation is obtained by choosing a nighttime-to-
daytime propagation path with an abrupt effective height change of ionosphere by
20km across the discontinuity.

Technically, the magnitudes of the first-second and second-first mode-
conversion coefficients will affect more than the higher modes [19]. It is seen that
more summation terms would be required to guarantee accuracies of calculations at
high operating frequencies. In Tables 1 and 2, the determined elements of the
reflected and transmitted scattering matrix are calculated by Eq. (36) and Eq. (37),
respectively. The derived matrix is subjected to modal equations by Eq. (8). It is
noted that for more complicated case of varying ionosphere heights, these coeffi-
cients can be derived by Eq. (42) and Eq. (43) which are not addressed in the
illustrative example for simplicity.

3.3.2 Interference behaviors of VLF radio waves across abrupt discontinuity

For a better understanding of the interference pattern by the use of the obtained
formulas, the following computations are developed when the ionosphere layer is
composed of a succession of two bounded layers, each with a distinct character.
Assuming that the transmitting antenna is placed on the sea surface in region A, the
magnitudes of components for VLF radio waves vary as functions of the propaga-
tion distances and observation heights, which is plotted in Figure 8. It is noted that
the altitude % enters in the calculation of excitation factors and of field amplitudes;
and % of the waveguide region around the source (section A in Figure 5) is left the
same as in the original mode calculations [Figure 8(a) for nighttime hy = 90km
and Figure 8(b) for daytime hp = 70km, where the subscripts N and D refer to
nighttime and daytime conditions, respectively]. The other waveguide region of the
discontinuity problem does not contain a source [section B of Figure 5(a) and
Figure 5(b)]; after determining the attenuation rates and phase velocities (or the
transmitting scattering coefficients Sf,lnv ) for the waveguide modes of this source-
free region with the calculated equivalent ionospheric surface impedance matrix to
be discussed in the next section, the scattered fields in the waveguide in both
sections due to sunrise can be calculated at any arbitrary altitude.

From Figure 8(c) and Figure 8(d), the distributions of the electromagnetic field
strength for VLF waves due to sunrise are depicted at the operating frequency
f =10 kHz. From Figure 8(e) to Figure 8(g), it is depicted that the field compo-
nents in the sections are quite different at different propagation distances and
different altitudes. Obviously, the interference occurs at the abrupt junction of two
cascaded waveguides.

In a similar manner, the wave components are evaluated through a D-to-N
propagation path. Considering that all parameters are chosen as same as those in
Figure 8, the spatial distribution of the scattered field is depicted in Figure 9(d)
through a D-to-N propagation path. However, it is seen that the interference pat-
tern is unlikely in agreement with reciprocity in which the section on the right side
is subjected to different incident angles. This shall also be affected by the earth
geomagnetic field inclination angle and the propagation angle. However, the pro-
posed computational scheme is in advantage of providing a straightforward in
calculation for nonreciprocal model. In Figure 9(e), the electromagnetic field in the
transition region by corresponding formulas is plotted versus the propagation dis-
tance in the same figure at the operating frequency f = 10kHz, in daytime and
nighttime, respectively. The interference mechanism by D-to-N propagation path is
similar to that of N-to-D propagation path in Figure 10(a), and the field strength is
coherent near the junction.
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Figure 8.

Illustrative example of mode interferences in N-to-D propagation path with spatial distributions of the field
component Ecin V/m, at the operating frequency f = 10 kHz; with parameters taken by eg = 80, 6 = 4 S/m,
hy = 90km, and hp = 70km; with (a) incident field in nighttime, (b) incident field in daytime, (c) geometry
of waveguide, (d) mode interference model, (e) incident field in vegion a, (f) scattered field in region a, and
(g) transmitted field in region B.

3.3.3 Comparing with the experimental data for the VLF radio wave at 20.5 kHz
due to sunrise

In Figure 10(a), the interfered electric field due to sunrise is computed as

comparing with that for a homogeneous waveguide representing for daytime and
nighttime, respectively. It is seen that the interference subjected to mode
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Tllustrative example of mode interferences in D-to-N propagation path with spatial distributions of the field
component E; in V /m, at the operating frequency f = 10 kHz; e; = 80, 65 = 4 S/m, hy = 90km, and hp =
70km, with (a) incident wave in region a, (b) geometry of waveguide, (c) mode interference model, (d)

scattered wave in vegion a, and (e) the magnitudes of the field component E, in dB versus the propagation
distance due to sunset.

conversion is resulted from discontinuousness from distinct ionosphere boundaries
due to day and night propagation paths.

In order to validate of the proposed computational scheme, the simulation has
been compared with the experimental data addressed in a recent paper [25] in
Figure 10(b). The radiation power is 250 kw, and the radiating device is chosen by
un-directional antenna. The experimental data are measured at the operating fre-
quency f = 20.5 kHz in the same location from the time 4 o’clock a.m. to 8 o’clock a.m.
in east-to-west direction. Taking into account that both the observation point and
transmitting antennas are located on the ground, with the same operating frequency,
the conductivity and relative dielectric constant of sea water being o, = 4 S/m and
&1 = 80, the amplitudes of synthetic fields are computed along an idealized N-to-D
transition propagation path. The synthetic fields contain two parts: the first section
before a sunrise line (including the incident wave and scattered wave) and the second
section across a sunrise line (standing for the transmitted wave).

It is shown from Figure 10(b) that the calculated result as synthetic field being
interfered by multimode-conversion effect is closer to the experimental data mea-
sured on 4 o’clock and 5 o’clock than measured on 6, 7, and 8 o’clock data near the
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The magnitudes of the field component E, in dB versus the propagation distance due to sunvise in nighttime,
daytime, and transition range, vespectively, at the operating frequency f = 10 kHz; e, = 80, 6, = 4 S/m,
hy = 90km, and hp = 70km, with (a) the simulated vesults comparing the transition path in N-to-D with
daytime and nighttime propagations and (b) the calculated result comparing with experimental data,
respectively.

sunrise line. Additionally, the measured data after 6 o’clock does not change too
much since process of sunrise passed. Taking into account that the difference
between calculated data and the measured data is resulted from the applied models
and specific measuring conditions, such as the time, locations, and propagation
paths, the proposed computational scheme would be more helpful by adjusting it
into more practical models than a simple structure with abrupt discontinuity in
height boundaries.

4, Conclusions

In this chapter, the effect of multimode interferences is investigated for VLF
radio waves due to sunrise and sunset based on an idealized cascaded anisotropic
inhomogeneous terrestrial waveguide. The coefficients of mode conversion for
scattered vectors and transmitted vectors are evaluated at the junction of abrupt
discontinuity representing the nighttime and daytime transition. The treatment
provided can be enhanced in the future by a more practical terrestrial waveguide
with varying effective ionosphere height rather than the abrupt one. The study may
provide with some help in the applications of long-distance communication and
navigation.
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Chapter 9

Radiation Fluxes
Waveguide-Resonance
Phenomenon Discovered in Result
of X-Ray Nanosize Beam
Formation Study

Egorov Evgenii Vladimirovich and
Egorov Vladimir Konstantinovich

Abstract

The work discussed shortly the experimental results, which was the
waveguide-resonance mechanism relevation forerunner of characteristic X-ray radia-
tion flux propagation. Technology of the planar air extended slit clearance preparation
is presented. The methodology of X-ray beam parameter study formed by these slit
clearances, which allowed to find the critical parameter answering for the radiation
flux propagation mechanism change from the multiple external total reflections to the
waveguide-resonance one, is described. Main features of the X-ray flux waveguide-
resonance propagation mechanism were revealed. The self-consistent model of the
mechanism is displayed with details. It is shown that the waveguide-resonance effect
has universal character, and it reflects the fundamental nature phenomenon. The
peculiarities of X-ray device functioned in frame of the phenomenon manifestation
planar X-ray waveguide resonator (PXWR) and the increasing methods of its practical
efficiency are discussed. The phenomenon practical application is presented concisely.

Keywords: X-ray flux, external total reflection, X-ray standing wave,
coherence length, X-ray nanophotonics, planar X-ray waveguide resonator,
waveguide-resonance propagation phenomenon, spatial coherence,

angular divergence, partial angular tunneling effect

1. Introduction

The problem of X-ray beam formation with a minimal size cross section and a
small angular divergence is the central problem of all X-ray diagnostical methods.
The first real step for the solution of this problem was connected with the names of
P. Hirsch and J. Keller suggested to form X-ray microbeams by employing the glass
capillary [1]. More recently, the planar thin film waveguides have been offered for
X-ray microbeam formation [2]. Authors of the work showed that the waveguide
with a material media core for X-ray beam transportation can form small size
beams, but the beam intensity attenuation was very great. In the direction, devel-
opment similar investigations were carried out in a number of experimental works
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[3-5]. Authors of these investigations have managed to obtain X-ray beams with a
width of 100 nm, a height of some millimeters, and the total intensity near

5 x 107 photon/s in condition of the resonant synchrotron radiation coupling. The
significant progress in these research works was achieved by switching over a study
from coupling mechanism of the emergent beam preparation to the ones based on
the radiation transportation by the core layer from input of the waveguide to its
outlet. In result of the flux mode structure analysis, the phenomenon of an X-ray
standing wave arising was mentioned [4]. The properties of X-ray beams formed by
polycapillary optics systems have been intensively studied, too [6-10]. The optics of
systems is based on the phenomenon of X-ray beam multiple total external reflec-
tions on the inner surface of a quartz capillary. Mono and polycapillary optics are
the beautiful facilities for the formation of microsize beams. At the same time, the
polycapillary optics is characterized by significant losses of X-ray beam intensity in
the transportation process. The problem of X-ray flux intensity losses was the
subject of a specific investigation [11]. Authors of the work studied the effect of
capillary damages in result of X-ray beam influence. They demonstrated the linear
worsening of X-ray beam transmission ability for the glass capillary with an increase
of radiation dose. This effect is not significant for the quartz guides of X-ray fluxes.

In parallel with the traditional approaches to micron and submicron X-ray beam
formation mentioned above, it has been discovered the specific technique of a
superfine beam preparation by using the so-called “slitless” collimator [12-14]
formed by two quartz plane polished plates mated together. Its device lets to form
X-ray emergent beam with the visible magnitude of a radiation intensity compared
with the incident beam intensity value [12]. Unfortunately, the study of this phe-
nomenon and attempts of its practical application have been undertaken in recent
years only [15, 16]. In fact, the slitless X-ray collimator represents the planar wave-
guide with a minimum size of an air slit. Width of the slit is defined by roughness
and waviness levels of the collimator reflector plane surfaces. At the same time, the
air core between guide claddings is the ideal waveguide channel from standpoint of
the radiation flux intensity preservation. Similar waveguides with fixed and tunable
air gaps have begun to find the practical application in the works of Zwanenburg
group [17, 18]. Their waveguides with Cr claddings and air core can produce the
emergent beam with a width of 4 = 500 nm, a height of 2 = 0.1 mm, and a total
intensity of ] = 2.4 x 10” photon/s [17]. Great omission of these works consisted in
the ignoration of X-ray standing wave arising in air core of their radiation guides.

The original glance on the problem of X-ray flux transportation by a planar
extended slit clearance was presented in the works of Kawai group [19]. As opposite
to the standing wave conception, authors included the specific notion about X-ray
traveling waves or Yoneda wing. This approach has some grounding in theory
[20, 21]. But these works left behind bracket the interference interaction between
falling and reflecting fluxes.

Very strange approach was suggested by Dabagov for the description of X-ray
flux transportation by a hollow quartz capillary [22]. Instead of the conventional
conception connected with the multiple total external reflection mechanisms,
author advanced the idea of “X-ray quantum subsurface channeling.” We believe
that the approach is not pragmatic since the channeling phenomenon offers a
photon motion in the periodic potential, but the surface of amorphous quartz
cannot produce the correct periodic field.

A number of publications with model description attempts of X-ray flux propa-
gation through a narrow extended slit are presented in the literature [23-26]. These
models are built on the working hypothesis that X-ray radiation is the planar
monochromatic electromagnetic wave. But it is universally known that the realistic
X-ray sources produce the quasimonochromatic radiation fluxes with Aq average
wavelength and AA monochromatism degree.
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Figure 1.

Scheme of X-ray initial flux capture arvea and the emergent beam formation by the planar extended slit
clearance formed by two quartz reflectors (a) and real construction of the device for the study of the spatial
intensity distribution dependence in X-vay beams on the slit clearance width (b). 1: aligning handles; 2:
installation plate; 3: spring pawls; 4: fine tuning screws; 5: radiation guide holder; 6: quartz veflectors with
length 100 mm; h and s: height and width of slit clearance (¢, = ¢,).

Materials with information about A\ magnitudes featured for X-ray character-
istic radiation produced by X-ray laboratory sources are presented in Handbook
editions [27, 28]. But the main shortage at interpretation of X-ray flux transporta-
tion by different waveguide structures including slitless collimator devices was the
statement that X-ray flux propagation takes place accordingly to the multiple total
external reflection mechanisms as sole possible one. We were skeptical of this point
of view and decided to produce the systematic investigation of the planar extended
slit clearance width influence on its X-ray emergent beam parameters. For similar
investigations, we selected construction presented in Figure 1. It is the air planar
extended X-ray waveguide (PXW).

2. Technological features of PXW fabrication

The main components of the PXW structure are planar polished dielectric
reflectors forming its radiation-transporting air slit clearance. In preparation of
reflector working surfaces, it is necessary to fulfill a number of technological
requirements guaranteeing the desired surface quality. The technical parameters
that determine the surface quality are first of all the roughness and waviness and,
moreover, a specific factor associated with local work hardening arising from
nonuniform surface heating during polishing.

Modern polishing methods are capable of ensuring a surface roughness level of
about 0.5 nm. Such a high degree of polishing can be controlled via direct testing
with the help of atomic-force microscopy. The aforementioned roughness level is
quite comparable with the range within which the potential on the condensed
material surface varies from the value typical of its entire volume to that
corresponding to vacuum [29, 30]. At the same time, the atomic-force microscopy
technique makes it impossible to estimate the surface waviness and, moreover, the
level and degree of surface distortions caused by the appearance of local work
hardening. To a certain extent, the influence of these parameters on the surface
quality can be estimated with the help of an optical method based on violated total
internal reflection [31], which enables us to discard reflectors with appreciable
contributions to the deterioration of the reflector surface quality.

In preparation of waveguide resonators, the most critical technological stage is
thin film metallic strip deposition on the edges of one of the quartz reflectors
constituting a pair used to create a waveguide-resonance channel. The deposited
materials are titanium or chromium with a high degree of adhesion to the quartz
surface. During the deposition process, the surface of the future waveguide-resonance
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channel was coated with aluminum foil. Thin film metallic strips were primarily
deposited in the vacuum chamber of a Leybord LG L-560 setup via the electron
beam evaporation method. The film coating growth rate was 0.1 nm/s. During
the deposition process, the chamber pressure was maintained at a level of

10~ * Pa. However, in spite of relatively high vacuum, the metallic-strip material
contained a certain number of oxygen atoms (up to 10 at%). When the films
were deposited, some reflectors were heated up to 80°C. As a result, the density
of coating adhesion to the quartz glass surface increased appreciably. A simpli-
fied diagram of the mutual arrangement of assemblies in the chamber used to the
deposit coatings in vacuum is depicted in Figure 2. The position of the reflector
intended for coating deposition is symmetric with respect to the point source of
metal atoms.

The basic requirement to the quality of the prepared strip coatings is thickness
homogeneity along the entire length of the PXW reflector. Let us consider the
geometry of the diagram, as shown in Figure 2. Then, under the assumption of
angular homogeneity of the metal atom flux excited by the electron beam, it can be
expected that the deposited strips will be characterized by a nonuniform coating
thickness and its largest value will be at the reflector center. For coating deposition
condition optimization, it is necessary to employ the thickness control methods. At
the center (z,) and edges (¢;) of the reflector (Figure 3), the deposited strip thick-
nesses were determined via the Rutherford backscattering (RBS) of He* ions with
the help of “blank samples.” Single-crystal silicon samples located on aluminum
foil, which covered the surface during deposition, were used as these blank samples.
Thus, each reflector with deposited metallic coatings can be characterized by at
least two Ti/Si blank samples. Their experimental investigations were performed
by means of the Sokol-3 ion beam analytical complex situated at the Institute of
Microelectronics Technology and High Purity Materials, Russian Academy of
Sciences [32]. The results of these measurements are depicted in Figure 4.

Using the spectra of the RBS of He" ions (Eg = 1 MeV) (Figure 4), it is possible
to perform accurate determination of the thicknesses of the strips deposited on
reflectors in their central part (Figure 4a) and on the edges (Figure 4b). These
thicknesses are determined by approximating peaks with almost flat tops, which

Y 5 ‘
‘;‘/I 7 b.\'.
7 |

!
 n——
......... = =0
- G .

A ' 1;" /

Al 3

Figure 2.

Simplified diagram of the chamber used to deposit titanium strips on quartz veflectors: (1) electron gun, (2)
focusing system, (3) titanium tavget, (4) quartz veflector, (5) vacuum volume, h = 200 mm, 1 = 100 mm; and
A and B ave the positions of blank samples during deposition.
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Figure 3.
Waveguide-resonator reflector with thin film strips on the edges: t, and are the coating thicknesses on its edges,
and t, is the thickness in the central part.
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Figure 4.

Typical spectra of the RBS of He" ions (E, = 1 MeV). Data were obtained for Ti/Si blank samples located at the
positions A and B (Figurve 2) corresponding to the (a) edge and (b) center of the strip coatings of the quartz
reflectors.

correspond to He" ion scattering from the coating atoms. (The low energy steps
observed in the RBS spectra of the tested targets correspond to He" ion scattering
from substrate atoms.) The presented spectra were mathematically processed using
RUMPP, the modified version of the famous RUMP approximation program [33].
Approximation of the aforementioned spectra indicates that the film strip thick-
nesses are t, = 114 + 0.5 nm in the central part and ¢; = 107.5 & 0.5 nm on the edges.
Thus, the inhomogeneity in the thickness of the strips deposited onto the given
reflector is 6%. This result completely coincides with the estimate based on geo-
metric considerations. The above data correspond to the reflector whose coatings
were deposited at a distance of 2 = 200 mm between the source of the evaporated
atoms and its surface (Figure 2). The reflector length is / = 100 mm. Under the
assumption that the deposition rate is proportional to the squared distance from the
source, the expected difference turns out to be 6.1%. For the coating thickness
difference decreasing, we increased the /-distance up to 1000 mm. In that case, the
thickness difference accordingly to RBS data achieved to 1%. Experiments showed
that the similar conditions are acceptable for X-ray waveguide assemblage.

Specific attention has been given to the direct determination of the effective slit
width in different waveguides and in a slitless collimator because the data presented
in early works about slitless devices [12-14] were not clear with respect to the
width. The width was evaluated by very effective optical method connected with
the attenuated total internal reflection effect [31]. In our investigation, we used the
laser source with A = 680 nm. Figure 5 presents the measurement geometry. The
studied waveguide was situated in a specific cartridge equipped by black light
absorber. The light beam introduced into the waveguide by using the quartz prism
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Figure 5.
Principle scheme for divect measurements of a waveguide slit width by methods of the attenuated internal total
reflection (AITR). I and 11 are quartz veflectors of a waveguide. Scheme was published, in first, in Ref. [34].
100
80

60 |-

40 |

Reflectivity R (%)

0 1 | ] ] 1
0 0.2 04 0.6 0.8 1.0 dix
] ] ] 1
0 136 272 408 544 680 nm
Air clearance width

Figure 6.
Experimental data presented the relationship between the waveguide slit width and the reflectivity magnitude
are obtained by AITR method. The point characterized the slitless collimator has a specific design.

fixed on the waveguide reflector by specific oil (# = 1.45). The prism could change
its position on the reflector surface. Emergent light beam in the measurement
process registered by standard photodiode equipped by circular aperture with a
diameter of 4 = 0.5 mm. In the measurements process, the light beam in transit
through the prism incidented on the waveguide, underwent the attenuated total
internal reflection on the waveguide slit clearance and a lux meter recorded the
reflection intensity. The normalization measurement was executed by using the
waveguide with a width slit of s = 0.12 mm. Specific details of investigations are
described elsewhere [34]. The measured data for several waveguides with different
slit widths are presented in Figure 6.

Standard least square method was used for the experimental data fitting allowed
to get a relationship between the light beam reflectivity factor and the width of
waveguide slit clearance. In process of the slitless collimator study, we registered
the gap width variation in interval 0-60 nm at the prism translation along the
slitless unit. In result, we concluded that the slitless collimator is characterized by
effective width of the gap s = 30 + 30 nm.
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3. Experimental setup for the radiation intensity distribution study

The main device to study the X-ray intensity distribution was the HZG-4 dif-
fractometer manufactured by Carl Zeiss Jena Firm. We produced some modifica-
tion of the device by its detector circle radius increasing up to 500 mm. In the
modification result, the measurement space resolution improved in three times. The
measurement spectroscopic circuit was completed by NIM standard units produced
by Ortec firm. The shaping time of amplifier unit was selected as 0.5 ps. Such
selection allowed to get the pulse registration count rate up to 100 kHz. The design
of our registration setup is presented in Figure 7. X-ray diffractometer used as the
setup background is characterized by scanning regimes in nonstop function and
start-stop moving with a minimum step of 8(28) = 0.001°. X-ray detector was
equipped by slit-cut arrester with a width of s = 0.1 mm and a height of 2 = 10 mm
and Soller slit system limiting the registered flux vertical divergence by value near
2°. X-ray flux take-off angle was selected near 6°. Main volume of experimental
investigations was executed by X-ray tube BSW-24 (Cu) in regime U = 20 keV and
I =10 mA. Similar tube with Fe anode was exploited in some selective measure-
ments. The X-ray space intensity distribution data collection was produced with the
use of Cu filter attenuator characterized by the CuKa radiation decreasing factor
K =200. For the energy spectrum characterization, our facility setup was equipped
by a pulse multichannel analyzer ACCUSPEC Canberra Packard in the form of PC
computer board. In measurements of PXW parameters, we used the characteristic
part of initial X-ray spectra only.

) X-ray beam forming Diffractometer
B.?l\lgiz‘ device A S control unit ASE-2A
\_',l_.-::j: I ey FE 6 ________________ ¥ _:JT:_| Pre. Amp]
A Zy High voltage
supply 556
Diffractometer HZG-4 B
Oscilloscope
- - - C-1-96
Power high Counter timer 878
voltage T T
dgvice IRIS Single channel Specllrloscopic
U=5-60 keV, analyzer SCA-550 amplifier 575A
I=1-50 mA -
Figure 7.

Instrumental facility for the spatial distribution study of a quasimonochromatic radiation intensity in X-ray
beams formed by quartz planar waveguides.

4. Angular radiation intensity distribution in X-ray beams

In the course of our measurements, the waveguide position in experimental
setup in experimental process was not changed. In the experimental process, the
distance between the waveguide inlet and the X-ray tube focal position was 75 mm,
and the distance between the waveguide outlet and the X-ray detector slit was
460 mm. X-ray flux capture angle calculated on the basis of geometric approach
was equal to 0.08° owing to the size of tube focus projection evaluated as 0.1 mm.
In experiments, the diffractometer angular step A(20) was 0.02°. At the same time,
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the detector slit angular acceptance was 0.01°. The single channel analyzer during
experiments transmitted only pulses connected with the Cu characteristic radiation.
Scheme of experimental measurement is presented in top position of Figure 8.
Experimental results are shown in bottom of Figure 8.

The slit clearance size interval 0 <s <2 pm was characterized by the absence of
the intensity distribution profile transformations for waveguide emergent X-ray
beams. Profiles of these distributions were beautifully described by the Gaussian
function. It showed some differences in FWHM values and total intensity magni-
tudes. The intensity magnitude scattering is likely due to our polishing technology
wretchedness, but its increasing at s > 200 nm is higher as the experimental error.
The distribution FWHM was not exceeded the radiation capture angle. At the same
time, when the slit clearance width had exceeded 3 pm, the space intensity distri-
bution found new form, which could be interpreted as a set of lines. Experimental
data of the waveguide emergent beam total integral intensity dependence on the slit
clearance width are presented in Figure 8. These dependence can be described by
three typical size interval: s <200 nm (a), 200 <5 <3000 nm (b), and s > 3 pm (c)
with different characters of the dependence.

Registered experimental data and common sense allowed to assume that the
X-ray waveguide emergent beam consists of some independent deposits. One can
suppose by using the geometrical optics concept that one of them is connected with
the X-ray beam direct propagation through the waveguide slit clearance without
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Figure 8.

Experimental scheme for the spatial distribution study of X-ray beam intensity formed by PXWs (1) patterns of
CuK 3 intensity spatial distribution in beams formed by PXWs with slit sizes 43 nm, 800 nm, and 35 uym (2),
and the experimental dependence of CuK 5 total intensity in beams formed by PXWs on its slit width (3).
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waveguide reflector surface interaction. It is clear that at any width of the slit
clearance, the direct beam will form its own partial peak and will show the linear
dependence of its integral intensity variation on the slit clearance width. Its inten-
sity will be equal to zero for the case of the slit clearance zero magnitude. Experi-
mental data showed that the direct beam propagation mechanism was not able to
describe the integral beam intensity variation dependence on the slit clearance
width, especially, for the nanosize slit interval (a). In this region, the emergent
beam total intensity maintains constant magnitude, which is more higher than zero.
Calculations showed that the direct beam deposit into the experimental data mag-
nitude for this region is less that 1%. Second region (b) is characterized by the
monotonous integral intensity increasing at growth of the slit clearance width. This
effect can be connected with a deposit increasing the direct beam in the total X-ray
beam intensity. Third region (c) defined as s > 3 pm demonstrates sharp intensity
growth at the width increasing. This area is characterized by an addition deposit
appearing connected with X-ray beam multiple total external reflections on wave-
guide reflector surfaces. The slit clearance width increasing in this region leads to
linear growth of intensity deposits defined by mechanisms of X-ray beam direct and
multiple external total reflection propagations. The total integral intensity growth
of the waveguide emergent beam break off when the slit clearance width exceeds
size of the radiation source focus projection.

The experimental data comparison featured for different regions of the slit
clearance width and peculiarities discussion of different mechanisms of radiation
fluxes propagation insist us on conclusion that the nanosize region (a) is character-
ized by the specific waveguide-resonance manner of X-ray flux propagation [35].
Devices functioned in frame of the resonance manner we called the planar X-ray
waveguide resonators (PXWRs) [29]. PXWR forms the X-ray quasimonochromatic
flux as the indivisible ensemble with parameters, which are not depended from the
slit clearance width and the initial distribution in radiation flux captured by the
device. The waveguide mechanism of the X-ray quasimonochromatic flux propaga-
tion featured for the narrow extended slit clearance demonstrates the X-ray radia-
tion density increasing and decreasing the irreversible losses. Angular divergence of
PXWR emergent beam is equal to its radiation capture angle, and they cannot
exceed twice value of the total reflection critical angle featured for the reflector
material.

The slit clearance width intermediate interval (region b) is connected with two
independent deposits into integral intensity defined by direct and quasiresonance
beam propagation mechanisms. The increase of slit clearance ensures small growth
of the beam integral intensity, but its radiation density diminishes. Spatial intensity
distribution featured for this region shows a single-component form owing to small
influence of the multiple total external effects on the emergent beam integral
intensity. This effect deposit into the intensity becomes decisive factor when the slit
clearance width exceeds critical value s = 3 pm (c). In this case, emergent beam
divergence arrives its maximum A# = 26, independently from the device input
aperture magnitude. The intensity distribution demonstrates multicomponent
structure.

With practical point of view, it is very interesting to compare the radiation
density parameter featured for PXWR and waveguides corresponding to “b” and
“c” regions with similar parameter featured for X-ray beams formed by a conven-
tional slit-cut device. The beam integral intensity on the slit-cut former output is
more higher than one formed by different PXWs. But in the radiation density
parameter, the planar extended waveguide structures are more effective. Direct
comparison of the slit width is presented in Figure 9. Enhanced radiation density
peculiar to X-ray beams formed by PXW is connected with width difference of the
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Figure 9.
Experimental dependences of CuKap flux radiation densities on slit width for X-ray beams formed by PXWs
(a) and by the single slit-cut system (b).

waveguide slit clearance and the radiation source focus projection. Waveguides
capture X-ray radiation fluxes in the angular aperture Ag < 26, from radiation
source focus projection with width P ~ 0.1 mm into the slit clearance with more
smaller width. In result, waveguide devices concentrate radiation. According to the
data presented in Figure 9, PXWR is able to increase X-ray radiation density on
three orders in its emergent beam in comparison with beams formed by slit-cut
system. It is interesting that the maximum radiation density is expected for the
slitless collimator. But the practical use of X-ray slitless system is troubled owing to
the absence of the intensity stationary in its emergent beams.

5. Waveguide-resonance model for X-ray flux propagation

Figure 10a presents the idealizing scheme of X-ray flux total external reflection,
which takes into account the degree of a radiation monochromatization A) along

a \ e b

Aron beam

imerface vacuum/material

Figure 10.

Scheme of the interference field of X-ray standing wave arising from the external total veflection phenomenon

in case of the quasimonochromatic flux interaction with material interface (a). Aw is the source focus projection,
R is the distance between X-ray source and target position, ¢ is the angular flux divergence, Az is the penetration
depth, and D is the standing wave period. Standing wave intensities in the air avea and in the veflector volume (b).
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with the average wavelength A¢. Owing to this principal limitation, the size of
radiation standing wave area in the space over reflector will be bounded. AA
through the coherence length parameter characterizes the length of an electromag-
netic radiation train or the photon longitudinal size. The interference phenomenon
is possible if the path difference between the incident and the reflected fluxes does
not exceed the magnitude of this parameter. But in any case, the longitudinal size of
the interference area cannot exceed of the value. By this, it means that the coher-
ence length of quasimonochromatic radiation is responsible for the longitudinal
magnitude evaluation of X-ray standing wave area. In this framework of the phe-
nomenological model, we accepted that the transverse size of the area is approxi-
mately equal to the longitudinal one. This premise is absolutely right so far as the
real interference effect is connected with the spatial coherence of the quasimono-
chromatic flux radiation [36].

The next model postulate says that the description of the total X-ray reflection
phenomenon must take into account the fundamental principle of a field continuity
[37]. According to this principle, the interference field of X-ray standing wave
cannot abruptly terminate on the material-vacuum (air) interface. The conven-
tional model of X-ray beam total external reflection suggests that the radiation
electromagnetic field amplitude undergoes exponential attenuation in the reflector
material [38]. But the principle of electromagnetic field continually demands the
exponential low multiplication on the interference term. Visualization of the mod-
ification is presented in Figure 10b and can be defined by the expression [39]:

— 20 2ziz(a+ib) | . —
ET(Z,x, t) = [me 40 :|el(wot—2ﬂ'17xx)E0 (1)

where 0 is the incident angle; 1 and wg are the wavelength and the angular
frequency of the radiation, respectively; p, is the x-component of the photon
momentum; and 2 and b are presented by the specific expressions [38]:

e
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where 6 and g factors are the formal parameters incoming into the conventional
expression for the material refractive index [38]:

n=1-6—1ip (3

The 5-factor is connected with the volume material polarization effect, and
p-factor characterizes the attenuation degree of X-ray radiation flux in the material.
But we would like to notice that the refractive index introduction in form presented
by expression (3) is not correct, in principle. It suggests that the X-ray beam
propagation velocity in material volume is higher than the velocity of the
electromagnetic wave propagation in vacuum. Professor L.D. Landau at first
pointed on this collision [40].

Figure 10a and b displays the principle model for an electromagnetic field
distribution in the reflection area over and under the interface. The size of the
interference area appeared over the interface is limited by the coherence radiation
condition. But the interference area size under the interface is not limited. The
entire volume of the reflector will be excited as a result of a flux total reflection on
its local spot.
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The external total reflection phenomenon is accompanied by an additional phase
shift Ay [41]. This parameter is the function of the flux incident angle ¢. At the
critical total reflection angle (¢ = 6,.), the additional phase shift strives to zero, but
at the sliding incidence (¢ =2 0), Ay value approximates to “x.” The variation of the
additional phase shift magnitude influences on the interference area size. Therefore,
in framework of the waveguide-resonance model, the solution was accepted that
the size of X-ray standing wave interference area is approximately conformed to
half magnitude of the coherence length for the radiation flux undergoing the total
reflection on the material interface [39].

If we place two planar dielectric polished reflectors on some distance, we can get
the air planar extended slit clearance, which can be used for the realization of X-ray
flux multiple external total reflection effects (Figure 11a). The consecutive multiple
external total reflection phenomena are characterized by appearing the local inter-
ference area set. Since every elementary act of X-ray flux total reflection excites
material volume of reflector, the next second reflection in the slit clearance on the
reflector surface will lead to the material volume excitation. One can find specific
X-ray flux incident angles, which will show the phasing of consecutive total reflec-
tion on every reflector (magic angles). Peculiarities of X-ray beam propagation
through the air slit clearance are depended from the existence or absence of the
phasing. The presence of phasing effect allows to transport the X-ray quasimono-
chromatic flux by PXW with small attenuation. The magic angle existence defines
the discrete mode structure featured for the multiple total external reflection
mechanisms. This picture is inherent for the X-ray polycapillary optics.

The mechanism of X-ray flux multiple total reflections is very efficient for the
description of its propagation through planar wide slit clearances. But this mecha-
nism is not able to characterize peculiarities of the radiation flux transportation by
the super narrow planar extended slits. X-ray flux propagation through similar slits
can be described on the basis of waveguide-resonance idea.

The conception of X-ray flux waveguide-resonance propagation is accompanied
by appearing the X-ray standing wave uniform interference field in all narrow
extended slit clearance spaces owing to the mutual overlap of local interference
areas (Figure 11b). Overlay of these areas will be realized for any magnitudes of
incident angles when it does not exceed the value of total reflection critical angle 6.
for the reflector material. The mode structure conception for PXWR is not existed.
Moreover, we can confirm that the radiation coherence length magnitude is the
critical parameter for the X-ray flux mechanism propagation change from the
multiple external total reflections to the waveguide-resonance proceeding.

The narrow extended slit clearance radiation transport properties discussed
above were investigated in the geometry when the projection of X-ray source focus
was deposited in the symmetry plane of PXWR [39]. In this measurement geome-
try, the axis of X-ray incidence flux coincides with the axis of waveguide resonator.

Figure 11.

Visualizating schemes of X-ray flux propagation through the planar extended slit clearance by the multiple
total reflection mechanisms (a) and by the waveguide-resonance one (b). P is the parameter of the interference
field protrusion from PXWR slit.
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But in common case, the radiation flux can incident on the PXWR inlet at off-axis
conditions. Measures in conditions of an initial X-ray flux off-axis incidence allow
to differ the discrete mode structure from one with the continuous character, if the
flux divergence is not great. The waveguide-resonance concept predicts that the
off-axis incidence of X-ray flux will lead to the appearance of the emergent beam in
the form of the double peak for a radiation spatial distribution (Figure 11b). The
angular distance between the maximum of peaks must be equal to a double
magnitude of the incidence angle. It is expected that the intensity of peaks must be
approximately equivalent, and its divergences will be correlated with the radiation
capture angle. Moreover, the integral intensity of the double-peak structure must be
the monotonous function on the incidence angle for the angular interval -6, <6 <8..
The reliable confirmation of all predictions following from the model of X-ray flux
waveguide-resonance propagation was obtained in the course of our experimental
investigations [36].

The integral intensity of PXWR emergent beam is insignificantly differed
from the intensity of X-ray initial beam. Its magnitude can be described by the
expression [39]:

W(x) = Woe (4)

where W is the initial beam intensity, 4 is the linear absorption factor of
reflector material for the radiation transported by PXWR, and a is the composite
function defined by set factors of physical and geometrical nature. o magnitude is
very small, and the attenuation of X-ray flux transported by PXWR is not signifi-
cant. The experimental measurements showed that the attenuation factor for CuKa
radiation transported by the quartz PXWR with a length of / ~ 100 mm can be near
some per cents. The intensity losses for PXWR are smaller as the calculated values
characterized for the multiple total reflection mechanisms. High radiation trans-
portation efficiency of the planar X-ray waveguide-resonator is the result of the
mode structure continuity for the flux propagating through its narrow extended slit
clearance.

It is very important to notice that X-ray flux transportation by the waveguide-
resonance mechanism is the result of the spatial coherence of quasimonochromatic
radiation irradiated by X-ray tube. Owing to the fundamental physical reasons, a
single X-ray photon in conditions of the total external reflection on the material
interface cannot undergo interference with itself. The reflection process for X-ray
and for other nature waves is accompanied by the Goos-Hanchen wave front dis-
placement of the beam reflection position about the point of the beam incoming
place, which is presented by the expression [42-44]:

o 1 1

Ax = (5)
7\ (62— 62) +2ip 62 + 2ip

where 6, is the magnitude of the total reflection critical angle. Minimum and
maximum magnitudes of the displacement are arrived at # = 0 and 0 = 6,, corre-
spondingly. The expressions for these values have forms:

p Jo 1
02 5 Axmax 0

0 " 70.\/2p

Calculation of these factors shows that its magnitudes do not exceed the radia-
tion coherence length and interference takes place.

(6)

Ax min —
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6. Verification of the waveguide-resonance mechanism

The direct verification of the waveguide-resonance mechanism manifestation
for the X-ray beam propagation can be found in the work of Japanese scientists [45].
The work was devoted to the transport property study of the angular structure as
shown in Figure 12a. Japanese authors measured the MoKa flux intensity depen-
dence on magnitude of the taper angle between two Si planar reflectors forming the
radiation transportation structure. Figure 12b demonstrates the results of the mea-
surements. The diffuse extremum I (near 0.1°) corresponds to reaching the critical
total reflection angle for the molybdenum radiation on the silicon surface. The
second extremum appearing near 0.007° cannot be explained without using the
waveguide-resonance concept. The growth of X-ray radiation transport efficiency
connected with this maximum reflects the transformation effect from the multiple
total reflection propagations to the mechanism of the waveguide-resonance flux
stream. The increase of an emergent beam intensity connects with a decrease in the
flux attenuation featured for the waveguide-resonance propagation mechanism.
The intensity of the second extremum is half of the first one, and the width of it is
smaller than the first one on approximately one order. In result, the beam
corresponding to the second radiation maximum will be characterized by the
enhanced radiation density. The discussed results can be conceded as the indepen-
dent confirmation of the waveguide-resonance mechanism objective reality for the
quasimonochromatic X-ray flux propagation through the extended nanosize slit
clearances.
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Figure 12.

Experimental scheme for the study of the radiation flux transporting peculiarities featured for the angular
structure built on the basis of two Si reflectors under the variation of the taper angle between them (a), and the
experimental diagram reflecting the emergent beam intensity dependence on the taper angle magnitude (b) [45].

7. Specific properties of PXWR

The waveguide-resonance mechanism is characterized by some specific proper-
ties of the quasimonochromatic radiation flux propagation through narrow
extended slits, and the coherence length parameter is the limiting factor for the
mechanism realization. The white radiation generated by X-ray tube is not charac-
terized by parameter of the coherence length owing to the nature of this radiation
arising [46]. But the experimental data presented in Figure 13 show that the white
radiation is transported by PXWR. At the same time, its related deposit at the total
intensity of X-ray beam formed by PXWR is smaller than one in the beam formed
by slit-cut system. So, one can expect that the spatial coherence degree for the white
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radiation generated by X-ray tube is smaller than this parameter featured for X-ray
quasimonochromatic lines. Figure 13 shows that the white component intensity
falls down approximately two times in all spectral ranges investigated in the exper-
iments. Thus, a planar X-ray waveguide resonator cannot be considered as a
restrictive filter for the hard white radiation. But PXWR application for X-ray beam
formation decreases the white radiation deposit in the total beam intensity. This
effect will be greatest for the smallest slit clearance width. The specific feature of
PXWR is the impossibility to use it for p-filtration of X-ray tube initial radiation.
The B-filtration procedure for X-ray diffractometry is well known [47]. This proce-
dure is based on the use of the thin film absorber manufactured from the material,
which is characterized by the energy absorption edge intervened between EK, and
EKj of the tube characteristic radiation. Similar p-filter can be built on the basis of
planar monocapillar prepared by using the dielectric reflectors containing a signif-
icant concentration of atoms characterized by a suitable value of the energy
absorption edge. Our direct experiments showed that the similar approach is not
right for PXWR. p-Radiation flux excites the uniform interference field of X-ray
standing wave in all space of PXWR air slit clearance, and the intensity attenuation
is not observed.

Specific properties of PXWR are not exhausted by the peculiarities discussed
above. For example, the beam formed by the waveguide resonator has the nanosize
width and the enhanced radiation density. The beam is not accompanied by dif-
fraction satellites and can be modulated by an external influence. But the planar
X-ray waveguide resonator is characterized by two serious lacks. The angular
divergence of the beam formed by PXWR of the simplest design is usually near 0.1°,
and its real integral intensity is smaller than the integral intensities of beams formed
by the slit-cut systems and the polycapillary optic devices on 1-2 orders [39]. The
angular divergence of PXWR emergent beam can be decreased without influence
on its integral intensity by application of PXWR with specific design, which has
name as the composite planar X-ray waveguide resonator (CPXWR) [48].

Figure 14 presents the results of comparative investigations of X-ray character-
istic beam formation by PXWR with the simplest construction (a) and CPXWR (b).
Left part of the figure presents the measurement schemes. Spatial distributions of
X-ray intensities in beams formed by these devices are shown in the right part of the
figure. Radiation capture angle is the same and is equal to A¢; = 0.11°. Composite
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Figure 13.

Experimental diffraction patterns for SiO, (101) monocrystal specimen collected in conditions of a standard
Bragg-Brentano geometry (a) and a waveguide-resonator application for the initial beam formation (b). The
pattern normalization was carried out on the basis of equivalence of chavacteristic line intensities. Pattern (a)
was registered at BSW-24 (Fe) X-ray tube regime U = 25 keV, 1 = 3 mA and pattern (b) U = 25 keV,

I = 9 mA. Geometrical sizes at the measurements were (a) 1, = 235 mm, 1, = 50 mm, 1, = 235 mm,

S, =S,=0.1ammand (b) 1, =235 mm, 1, =50mm, 1, =155 mm, 1; = 8 mm, S, = 0.1 mm, spxwg = 0.1 pm.
The collection was carried out without a pulse discrimination.
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Figure 14.

Experimental schemes and flux intensity spatial distributions for CuKap beams formed by PXWR (a) and
CPXWR (b) [48]. SPXWR = SCPXWR = 88 nm, LPXWR = LCPXWR =100 mm, 11 =75 mm, 12 =60 mm,

l; = 400 mm, S, = 0.1 mm, L, = L, = 50 mm, AL = 0.1 mm. Source regimes of BSW-24 (Cu) for both
measurements U = 20 keV, 1 = 10 mA, A - filter attenuation factor K = 200.

waveguide resonator differs from PXWR with the simplest construction by gap
existence AL ~ 0.1 mm between two PXWRs with the simplest construction built
on the basis of short reflectors. The divergence of the waveguide emergent beams
was studied by the method of the step-by-step detector scanning. The angular size
of the detector slit S; was near 0.01°. The scanning step was A(20) = 0.02°.

Experimental intensity distributions for the beams formed by the conventional
and the composite PXWRs demonstrate the Gauss form of distributions. FWHM of
the peak distinguished for PXWR is A@, = 0.11°. At the same time, the magnitude of
this parameter for CPXWR emergent beam is A, = 0.05° only. Total intensities of
the peaks are approximately the same. Data presented show that the gap existence
leads to the beam angular constriction without intensity losses. Such result is very
alike on existence of the tunneling effect in the gap space. The increasing of AL
distance up to 10 mm has led to an abrupt decrease of the peak total intensity and its
FWHM.

Using the modified reflectors for the waveguide-resonator building allows to
solve the second PXWR problem - low integral intensity of its emergent beam.
Standard quartz glass plates modified by 30 mm polished tapers with an angle of
y = 0.5° were used for building the specific waveguide resonator (Figure 15b). For
further radiation gathering power enhancement, the tapers were coated by HfO,
thin film. Then, Ti strips with 90 nm thickness were deposited onto one plate edges,
and the waveguide-resonance structure with a slit channel width of 90 nm and a
height of 4 mm was assembled. In result, we received the skewed input concentra-
tor with an angular aperture near 1°. Next, the comparative measurements of the
conventional PXWR and the modified waveguide resonator were executed. The
geometric parameters of the measuring schemes are given in Figure 15. Intensity
spatial distributions for beams formed by the tested devices are shown in the same
figure. In addition, the values of the total intensity (with and without the use of
attenuator A) and the angular divergence of the beams are also quoted therein. The
distributions were obtained at radiation source operation conditions [BSW-24 (Fe),
U=20keV,I=10 mA].

The data show that the envelope shape and FWHM of the intensity spatial
distribution for a quasimonochromatic component of the beams formed by the
conventional and the modified PXWR are nearly the same. On the other hand, the
total intensity of the beam formed by the modified waveguide resonator is substan-
tially higher than the beam intensity formed by the conventional PXWR. The data
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Figure 15.

Experimental schemes for the study of the intensity spatial distributions in X-ray beams formed by the
waveguide vesonator of a conventional construction (a) and PXWR with speczfzc design (b) and real intensity
distributions in its emergent beams. | is the measurement magnitude, and 1 is the intensity corrected by taking
into account the attenuator (A).

show a fivefold increase in the radiation gathering power of the waveguide resona-
tor due to the application of the input skewed radiation concentrator. Experimental
value of the radiation gathering power enhancement obtained in our measurements
was somewhat less than the rating. It is presumably explained by the nonoptimal
length and form of the tapers. Nevertheless, the above result allows to state that the
application of the input skewed concentrator is a powerful tool for the radiation
gathering power enhancement of the waveguide-resonance structures, which pro-
vides the system modification without a significant loss in other parameters of the
emergent beam.

In principle, there are other methods for the improvement of waveguide-
resonator parameters. The most drastic method of PXWR parameter modification is
the building of the multi-slit waveguide-resonance structures. According to our
opinion, this way is very perspective, but it entails serious problems connected with
the interference effect between the individual beams [49].

8. Practical application of the phenomenon

Experiments showed that the phenomenon of X-ray flux waveguide resonance
increases the efficiency of X-ray fluorescence material analysis in conditions of
exciting beam total reflection on studied surface (TXRF) [50]. This method modi-
fication by PXWR including the setup of TXRF spectrometer allowed to decrease
the pollution detection limits in comparison with the convention of 1-2 orders.
PXWR uses in experimental scheme of the particle induced X-ray emission (PIXE)
allowed to elaborate the new experimental method for surface material element
diagnostic [51]. Moreover, in some specific geometries, the method can provide
element surface analysis being free from matrix effects.

The waveguide-resonance propagation of X-ray characteristic radiation fluxes
can be achieved not only in frame of the external total reflection phenomenon but
also at the use of the Bragg reflection. By using the Bragg-Laue waveguide-
resonance cell (BLWRC), it is possible to build the pulsed X-ray laser on table,
which will be useful for the study of kinetic processes [52]. Based on the use of
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phenomenon consequences, it is possible to realize the reactions of cold nuclear
fusion [53]. But the more important result of waveguide-resonance radiation prop-
agation phenomenon discovery, we regard the possibility appearing to elaborate the
function correct model for optical fibers and waveguides of light beams. Conven-
tional model of its function is based on the light flux notion as the infinite plane
wave and on the light flux transportation mechanism by planar symmetrical wave-
guide as the multiple internal total reflections in frame of the geometrical paradigm
[54-63]. Similar approach is not right, in principle. It is well known that any
radiation source generates quasimonochromatic beams with A, mean wavelength
and AX monochromatization degree. So, any quasimonochromatic beam is charac-
terized by the coherence length parameter. Up-to-date optical lasers generate the
beams with several tens of meters of coherence length. Owing to the core size of
planar symmetrical optical waveguides varies from some micrometers to some
millimeters, we can conclude that all optical waveguides and fibers are functioned
in frame of the waveguide-resonance phenomenon manifestation, and instead of
mode structure, it is a need to discuss the properties of uniform interference field of
optical radiation standing wave.

9. Conclusion

The paper presented some experimental results allowed to consider that the
waveguide-resonance conception is right. We described the features of the
waveguide-resonance mechanism discussed its principle model and fixed the criti-
cal parameter being responsible for mechanism change of the radiation flux propa-
gation. References presented allowed to understand some practical application of
the phenomenon and its consequences. The paper contains the short description of
X-ray device functioned on the basis of mechanism - the planar X-ray waveguide
resonator, the discussion of PXWR properties, and the ways of its construction
perfection.
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Chapter 10

Characteristics of Radiation of a
round Waveguide through a Flat
Homogeneous Heat Shield

Viktor F. Mikhailov

Abstract

The problem of obtaining an analytical description of the radiation characteris-
tics of a circular waveguide closed by a flat homogeneous dielectric plate is solved.
The radiation characteristics include: the radiation field; the conductivity of the
aperture radiation; and the fields of surface, flowing, and side waves, as well as
energy characteristics. In such a statement, a strict solution of Maxwell’s equations
is required. The paper uses the method of integral transformations and the method
of eigenfunctions. In this case, the assumption is used that the electrical parameters
of the dielectric plate (thermal protection) and the geometric dimensions do not
depend on time. The relations describing the directional diagram of a circular
waveguide with dielectric thermal protection and taking into account the electrical
parameters of thermal protection and its thickness are obtained. Expressions are
also obtained for the fields of lateral, surface, and outflow waves, from which it is
possible to calculate the power taken away by these fields. Numerical calculations
were made for some of the obtained relations. The results showed that the power of
the side waves is zero. It also follows from the calculations that the radiation field of
surface and flowing waves is absent, that is, their contribution to the directional
diagram is not.

Keywords: circular waveguide, a flat, uniform thermal protection, the radiation
characteristics

1. Introduction

The onboard antennas of the returned spacecraft are subjected to intensive
aerodynamic heating when the spacecraft passes through the dense layers of the
atmosphere [1]. In these conditions, radio-transparent heat-resistant thermal pro-
tection is used to protect the antennas from external influences. The open ends of
the transmission lines are used as the emitter to obtain a wide directional pattern.
The most offer used radiation from the open end of the round waveguide. In the
first approximation, we consider a flat uniform thermal protection. Under the
conditions of aerodynamic heating, the electrical parameters of thermal protection
significantly change (relative permittivity € and tangent of the dielectric loss angle
tgd). These changes lead to a noticeable increase in absorption losses in the heat
shield, reflection from its boundaries, as well as to the appearance of surface and
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side waves. Together, all this leads to a change in the directional pattern and a
decrease in the efficiency of the onboard antenna.

Evaluation of these changes is absolutely necessary to determine the radio tech-
nical characteristics of the onboard radio equipment. The paper solves the problem
of determining the characteristics of the radiation of a circular waveguide through a
heat shield subjected to aerodynamic heating.

The problems of calculating the interaction of the onboard antenna with a heat-
shielding dielectric insert are very difficult and poorly developed. The development
of mathematical models of antenna windows is reduced to solving an external
problem of electrodynamics—electromagnetic excitation of bodies or diffraction of
radio waves. At the same time, we will use well-known analytical methods of
solution. The radio technical characteristics of the antenna window, for which we
obtain an analytical description, include a radiation pattern, radiation conductivity,
antenna temperature, and a number of other characteristics that describe more
subtle electrodynamic effects, as well as energy characteristics.

In theoretical terms, the electrodynamic problem in general can be formulated as
follows. There is a radiating, open antenna a, located on an infinite screen, in front
of which is a dielectric layer of thickness d with a complex permittivity-bridge
ea(x, vy, z, t) (see Figure 1).

In this general formulation, the solution of the electrodynamic problem is asso-
ciated with significant mathematical difficulties, the main problem being the need
to solve the Maxwell equations for an arbitrary law of change in the parameters of
media in space and time. With some simplifying assumptions, the problem was
solved in the ray approximation. In [2], the wave front method is used to analyze
the radiation diagram of an antenna covered by a dielectric layer. In [3-5], the
method proposed in [6] is used to find the radiation diagram, according to which
the antenna radiation diagram in the presence of an infinite flat dielectric layer is
simply multiplied by the diagram in the free space by the flat wave transmission
coefficient for the flat layer, taking into account the corresponding angle of arrival
and the plane of polarization of the wave.

At their core, all these methods are close to each other and are essentially based
on the approximation of geometric optics, which is true in the quasi-optical domain.
In relation to the problem under consideration (the resonance region), a strict
solution of the Maxwell equations is required. From analytical methods of the
solution, it is possible to apply the method of integral transformations and the
method of eigenfunctions. Both of these methods will be used in the future. In this
case, we assume that the parameters of thermal protection do not depend on time,

Figure 1.
Electrodynamic model of vadiation from a circular waveguide with thermal protection.
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that is, in fact, the slow-moving processes of heating of the dielectric thermal
protection are considered. This approach and methods of solution were used in a
number of works, for example [7].

2. Main part

The problem can be formulated as a boundary with respect to the tangent
magnetic field in the material, and with respect to the tangent electric field. The
second method is more convenient because of the simple form of boundary condi-
tions for z = 0 [8].

The magnetic component of the electromagnetic field H, at z > 0 must satisfy
the following wave equation in a Cartesian coordinate system x, y, z:

o#H, ¢°H, 0°H,
+ +
ox? oy 022

+k2€Hy =0, (1)

where e= ¢, for 0 <z < d, e = 1 for z > d, and k is the wave number.
We apply the Fourier transform for x and y coordinates to equation (Eq. (1)).
We get

.
oH,

F=aR (ke — k% — k%) H, = 0, (2

where is the direct Fourier transform,
iy = [ | 0,0 exp (ko + ) sy

Solution of equation (Eq. (2)) satisfying the radiation conditions (for z >d) has
the form for area 1, that is, the area occupied by the dielectric plate (0 < z < d),

Hj(,l) = Dexp (—jkzlz) + Lexp (jkzlz).

For region 2, that is, the region behind the plate (z > d), we get

~ (2) .
Hy = Mexp (_]kzz>’

where k., =\ /k’e — ki — ks k. = [k — k5 — k.

Reasoning in a similar way, with respect to the tangent magnetic component of
the field, we obtain the following equations for the spectral component:
~ (1

H )x =Aexp (—jkzlz> + Bexp (jkzlz) ,

A<2

H )x = Cexp (—jk,2).

Satisfying the equations arising from the Maxwell equation, we obtain expres-
sions for the spectral components of the electric field
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B o (Dexp( ij12> — Lexp (jkzlz»;
B = - C%Mexp (—k2);
Ey(l) ~ weoer (Aexp ( 7 kZiz) ~ Bexp (j kZlZ));

52 _ ke i
By = e (Cexp(—jkz)).

Unknown functions A, B, C, D, L, and M are determined from the boundary
conditions for z = 0 and z = d. In this case, the boundary conditions for radiation
from a circular waveguide, when the field in the aperture is determined by Hy,
waves, have the form

ke,

—— (D — L) = Exy; 3)
WEYEL
L (A-B)=E,; (4)
WEeYEL el
Dexp (—jkzld> —Lexp (jkzld) = ‘Zkz (—jk.d); (5)
Aexp (—jk21d> — Bexp (jkzld) = El;kz (—jkzd); (6)

ok, (Dexp (e, d) + Lexp (jk,,d) ) + (k& — k2) (Aexp (—jk,,d) + Bexp(jk,d) ) =
= e1((k* — k) Cexp (—jk,d) — kuk,Mexp (—jle.d) );
(7)

(k% - kf,) (Dexp (—jk21d> + Lexp (jk21d)) — kyky (Aexp (—jk21d> + Bexp (jk21d>) =

= ((kZ _ kj)Mexp (_jkzd) — kyk,Cexp (—jkzd))81

(8)
where
”Ex x',y',0) exp (—j(kxx’ + kyy'))dx'dy’. 9)
i
JEy x',y',0) exp (—j(kex' + kyy'))dx'dy’. (10)
in

Here, I1 is the area of integration on the opening of the waveguide and x’,y’ are
the coordinates counted in the opening of the studied waveguide.

We present in full the expression of the coefficients included in the solution of
the wave equations of spectral components. In this case, we use the following
variable replacement:

ky =pcosa, ky, = psina,k, = \[k* -, ka = \/k’er — p.
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Since the coefficient expressions are very cumbersome, we use the following
notation to obtain a compact form of the record:

V> = =a, \JkKer— P =b, \Jk*e—pd=c,

. 2 2
sin o cos a = e, k* — 2 cos’a = f,k’e; — % cos 2o = g,

k* — Bsin’a = h,k*e; — fPsin’a =1, \/k* — p*d =p.

As aresult
A= % exp (jc) [Exceabkz(l —&1)(cosc —jsinc) +
+E, (¢*(@+b)(jbsinc +acosc) + (bf + ag)(—jsinch nb coscla))];
(11)
B— A5, 0% (12)
b . 2A
C:;exp [ilp +¢)] EJ’O%_jg_ sincexp (—jc) |; (13)
1

_ weoer exp (jc)
N bA

x (jfb sinc + ag cosc) + E},anbkz(l —&)( jsinc — cosc)]; (14)

D Ey,[e*(a +b)(jb sinc +a cosc) — (bh + al) x

WEQEL

L:DJrEx"T’ (15)
b . 2D
M=~ explj(p +0) [E S ) sinc exp (—jc)} : (16)
1

In the expressions (Egs. (11)-(16))

A =2\/Res — g\ — g {j\/kz ~ Psin (w/kzsl - /)’Zd)Jr
+ \/kzsl — P cos <\/k281 — ﬁ2d> [81\/162 — p?cos <\/k281 — ﬂ2d>+
+j\/k251 — f*sin (\/k281 - ﬁd>] .

Using the obtained expressions of the angular spectrum of plane waves and apply-
ing the inverse Fourier transform, taking into account (Egs. (9) and (10)), we write

E®Y = HFE2> (%,9,2,x",y', 0)Ex(x',y’, 0)dx'dy'+
it

(17)
+”F2’2> (%,9,2,x",y', 0)Ey (x',y', 0)dx'dy';
i
(1,2) _ (1,2) ro ’o /g0
Ey = JFyl (x,9,2,%",y', 0)Ex(x",y', 0)dx'dy’ +
g (18)
+ JFEJ) (x,9,2,%,y', 0)E, (x",y', 0)dx'dy’;
i
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The functions F, in these expressions are determined based on equations
(Egs. (11)-(16)). After a series of transformations, you can write

oo 27 [ 72 sin \/kze —pd
FJ(CZI):iJ J {% <|:—ﬁ45in2a 6052a<\/k2—ﬁ2+
0

4z )

ke — /}2> ( /e — ﬂ2> sin <\/k251 - ﬁzd) + € = cos <\/k2£1 _ ﬂzdﬂ +
ke — (k2 — psin za) +/E =B <k2£1 — Bsin 2a):| {j(kz — B cos za) \/ ke — BPx
X sin (\/kzsl —p4d) + (k2£1 - ﬁzcosza)\/kz — P cos \/kzel — ﬂzd}) - 1} X

x exp [—j(kz — (ks + k1 )d) exp [ — jB[(x' — x) cosa + (y' —y) sinal|pdf da =

= 4%2[? [ <2) exp ( ]kzz) exp [—jpl(x" — x) cosa + (y —y) sina|pdp da;

+

(19)

*2 4712 —00J0 A

x\/k* — p*exp ( RV /ﬂd) exp [—j(koz — (ky + kg, )d)] x (20)

)
FQ — _J J Psina cosoz(\/’?—ﬁzkz><

x exp [—jp[(x" — x) cosa + (y) —y)sina]|fdf da =
2
4i;12J . qa ) exp (—jk,z)[—jpl(x' —x)cosa + (' —y) sinal|pdp da;
1 [ [ j2 sin (y/kzel f[izd)
Fj(,f) = mJ_mJO A P sin’a cos2a<\/k2 — px

x\/k’ey — fP*(1 — &1) cos <\/k231 - ﬂzd) —j sin (\/kzsl - ﬁzd) X Q1)
 exp [i((ks2) — (ks + kur)d)] exp [iBl(+' — ) cosa+
0o (27
+(' —y)sinal|pdp da = %ﬂJi Jo £ exp (—jkz) x
x exp [—jpl(x" — x) cosa + (y' —y) sina]|B dp da;

2 I 2 sin ( Ker 7ﬁ2d) 42 2 2 m
F}(’Z):mj J X Bsin‘a cos”al \[k®— p+
—o00J 0
+\/]€2€1 - /}2)] [(j\/kzel — Psin (\/ k’er — ﬂ2d> +
-y (kzel — B2 cos 2a)} { —j\/kzel -y (kzsl — Psin za) X

X sin (\/kzel - ﬂzd) — /& — (k%1 — p*sin?a) x
X cos ( ke — /ﬂd)D } exp [—j(koz — (kg + ko1 )d)]

|

—jpl(x" —x) cosa + (y) —y)sinal|p df da =
J wJO :f(z exp (—jk,z) exp [—jB[(x’ — x) cosa+

T
+(y' —y)sinallpdpda.

(22)

X exp
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The obtained expressions (Egs. (19)—(22)) together with (Egs. (17) and (18))
determine the radiation field of a circular waveguide with uniform thermal protection
through the tangent components of the electric field in the opening of the waveguide.

To calculate the integrals (Egs. (20) and (22)) by the saddle method, it should be
taken into account that, when the integration contour is deformed, it is necessary to
bypass the branch points of the integrand and that the saddle path intersects the
poles of the integrand. We determine which branch points and poles of the inte-
grands must be taken into account in the said approximation. Integrals (Egs. (20)
and (22)) can be written as

]
=2z ]of(ﬂ) exp (j(d —2)\/k? —ﬂz)]o(ﬁp)dﬂ-

—oo

2

E)

f(p)exp (—j(d —z) k* — /32) exp (—jpp cos (a — @) )dfda =

S

where g = arctg(x’ —x)/(y ~y).p = /(' —x) + (¥ — y),
Jo(Bp) is the Bessel function.
We use the asymptotic expression of the Bessel function for large arguments

hWWM%&@UWfWHw@HWH%m

Then, passing to the plane of the complex angle © by replacing p = ksint, we obtain

I= J Af (B) exp (jkL cos (z £+ ¢@))dr (23)

where A = 2k %cosrexp (—j7/4),d —z = L cos@,p = Lsin .

Considering the obtained expression of the integral I, we find the analytical
expression of the saddle path from the following equation:

Jm( jcos(z+ ¢)) = const, sciliset J,,,( jcos (7 + ¢)) =j Means cos(z+¢) =1.,
Because ther = 7, +j7;,

then cos (7, + @) = cos (7, & ¢)chrj —jsin (¢, & @)shrj, cos (7, + ) = ﬁ =
schz;.

Finally, we get the expression of the saddle path

7, &+ ¢ = arccos (schr;). (24)

Satisfying the radiation condition at infinity, we obtain regions on the complex
plane t in which the saddle path defined by (Eq. (24)) lies:

1.0<7,<m1;>0;
2.-7<7,<0,7;<0;
moreover, the second area of determination of the transit path in our case makes

sense, since from (Egs. (20) and (22)) it is clear that the lower limit of p is 0.
Denoting the coordinates of the branch points 7, and the pole t,, we obtain from
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(Eq. (24)) the condition that determines the branch points and poles intersected
during deformation of the initial path of integration into the saddle,

Tz,z, T (> arccos (sch‘r jn,j,,)'

In the general case, in accordance with the Cauchy theorem, the integrals for
functions can be represented in the following form:

. J Ap+U(C )J Ap+U(C )J...dﬂ , (25)

472
] I, I

where U(Ca, p)is the only Heaviside function; C,, C, are values determined on
the basis of Eq. (24) as follows on the complex plane:

Cs, p = Re (arcsm ﬁT> + ¢ — arccos (sch T (arcsin %) ) s (26)

The first integrals over the circuit 1 are calculated by the saddle method. Finally,
by the saddle method, we get

(2) _]k exp (]kV) Ikx = kx’
Fxlmd_T 2 b — ko (27)

vy Y

) _]k exp (]kV) |kx = kx’
FxZSad_TZ /,5,2> k :k/ 5 (28)

y y

@ _jk exp(kr) ) lkx =k
Flwd == 5% by =k (29)
p@ gk exp (k) ol = ke (30)

y2 sad 2 "y —
271 ky, =k,

In the expressions (Egs. (27)-(30))

ky k
k==, k==, r= \/(x’—x)2+(y’—y)2+zz.

r r

After a series of transformations for even E modes and odd H modes, we obtain

PO o U(Cp) o 025 @)N (Bira)day (B,)

Ty vi' () 15, = B GV
Fo = 2172 e gﬂ(pyz(ﬁ:u’l’zﬂi)(ﬁi’a)da%(ﬂi) | = pF e
Y=L :1 U(Gy) o o2 (Brna () ‘ (Bis @)day; () e 33
Y =1 :1 U(G) g”%z(ﬁ;;l,zﬂi)(ﬂi,ﬂ)dawl(ﬂi) . .
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In these expressions

N = —2\//@251 — ﬁ2\/k2 — Bk’ exp (—jk,2) x

x exp [—jp[(x" — x) cosa + (y —y) sinal|p;
vi(f) =J ctg(\/kzsl ﬂ2d>k281\/k2 — B — kA ke — B,

C,; is calculated according to (Eq. (26)). The expressions for the H modes will be
characterized by equations similar to equations (Egs. (31)-(34)), in which y; () is
replaced by y, (B) and y; (B) by w, (B) and which will be calculated for the values
of p corresponding to the poles, and

W (f) = \/ k2 — g — j\/ k*k?e1 — fretg( \/kzel — pd.

Expressions F j(cllz, F fclz)E, F 9%23’ FﬁE)are written similar to expressions with

replacement, (pg(ci,) by (pJ(C}V), (pf,zN) by ¢)<,1), 53(33 by cffiv), and é;,i) by éj(,l), respectively.

where
ol = o) [N = Nyl = Nips (35)
o =) [NC) = Nepls (36)
& = 5561(),) Ny =Nyl (37)
gn =&l [Ny = Niy] = Ny, (38)

In expressions (Egs. (35)-(38)), the expression N (—) corresponds to the
expression N with the replacement of exp (—jk,z) by exp (—jk;z);
expression N (+) corresponds to expression N replacing exp (—jk,z) with exp
(—jkiz),
403(62) = %(]C) [e(a + b)(jb sinc +a cosc) — (bh + al)(jb sinc + ag cosc)];
W 1) aebk’(ex—1)
L e N
£ exp(je) [(bf + ag)(jbsinc + al cosc) — I*(a + b)(jb sinc + a cosc)].

The relation for functions includes expressions of spectral components.
Considering the main type of oscillations in the waveguide H;;, we get

Eo = mougHoa%kky [0,1+ 6,5+ 10%2 (3,4 + k2 + k7 ) +1,45-10%" (2 + &7 ]
Ey = 0, 851apoHoa’[1 — 1,254° (h2 +k; + 0,5k +3,125 10-2) X

xa* (0,33 k2K + 0,336 + 0,50k} ) — 0,510 *ahk2k});

175



Electromagnetic Propagation and Waveguides in Photonics and Microwave Engineering

The second integral (Eq. (25)) is calculated along the contour 1, which covers
the cut and is carried out so that the integrand is unique. From the form of the
integrands, it is obvious where the first-order branch points are located. From the
form of the integrands of the integrals (Eq. (25)) it is obvious that the first-order
branch points are located at #, = 4k and j8,, = +k/e1. From these branch points, it
is necessary to take f, =k and f§,, = k,/e1, in order to satisfy the radiation condi-
tions. A calculation according to (Eq. (26)) shows that C, > 0 for named branch
points and, with the exception of the case when €1 is complex and the losses are
sufficiently large (tand > 0.5). Thus, we find that the side wave can contribute to
the radiation field, and this should be taken into account. An analysis of the inte-
grands (Egs. (20) and (22)) showed that the developed and well-known methods
for the asymptotic estimation of integrals along the banks of a section covering
branch points that are valid for a saddle point turn out to be inapplicable in this
case. For this reason, the contribution of the side wave to the radiation diagram can
be determined only by numerical integration (Eq. (25)) along the contour 1,. More-
over, from the analysis of integrands, it follows that it is advisable to choose the
section so that it is a straight line parallel to the imaginary axis of the complex plane

B. Then the integral along the banks of the section [ ...dp will take the form
le

k Rek:&-joo
J 01 (B)dp + J va(B)dp,
Rek+joo k

where v; () and v, () are sub-integral expressions with signs in front of \/k* — 2.

The conditions for the existence of surface and leaky waves are determined from
the location of the poles of the integrands (Egs. (20) and (22)), and the poles
correspond to the equality of the denominators of the marked expressions to zero.

By the Cauchy theorem, integral (Eq. (25)) along the contour Ip is defined as
follows:

[ds =3 Restp,

=1
L, !

where f; are the roots of the denominators (Eq. (25)).

In order to separate the singular points into poles corresponding to surface and
outgoing waves, it is advisable to again go from the complex plane p to the plane of
the complex angle t. Moreover, from the analysis of the exponent of expression
(23), it follows that the surface wave will take place at

T =15,7;>0
and the outgoing wave corresponds to the following region of complex angles:
0 <t<m, (except for 1r = n/.2), 7ji> 0.
Moreover, the region 0 < t<¢ determines the backward wave that does not
satisfy the conditions at infinity.
In the presence of losses in the dielectric plate k1 = kr-jkj, analysis of the

exponent (Eq. (23)) shows that the poles corresponding to the relations for the
complex angle t
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1gd 2926
rr:arccos<—i),e— 1-— £ g —5—ht; <0
sht; sh? 7;

determine the surface wave field.

If
cos 7,sht; # —etgd,

then the poles that satisfy the last relation determine the field of the leaky wave.
The conductivity of the aperture is determined by the following expression:

— 1" g
Y, —J J E.’ HyVdx dy.

Applying the Parseval theorem, after a series of transformations, we obtain the
expression for the conductivity referred to as the conductivity of the open end of
the waveguide in the form

Yo = ((eky, + eEyombkz(l —&1)X%

2n2a

weo ]OIﬁEio exp (jc)
00

x(cosc —jsinc) — (eExo —eEyo)gz(a +b)(jb sinc + a cosc)+

= (39)
+TP(J)+EE"O (kb + la)(jfb sinc + ag cosc)—
. 0021
F G
bty +agpda — 258 [ [V g5,
00

The contribution of surface and leaky waves to the conductivity of a circular
waveguide with thermal protection is determined using the Cauchy theorem. As a
result, we get

2z

Var =03 [ ey, (40)
0

2na — A

We will conduct a quantitative assessment of various loss mechanisms by means
of transmission coefficients y, attenuation v, and reflection p, which are defined as
follows:

Pmd P rad.sur Pmd.res + Pmdﬂ'd

n=mn+n+n+n= + +

Py Pp Py Pp
Pr _Pr sur Pr _Pr res Pr _Pr K1
v=u sty =ttt Jred _cmdve  Jed_wdid ()
Py Py Py
1-Y,
R| = .
M=y

These expressions take into account the orthogonality of surface, leaky, and side
waves and P is the power incident (supplied to the emitter), P,.4-radiated power,
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Pradsur> Prad.res> Pradsid- waves, respectively, Pgyy, Pres, and Pgq are the power of
surface, leaky, and side waves, respectively; v, is the attenuation coefficient of
radiated power, determined by losses in dielectric thermal protection.

U1=1—I7—l/2—l/3—l/4—|R|2.
In expression (Eq. (41))

Yn = tan — Y:ur-

3. Conclusion

Expressions (Egs. (17), (18), (27)-(30), (39), and (40)) characterize the radia-
tion field of a circular waveguide with uniform thermal protection and its input
conductivity. The theoretical relations obtained, along with an estimate of the
apparent loss of radiated power due to absorption in and reflection from thermal
protection, allow us to estimate more subtle effects, such as losses on surface, leaky,
and side waves. It is also possible to assess the influence of these waves on the
radiation pattern.

Further development of the obtained theoretical relations should consist of
taking into account the probable inhomogeneity of the heat-shielding layer in the
direction of the z axis. For this, the method of approximate solution of the wave
equation can be applied—the WKB method (Wentzel, Kramer, Bruellen) [9]. If
we consider a round1 waveguide in the form of an onboard antenna of the
returned spacecraft, then due to aerodynamic heating, a melt layer appears on the
outer surface of the heat shield, which has electrical characteristics different from
the characteristics of the material in the solid phase. Then the radiation from the
waveguide should be considered through a two-layer dielectric thermal
protection [10].

Unfortunately, all the obtained relations turned out to be very cumbersome and
their use becomes only with numerical integration. For some of the obtained ratios,
numerical calculations were performed. The results showed that the power of the
side waves is zero. It also follows from the above calculations that the radiation field
of surface and leaky waves is absent, that is, their contribution to the radiation
pattern is not. Further research in this area should be directed to the development of
computer calculation programs for the basic radiation characteristics.
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