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Preface

In this volume, you will find the proceedings of the EuroHaptics 2020 conference, held
during September 6-9, 2020, in Leiden, The Netherlands. EuroHaptics is a major
international conference, organized biannually, that features the latest advances in
haptics science, technology, and applications. The 2020 edition of the meeting had a
special focus on accessibility, and in the spirit of the focus, we have made the pro-
ceedings open access.

The organization of the conference faced a unique challenge, as the start of the
review process coincided with the beginning of the COVID-19 pandemic. Like in all
aspects of our lives, we also had to reinvent our scientific life, and find a new way to
work. Conferences were canceled, moved to later dates, or re-organized as online
virtual conferences. Eurohaptics 2020 was rescheduled; instead of late spring (June) it
was held in September. Many of the authors, reviewers, and editors faced challenges:
lab shutdowns, the transition to online teaching, and caring for our families to name
just a few. Considering the event, we are thankful for the effort and dedication to
scientific rigor of the 220 external reviewers and 35 associate editors as they juggled
additional tasks and limited resources to finish the editorial process. We also want to
acknowledge the diligence of authors to improve their papers in the midst of uncer-
tainty and, for many of them, without access to their usual resources. Their commit-
ment though the hardship of the situation made this conference possible.

All aspects of haptics, including neuroscience, psychophysics, perception, engi-
neering, computing, interactions, virtual reality, and the arts were covered in the initial
submissions for the full-paper category. The 111 submissions came from 24 countries:
50% from Europe, 37% from Asia, and 10% from North America. The Application,
Science and Technology track chairs invited experts to the Program Committee and
provided initial advice on three or four papers. The Program Committee members
invited three independent reviewers and provided an assessment on the basis of a
minimum of two reviews. To be accepted, we expected an innovative idea as well as a
diligent experimental evidence, and 60 of the submissions (55%) were accepted for
publication. These papers were presented either as oral (36) or as poster presentations
(24). In the proceedings, the two types of presentations are published with no dis-
tinction between them.

The conference also featured work in progress abstracts which allowed for pre-
sentation of late-breaking results as a poster, receiving feedback from the community.
The abstracts of these posters are not featured in these proceedings.

Finally, we are delighted to be part of such a dynamic and innovative community,
and we believe that the proceedings reflect its creativity and depth of thought. We hope
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that the works presented in these proceedings will serve as inspiration and spark new
ideas for a better future where everyone is haptically connected.

September 2020 llana Nisky
Jess Hartcher-O’Brien

Michaél Wiertlewski

Jeroen Smeets
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The EmojiGrid as a Rating Tool
for the Affective Appraisal of Touch

1)

Alexander Toet and Jan B. F. van Erp'~

! TNO Human Factors, Soesterberg, The Netherlands
{lex. toet, jan. vanerp}@tno.nl
2 University of Twente, Enschede, The Netherlands

Abstract. We evaluated the convergent validity of the new language-
independent EmojiGrid rating tool for the affective appraisal of perceived
touch events. The EmojiGrid is a rectangular response grid, labeled with facial
icons (emoji) that express different degrees of valence and arousal. We previ-
ously showed that participants can intuitively and reliably report their affective
appraisal of different sensory stimuli (e.g., images, sounds, smells) by clicking
on the EmojiGrid, without additional verbal instructions. However, because
touch events can be bidirectional and are a dynamic expression of action, we
cannot generalize previous results to the touch domain. In this study, partici-
pants (N = 65) used the EmojiGrid to report their own emotions when looking
at video clips showing different touch events. The video clips were part of a
validated database that provided corresponding normative ratings (obtained with
a 9-point SAM scale) for each clip. The affective ratings for inter-human touch
obtained with the EmojiGrid show excellent agreement with the data provided in
the literature (intraclass correlations of .99 for valence and .79 for arousal). For
object touch events, these values are .81 and .18, respectively. This may indicate
that the EmojiGrid is more sensitive to perspective (sender versus receiver) than
classic tools. Also, the relation between valence and arousal shows the classic
U-shape at the group level. Thus, the EmojiGrid appears to be a valid graphical
self-report instrument for the affective appraisal of perceived touch events,
especially for inter-human touch.

Keywords: Affective touch - Valence - Arousal - Emotions + EmojiGrid -
SAM

1 Introduction

Next to serving us to discriminate material and object properties, our sense of touch
also has hedonic and arousing qualities [1]. For instance, soft and smooth materials
(e.g., fabrics) are typically perceived as pleasant and soothing, while stiff, rough, or
coarse materials are experienced as unpleasant and arousing [1]. This affective com-
ponent of touch plays a significant role in social communication. Interpersonal or social
touch has a strong emotional valence that can either be positive (when expressing
support, reassurance, affection or attraction: [2]) or negative (conveying anger,
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frustration, disappointment: [3]). Affective touch can profoundly influence social
interactions [4]. For example, touch can lead to more favorable evaluations of the
toucher [5], can persuade [6], and can regulate our physical and emotional well-being
[7]. Since it is always reciprocal, social touch not only emotionally affects the receiver
[7] but also the touch giver [8]. Touch is the primary modality for conveying intimate
emotions [7, 9]. Current technological advances like the embodiment of artificial
entities, the development of advanced haptic and tactile display technologies also afford
mediated social touch [10]. To study the emotional impact of touch and to design
effective haptic social communication systems, validated and efficient affective self-
report tools are needed.

In accordance with the circumplex model of affect [11], the affective responses
elicited by tactile stimuli vary mainly over the two principal affective dimensions of
valence and arousal [12]. Most studies on the emotional response to touch apply two
individual one-dimensional Likert scales [13] or SAM (Self-assessment Mannikin:
[14]) scales [15] to measure both affective dimensions separately. Although the SAM is
a validated and widely used tool, it also has some practical drawbacks. People often fail
to understand the emotions it depicts [16]. While the SAM’s valence dimension is quite
intuitive (a facial expression going from a frown to a smile), its arousal dimension
(which looks like an ‘explosion’ in the figure’s stomach) is often misunderstood [16],
also in the context of affective touch [15]. Hence there is a need for new rating scales to
measure the subjective quality of affective touch [17].

We developed a new intuitive and language-independent self-report instrument
called the EmojiGrid (see Fig. 1): a rectangular response grid labeled with facial icons
(emoji) expressing different levels of valence (e.g., angry face vs. smiling face) and
arousal (e.g., sleepy face vs. excited face) [16]. We previously found that participants
can intuitively and reliably report their affective response with a single click on the
EmojiGrid, even without verbal instructions [16]. This suggested that the EmojiGrid
might also be a general instrument to assess human affective responses.

In this study, we evaluated the convergent validity of the EmojiGrid as a self-report
tool for the affective assessment of perceived touch events. We thereto used the
EmojiGrid to measure perceived valence and arousal for various touch events in video
clips from a validated affective image database, and we compared the results with the
normative ratings that were obtained with a conventional validated affective rating tool
(the SAM) and that are provided with this database. It appears that the brain activity
patterns elicited by imagined, perceived and experienced (affective) touch are highly
similar. To some extent, people experience the same touches as the ones they see: they
have the ability to imagine how an observed touch would feel [18]. This affords the use
video clips showing touch actions to study affective touch perception.
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Fig. 1. The EmojiGrid. The facial expressions of the emoji along the horizontal (valence) axis
gradually change from unpleasant via neutral to pleasant, while the intensity of the facial
expressions gradually increases in the vertical (arousal) direction.

2 Methods and Procedure

2.1 Stimuli

The stimuli used in this study are all 75 video clips from the validated Socio-Affective
Touch Expression Database (SATED: [15]). These clips represent 25 different dynamic
touch events varying widely in valence and arousal. The interpersonal socio-affective
touch events (N = 13) show people hugging, patting, punching, pushing, shaking
hands or nudging each other’s arm (e.g., Fig. 2, left). The object-based (non-social)
touch events (N = 12) represent human-object interactions with motions that match
those involved in the corresponding social touch events, and show people touching,
grabbing, carrying, shaking or pushing objects like bottles, boxes, baskets, or doors
(e.g., Fig. 2, right). Each touch movement is performed three times (i.e., by three
different actors or actor pairs) and for about three seconds, resulting in a total of 75
video clips. All video clips had a resolution of 640 x 360 pixels.

Fig. 2. Screenshots showing an interpersonal (socio-affective) touch event (left) and a
corresponding object-based touch event (right).
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2.2 Participants

English speaking participants were recruited via the Prolific database (https://prolific.ac
). A total of 65 participants (43 females, 22 males) aged between 18 and 35 (M = 25.7;
SD = 5.0) participated in this study. The experimental protocol was reviewed and
approved by the TNO Ethics Committee (Ethical Approval Ref: 2017-011) and was in
accordance with the Helsinki Declaration of 1975, as revised in 2013 [19]. Participation
was voluntary. After completing the study, all participants received a small financial
compensation for their participation.

2.3 Measures

Demographics. Participants reported their age, gender, and nationality.

Valence and Arousal. Valence and arousal were measured with the EmojiGrid (see
Fig. 1; this tool was first introduced in [16]. The EmojiGrid is a square grid that is
labeled with emoji showing different facial expressions. Each side of the grid is labeled
with five emoji, and there is one (neutral) emoji located in its center. The facial
expressions of the emoji along a horizontal (valence) axis vary from disliking (un-
pleasant) via neutral to liking (pleasant), and their expression gradually increases in
intensity along the vertical (arousal) axis. Users can report their affective state by
placing a checkmark at the appropriate location on the grid.

2.4 Procedure

The experiment was performed as an (anonymous) online survey created with the
Gorilla experiment builder [20]. The participants viewed 75 brief video clips showing a
different touch event and rated for each video how the touch would feel. First, the
participants signed an informed consent and reported their demographic variables.
Next, they were introduced to the EmojiGrid response tool and were told how they
could use this tool to report their affective rating for each perceived touch event. The
instructions stated: “Click on a point inside the grid that best matches how you think
the touch event feels”. No further explanation was given. Then they performed two
practice trials to familiarize themselves with the EmojiGrid and its use. The actual
experiment started directly after these practice trials. The video clips were presented in
random order. The rating task was self-paced without imposing a time-limit. After
seeing each video clip, the participants responded by clicking on the EmojiGrid (see
Fig. 1). Immediately after responding the next video clip appeared. On average the
experiment lasted about 10 min.

Data Analysis

IBM SPSS Statistics 25 (www.ibm.com) for Windows was used to perform all sta-
tistical analyses. Intraclass correlation coefficient (ICC) estimates and their 95% con-
fident intervals were based on a mean-rating (k = 3), absolute agreement, 2-way
mixed-effects model [21]. ICC values less than .5 are indicative of poor reliability,
values between .5 and .75 indicate moderate reliability, values between .75 and .9
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indicate good reliability, while values greater than .9 indicate excellent reliability [21].
For all other analyses, a probability level of p < .05 was considered to be statistically
significant.

For each of the 25 touch scenarios, we computed the mean valence and arousal
responses over all three of its representations and over all participants. We used Matlab
2019a (www.mathworks.com) to investigate the relation between the (mean) valence
and arousal ratings and to plot the data. The Curve Fitting Toolbox (version 3.5.7) in
Matlab was used to compute a least-squares fit of a quadratic function to the data
points.

3 Results

For each touch-scenario, the mean and standard deviation response for valence and
arousal was computed over each of its three representations and over all participants.

To quantify the agreement between the ratings obtained with the EmojiGrid (pre-
sent study) and with the 9-point SAM scales [15] we computed Intraclass Correlation
Coefficient (ICC) estimates with their 95% confidence intervals for the mean valence
and arousal ratings between both studies, both for all touch events, and for social and
non-social events separately (see Table 1). For all touch events, and for social touch
events in particular, the valence ratings show excellent reliability and the arousal
ratings show good reliability. For object-based touch events, the valence ratings also
show good reliability, but the arousal ratings show poor reliability.

Figure 3 shows the correlation plots between the mean valence and arousal ratings
obtained with the EmojiGrid in this study and those obtained with the SAM in [15].
This figure shows that the mean valence ratings for all touch events closely agree
between both studies: the original classification [15] into positive, negative and neutral
scenarios also holds in this result. A Mann-Whitney U test revealed that mean valence
was indeed significantly higher for the positive scenarios (Mdn = 7.27, MAD = .31,
n = 6) than for the negative ones (Mdn = 2.77, MAD = .35,n =6), U =0, z = —2.88,
p = .004, r = .58 (large effect size). Additionally, mean valence differed significantly
between positive social touch scenarios and object-based touch scenarios (Mdn = 5.13
MAD = .35,n=12),U =0, z = —=3.37, p = 0.001) and between negative social touch
scenarios and object-based touch scenarios, U =0, z = —3.42, p =0.001, r = .68
(large effect size).

Whereas the mean valence ratings closely agree between both studies for all touch
events, the arousal ratings only agree for the social touch events, but not for the object-
based touch events. The mean arousal ratings for object-based touch events are con-
sistently higher with the EmojiGrid than with the SAM. We also compared mean
arousal between social touch and object touch. The results revealed that social touch
was rated as more arousing (Mdn = 5.35, MAD = 0.89) than object-based (non-social)
touch Mdn = 4.10, MAD = 0.37, U =270, z=-2.77, p < 0.009, r = .55 (large
effect size). Social touch is more arousing than object-based (non-social) touch. This
agrees with Masson & Op de Beeck’s conclusion that completely un-arousing social
touch does not seem to exist [15].
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Figure 4 shows the relation between the mean valence and arousal ratings for all 25
different SATED scenarios, as measured with the EmojiGrid in this study and with a 9-
point SAM scale in [15]. The curves represent least-squares quadratic fits to the data
points. The adjusted R-squared values are respectively .75 and .90, indicating good fits.
This figure shows that the relation between the mean valence and arousal ratings
provided by both self-assessment methods is closely described by a quadratic (U-
shaped) relation at the nomothetic (group) level.

All results are available at the OSF repository with https://doi.org/10.17605/osf.io/
d8sc3.

Table 1. Intraclass correlation coefficients with their 95% confidence intervals for mean valence
and arousal ratings obtained with the SAM and with the EmojiGrid (this study), for video clips
from the SATED database [15].

Stimuli N | ICC valence ICC arousal
All touch events 251.99 [.97 — 1.0] |.71 [.33 — .87]
Social touch events |13 1.0 [.99 — 1.0 ]|.79 [.32 — .94]
Object touch events | 12 | .81 [.32 — .95] | .18 [-.04 — .59]
Valence Arousal
9 T T T - - 9 - .
| | @ Social touch ’ | | @ Social touch
8 Object touch 2, /] 8 Object touch 1
34,6 9z
7t 57 7r 10 @
6} . 6} T
= /4 = 5% .
< 5} Ve < 5} Rk
w ’ (¢))] ,
4r /, 4r //
35 d
3 B w(] 3 r ,/ 7
8 v
2t 79 2t 7’
7 7
e 7
1 2 3 4 5 6 7 8 9 1.2 3 4 5 6 7 8 9
EmojiGrid EmojiGrid

Fig. 3. Correlation plots illustrating the relationship between the valence (left) and arousal
(right) ratings provided with a 9-point SAM scale in [15] and those obtained with the EmojiGrid
in the present study. The numbers correspond to the original scenario identifiers in the SATED
database. Scenarios 1-6 were originally classified as positive, scenarios 8—13 as negative, and
scenarios 7 and 14-25 as neutral.
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Fig. 4. Relation between the mean valence and arousal ratings for affective touch video clips
from the from the SATED database, obtained with the a 9-point SAM rating scale (blue dots:
[15]) and with the EmojiGrid (red dots: this study). The curves represent fitted polynomial curves
of degree 2 using a least-squares regression between valence and arousal. (Color figure online)

4 Conclusion and Discussion

The affective (valence and arousal) ratings obtained with the EmojiGrid show good to
excellent agreement with the data provided with the database for inter-human (social)
touch events. Also, our results replicate the U-shaped (quadratic) relation between the
mean valence and arousal ratings, as reported in the literature [15]. Thus, we conclude
that the EmojiGrid appears to be a valid graphical self-report instrument for the
affective appraisal of perceived social touch events. The agreement for object touch
events is good for valence but poor for arousal. This may be related to the instruction to
the participants to rate “how the touch would feel”. Although not explicitly stated to do
so, participants may have preferred the receiver perspective above the sender per-
spective of the interaction. This perspective has less meaning in the object touch events
probably resulting in a switch to the sender perspective. Classic rating tools may be less
sensitive to the different perspectives which is only relevant in touch events, hence the
extremely low arousal scores with the SAM tool and the low intraclass correlations.
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Abstract. Skin stretch has been widely utilized as a tactile display
in different haptic applications. However, there has been little research
focusing on skin stretch as a modality on the palm of the hand. In this
study, a two dimensional tactor apparatus was designed and built to
investigate the effects of stimulation speeds, shapes and intensities of
skin stretch display on the palm. The tactor moved across the palm
at different speeds to create stimulation shapes on the skin. Subjects
reported the intensity of perceived stimuli and predicted speed rate of
the tactor and stimulation shape and size. The results showed that there
were statistically significant differences in the intensity of perceived tac-
tile displays between different stimulation shapes and sizes. The results
also showed the sizes and intensity of the stimulus grow larger with slower
tactor speeds.

Keywords: Skin stretch + Palm - Stimulation intensity - Tactile
display

1 Introduction

There have been significant advances in the field of tactile displays. The literature
shows that tactile displays have the potential to improve the user’s experience in
gaming, teleoperation, and virtual environment simulation. For instance, tactile
displays were utilized in delivering shape and material information to users [10]
and, also, to deliver instructions and navigational commands [16]. Most of these
haptic feedback technologies transfer information via vibrotactile actuators due
to their effective perception on the skin and simple implementation [3,7]. How-
ever, the vibrotactile feedback does not necessarily provide directional informa-
tion unless multiple actuators are utilized [17]. This type of tactile display may
also create desensitization and discomfort to users at relatively high intensi-
ties [21,26].

Recently, skin stretch has been introduced and implemented as an alternative
tactile feedback modality in multiple studies. The skin stretch approach has the
© The Author(s) 2020
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Fig. 1. Rubber tactor moves in two dimensions on the palm of the hand with different
speeds to create a shape. In this case, a circle.

potential to deliver directional information especially with continuous stimuli
using only one actuator [2]. The moving actuator applies a directional shear
force on the surface of the skin, thus, activating the mechanoreceptors that are
responsible of detecting and monitoring moving objects on the skin [15]. Shear
forces, applied tangentially to the surface of the skin, result from the friction
between the tip of the tactor and the skin [34]. Larger friction forces, for instance,
trigger the mechanoreceptors with higher rates, thus increase the intensity of
stimulation. In this study, we hypothesize that the speed of the actuator as
well as the shape that is created on the palm of the hand can affect the user’s
perception of the intensity and area of stimulation. A two dimensional plotter
mechanism was designed to move a rubber tactor across the skin as illustrated
in Fig. 1. The haptic cue is conveyed when the tactor creates deformations of the
skin in the direction at which it is traveling, hence, users can identify the drawn
shapes and estimate their areas comparatively.

The purpose of this research is to investigate this hypothesis related to how
users perceive tactile displays of different shapes and speeds. The results of this
investigation may provide a new perspective on skin stretch as a method of
delivering information and help the development of tactile display systems in
many applications.

2 Background

Different tactile displays are perceived by different mechanoreceptors in the skin.
Each type of mechanoreceptor is excited with the presence of certain stimuli. For
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instance, fast adapting receptors FA-II perceive the vibration stimulus with dif-
ferent sensitivities based on the frequency and the duration of the vibration [30].
Skin stretch stimuli, however, are perceived by the slowly adapting receptors
SA-II [6]. These receptors stay active as long as there is a stimulus on the skin.
Moreover, it has been shown that tangential forces caused by skin stretch can
be perceived accurately and quickly by humans [4].

Skin stretch stimuli have been widely implemented in tactile display systems
on different locations of the skin. Earlier studies have focused on the fingertip to
investigate skin stretch as a modality to deliver information. For instance, a pre-
vious research showed that humans can differentiate between different tangential
and normal forces when the stimulus is applied on the fingertip [20]. Gleeson et
al, studied the effects of speed, displacement, and repetition of tangential skin
stretch stimuli on the fingertip [12]. Their results showed that higher stimulus
speeds improved the accuracy and perception of direction. Other studies inves-
tigated creating complex displays of virtual objects on the fingertip using skin
deformation [14,25]. Yem et al. even produced a rubbing sensation on the fin-
gertip using one degree of freedom movement [32].

There are also other studies that investigated skin stretch displays on the
forearm [8] and on the lower extremities [7]. However, in comparison to other
locations on the skin, few studies are found regarding skin deformation on the
palm of the hand. Even though the palm is less sensitive than the fingertips, it
has similar densities of SA-II receptors [29] and provides a larger display area for
skin stretch stimulation [13]. Studies have shown that tactile displays which are
applied on the fingers and the palm simultaneously improve users’ perception of
relatively large virtual objects [27]. Skin stretch stimuli on the palm have been
used to deliver driving information and direction to drivers through the steering
wheel [23].

Other studies have investigated several factors that may affect skin stretch
and skin deformation. For example, Edin et al. applied tangential forces at dif-
ferent locations on the body including the palm of the hand. Their results proved
that the speed and direction of the stimulus affect the perception of skin stretch
displays [9]. A more recent study also showed that the intensity of skin stretch
is affected by the speed and displacement of the stimulus [13]. The method pre-
sented here investigated how the intensity and size created by the stimulus were
perceived based on different speeds and stimulation shapes.

3 Method

This investigation consisted of one set of experiments studying several tactor
speeds and stimulation shapes. In each experiment, subjects perceived a random
stimulation shape with a certain size and speed. Three stimulation shapes were
used: a circle, a square, and an equilateral triangle at two different sizes and two
tactor speeds.
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3.1 Apparatus

A two dimensional plotter was designed and built specifically for the purpose of
this study. Unlike conventional 2D plotters, the stylus was replaced with a tactor
and directed upwards so that the palm can rest on it. The tactor’s tip was made
out of rubber and had a spherical shape with a diameter of 4mm which is about
the size of a board pin. The plotter moved the tactor using two stepper motors
attached in an H-bot connection capable of producing different speeds as shown
in Fig. 2. The tactor was mounted on a 3D printer base that was connected to
the plotter contact surface. All the internal components and connections of the
two dimensional plotter were covered with a white box which was cut out in the
center to allow the tactor to move freely in a 7 x 7 cm space which is slightly
less than the size of the average palm for an adult [24].

Fig. 2. Two dimensional plotter was built using two stepper motors. The rubber tactor
is installed on the mount.

3.2 Experimental Setup and Procedure

At the beginning of the experiments, the nature of the study and procedures were
generally explained to the subjects. After that, they were asked to sit in front of
a screen and rest their right hand on the apparatus without applying extra force.
Participants were also asked to wear headphones playing steady music to block
noises generated from the apparatus and surroundings. Before the experiments
began, a test-experiment was given to subjects where a stimulation shape is
randomly applied on the participants’ palms at two speeds 10 mm/s and 20
mm/s. Participants were then asked to rate the intensity of stimuli on a scale
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from zero to four with zero being the weakest and four the strongest. The reason
of conducting the test-experiment is to ensure that subjects had a reference
intensity point to compare it to the stimuli that they were about to experience
at the experiments.

During the experiments, three stimulation shapes were tested, a circle,
square, and an equilateral triangle. Each shape was tested with two speeds
(10 mm/s and 20 mm/s) and two areas. The stimulation areas were divided
into “small” and “large” areas based on the shape. However since three stimu-
lation shapes were used, the areas were not exactly equal for all the shapes.
For instance, the “small” area of the circular stimulus was about 4.5cm?
(r = 1.2cm), while as for the square, the area was 4.4cm? (w = 2.1c¢m) and for
the equilateral triangle the area was 1.7cm? (I = 2cm). Table 1 shows the areas
and perimeters for all three shapes.

Table 1. Stimulation shapes, speeds, and sizes.

Size
Shape Speed Small Large
10 mm/s r=1.2cm r=2.5cm
Circle Area = 4.5cm? Area =19.6cm?

20 mm/s | Circumference = 7.5cm | Circumference = 15.7cm

10 mm/s w=2.1cm w=3.2cm
Square Area = 4.4cm? Area =10.2cm?
20 mm/s Perimeter = 8.4cm Perimeter = 12.8cm
10 mm/s 1=2cm [=3.5cm
Triangle Area = 1.7cm? Area = 5.3cm?
20 mm/s Perimeter = 6cm Perimeter = 10.5cm

With each experiment, a random stimulation shape was applied counter-
clockwise on the palm with a certain speed and size. The screen in front of the
participants displayed all six stimulation shapes (two sizes for each shape). The
sizes were exaggerated so that subjects can identify large and small shapes on
the screen easily. The display also showed the intensity scale that was described
previously. After each stimulation shape was applied, participants recorded their
response using the information on the screen. A total of 12 shape, speed, and
size combinations were randomly applied on each participant. The experiments
took 15min in total, including a few minutes break. Figure3 shows the full
experimental setup with the screen.
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3.3 Participants

A total of ten subjects participated in the experiments, six males and four
females. All of them were healthy, right handed, and between the age of 18
and 50. Each subject read and signed a consent form agreeing to participate in
the experiments.

Fig. 3. Experiment setup where subject’s right hand rests on the apparatus. The screen
shows the stretch intensity scale and the shapes and sizes used in the experiments.

4 Results

In this study the collected data was analyzed using ANOVA with a dependent
variable of stretch intensity and four independent variables of tactor speed, stim-
ulation shape and size, and subject. Another ANOVA with a dependent variable
of subject answers (shape, size) and three independent variables of stretch inten-
sity, tactor speed, and subject was also conducted. When the results showed
statistical differences, a Tukey’s honest significant difference (HSD) test was
performed as a post-hoc test. All statistical tests were based on alpha value of
0.05.

The results of the first analysis showed that the “slow” tactor speed (10
mm/s) had a statistically significantly smaller stretch intensity (F(1,106) =
58.06, p < 0.001) than the “fast” stimuli (20 mm/s) in all stimulation shapes.
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Fig. 4. The means and standard errors for the perceived stretch intensity at two tactor
speeds. The average stretch intensity of slow tactor speeds was statistically significantly
less than fast speeds.
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Fig. 5. The means and standard errors for the perceived stretch intensity at two stim-
ulation sizes. The average stretch intensity of small stimulation sizes was statistically
significantly less than large sizes.

Figure4 shows the mean intensity of stimuli for the “slow” and “fast” tactor
speeds. The slow tactor speed recorded a mean stretch intensity of 1.75 which
was between “weak” and “normal”. The mean stretch intensity of the fast tactor
speed, however, was around 2.7, closer to “strong” on the stretch intensity scale.
Moreover, the results showed that “small” stimuli sizes also had statistically
significantly less stretch intensity (F(1,106) = 58.67, p < 0.001) than “large”
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stimuli sizes within all the applied shapes as illustrated in Fig.5. The results
of stimuli shapes versus stretch intensity showed that the circular shape had
statistically significantly less stretch intensity (F(2,106) = 26.27, p < 0.001)
than the other rectangular and triangular shapes regardless of the size. Figure 6
shows the stretch intensities of the three stimulation shapes. The results did not,
however, show any statistical significant differences between subjects.

The second analysis focused on the perception of shapes and sizes of the
stimuli. The results showed that subjects perceived the “slow” tactor speed sta-
tistically significantly “smaller” (F'(1,106) = 15.79, p < 0.0001) than the “fast”
tactor speed as shown in Fig.7. Furthermore, seven out of ten subjects miss-
identified the “small” square at “fast” tactor speed as a circle of the same size.
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Fig. 6. The means and standard errors for the perceived stretch intensity at three
stimulation shapes. The average stretch intensity of the circular shape was statistically
significantly less than other stimulation shapes.

5 Discussion

In this study, the shape, speed, and intensity of skin stretch stimulation were
investigated on the palm. The experimental results showed that the “slow” tactor
speed was perceived with statistically significantly less intensity than the “fast”
speed. These results agree with previous findings where the intensity of skin
stretch perception increases as tactor speed increases [13]. They concluded that
the relation between speed and intensity, however, was nonlinear. Other studies
showed that an increase in the tactor speed enhances the intensity and accuracy
of the perceived stimulus on the finger [12].
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Further, the results of our experiments showed that “small” stimuli shapes
were perceived with statistically significantly less intensity than “large” stimuli
shapes. A small stimulation shape is created via short stimuli distance, thus,
producing less stimulation intensity. Caswell et al. showed that shorter tactor
displacement yielded a higher accuracy in predicting the direction of stimuli since
their intensity increased [5]. The same results were also found in [13]. However,
these findings can be related to the spatial distribution of the receptors perceiving
the stimuli. Studies have shown that mechanoreceptors are not evenly distributed
on the palm as their densities increase towards the fingertips [1,29]. Moreover,
the ridges on the palm may have played a role on increasing the intensity of
perception for the “large” stimulation shapes. Previous studies indicated that the
microstructure of skin strongly affect the perception of skin stretch displays [22].
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Fig. 7. The means and standard errors of average stimulus sizes at two tactor speeds.
The areas created by slow tactor speeds were perceived statistically significantly larger
than fast speeds.

Despite the statistical differences between stimuli sizes, the experiments
showed that the “circle” stimulation shape had statistically significantly less
intensity than the “square” and “triangle” as illustrated in Fig. 6. It seems that
the presence of corners in the latter shapes amplified the intensity of stimulation
even though the tactor did not stop at those corners during the experiments.
These corners might have increased the friction coefficient between the tip of the
tactor and skin, thus, increasing the intensity. It has been shown that tangential
displacements with friction is perceived with higher sensitivity than frictionless
motion [19,28]. Moreover, the triangular shape was perceived with the highest
intensity out of the three stimulation shapes. This suggests that acute angles of
a stimulus may have an impact on its intensity. Although this effect is distinctly
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different than the priming effect, where multiple stimuli in the same direction
increase the sensitivity of perception [11], it is however worth investigating in
the future.

In addition to the statistical differences in the intensity between tactor
speeds, the stimulation size, and shape, the experimental results showed that
“slow” tactor speeds were perceived statistically significantly larger than “fast”
tactor speeds even though the 12 experiments were randomly conducted. Whitsel
et al. studied the velocity of a stimulus against its perceived motion and found
that distances can be perceived shorter as the stimulus velocity increased [31].
Others have concluded that a stimulus length is perceived as result of speed
and duration [33]. Such a phenomenon can occur due to the spatial properties
of the receptors in the skin [18]. The time duration in our experiments varied
from approximately 7 seconds to 15 seconds for each experiment depending on
the tactor speed and stimulation shape. It is possible that subjects may have
perceived the stimulation shapes of “fast” tactor speeds as smaller. Moreover,
seven out of ten subjects perceived the “small” square at “fast” tactor speed
as a small “circle”. This might be related to the similarities between the small
square and circle in the perimeters and areas as shown in Table 1.

6 Conclusion

In this paper, the effects of stimulation speed, shape and intensity on skin stretch
were investigated by conducting a series of experiments on the palm of the hand.
Ten subjects participated in these experiments where two tactor speeds and
three stimulation shapes were tested. The results showed that stimuli intensities
of relatively slow tactor speeds were statistically significantly less than the fast
ones. The experimental results also showed that relatively small stimulation sizes
and circular shapes were perceived with less intensity than large stimulation
sizes and other shapes respectively. Further, there were also differences in the
perceived sizes of stimuli among stimulation shapes. Future work will focus on
studying the direction of the stimulus and stimulation angles of different shapes
on the skin.
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Abstract. Interfaces that allow users to interact with a computing sys-
tem by using free-hand mid-air gestures are becoming increasingly preva-
lent. A typical shortcoming of such gesture-based interfaces, however,
is their lack of a haptic component. One technology with the poten-
tial to address this issue, is ultrasound mid-air haptic feedback. At the
moment, haptic sensations are typically designed by system engineers
and experts. In the case of gestural interfaces, researchers started involv-
ing non-expert users to define suitable gestures for specific interactions.
To our knowledge, no studies have involved — from a similar participatory
design perspective — laymen to generate mid-air haptic sensations. We
present the results of an end-user elicitation study yielding a user-defined
set of mid-air haptic sensations to match gestures used for interacting
with an Augmented Reality menu environment. In addition, we discuss
the suitability of the end-user elicitation method to that end.

Keywords: Mid-air haptics - End-user elicitation study -
Participatory design

1 Introduction

While advancements in gesture recognition technologies (e.g., Microsoft Kinect,
Leap Motion) open up exciting new ways of human-computer interaction, one
important constraint they face is their lack of a haptic component. One tech-
nology that carries the potential to address this shortcoming, without impeding
the user with wearables or hand-held devices, is ultrasound mid-air haptic feed-
back [2,3]. By generating pressure fields in mid-air via an array of ultrasound
transducers, this technology allows the user to experience a sense of touch on the
palm and fingers of the unencumbered hand. The ultrasound waves that create
these pressure fields can be meticulously altered, opening up a quasi-infinite set
of sensations, shapes and patterns. Typically, it is experts and specialists who
are tasked with their design. For gestures, however, it has already been argued
that even though designer-designed gestures might be expertly crafted, end-user
elicited gestures are more intuitive, guessable and preferred [4]. Accordingly, we
believe this might be true for mid-air haptic sensations too. To our knowledge,
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so far only one other study has involved end-users to create mid-air haptic sen-
sations [5]. However, whereas their goal was for participants to create mid-air
haptic sensations to convey and mediate emotions to others, we wanted to test
whether novice users can ideate haptic sensations to match gestures used for
operating a menu in Augmented Reality (AR). To this end, we turned to Wob-
brock et al.’s end-user elicitation methodology [12]. Typically, such elicitation
studies present participants with one or more referents for which they are asked
to ideate a suitable symbol. A referent is the effect of an interaction with an
interface (e.g., an increase in volume on a music player). The symbol is the cor-
responding action (input) that is required to invoke the referent (e.g., turning the
volume knob clockwise). In principle, a symbol can be anything that computing
systems are able to register as input. This method has been used to design sym-
bols (input) to actuate, among others, touchscreens [13], virtual & augmented
reality [6], smart glasses [9], home entertainment systems [10] and public dis-
plays [7]. Whereas up until now participants of end-user elicitation studies were
tasked with the ideation of the symbol, we assigned ours with the elicitation
of what we suggest to call intermediary referents. ‘Intermediary’ means it con-
cerns not the main system output (referent), but rather a form of feedback that
accompanies it. Common examples might be the vibrotactile feedback we feel
when typing on our smartphone, or the beeping tones we hear when adjusting
the volume.

With this work, we present a set of user-defined intermediary referents in the
form of mid-air haptic sensations to match a set of gestures used for interacting
with an AR interface. We discuss the eligibility of the end-user elicitation method
for their design.

2  Study Setup

Twenty-four non-specialist participants were invited individually to our lab in
Leuven, Belgium to elicit a set of five mid-air haptic sensations to match five
gestures actuating an AR menu. Given the novelty of mid-air haptics, partic-
ipants were recruited from a list of people who had previously taken part in
a study involving ultrasound mid-air haptics. They were still non-experts, but
had at least a basic understanding of what the technology does and how it feels.
Ages ranged from 19 to 56 (u = 26,2). Ten participants were male, fourteen
were female.

2.1 Apparatus and Gesture Selection

For our participants to interact with an AR menu, we chose Microsoft’s HoloLens
as it is by default gesture-controlled and free of hand-held controllers or wear-
ables. Three proprietary gestures allow for its actuation: 1) ‘bloom’ (used to
evoke the home menu at any time to easily navigate in and out of applications);
2) ‘air tap’ (used to select things, equivalent to a mouse click on a desktop); 3)
‘tap and hold’ (equivalent of keeping a mouse-button pressed, e.g., for scrolling
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on a page). ‘Air tap’ was left out because it is similar to ‘tap and hold’ in every
aspect except for its duration (‘air tap’ being more brief and thus less suitable
for mid-air haptic actuation). In addition to the default HoloLens commands,
we turned to Piumsomboon et al.’s user-defined AR gesture set [6] to supple-
ment the HoloLens gestures. From it, we selected three additional gestures for
our study: a) ‘swipe’ (used to rotate a carousel); b) ‘stop’ (used to pause, e.g.,
a song or video); and c) ‘spin [index finger]” (used to increase or decrease the
volume). We chose these three gestures because they were directly applicable to
interactions that are possible in the existing HoloLens menu environment (e.g.,
by using the multimedia player) and because they leave at least part of the
palm and fingers unadorned and thus free to be actuated by ultrasound waves
(whereas, e.g., a clenched fist would occlude each operable area of the hand).

2.2 Procedure

The goal of the study was explained to each participant as follows: while wearing
a Microsoft HoloLens, they would execute five basic menu-related tasks in AR
by using bare-hand gestures in mid-air. For each gesture, they would ideate a
mid-air haptic sensation that suits this gesture best and feels most ‘logical’ for
that interaction. At the start of each session, participants were presented a set
of ten distinct mid-air haptic sensations to (re)acquaint themselves with the
different adjustable properties (i.e., location on the hand, shape of the pattern,
duration, dynamics and single-point vs. multi-point feedback).

Using the five gestures described above, participants then completed a set
of tasks in AR. For each gesture, participants were encouraged to think out
loud, depict and describe what mid-air haptic sensation they would want it to
be accompanied by. Sessions had a duration of approximately 45 min. Because
wearing an AR headset for a prolonged time becomes cumbersome and con-
sidering the time required to elicit and explain in detail each mid-air haptic
sensation, we deliberately kept the set of tasks relatively small in comparison
to other elicitation studies. For each participant, the entire process was video
and audio recorded. In addition, the study moderator took notes; inquired for
clarification, and reminded participants to go over all the adjustable properties
that constitute a mid-air haptic pattern (cfr. supra).

Naturally, the HoloLens is by default unable to detect Piumsomboon’s ges-
tures and respond to them. This is why during each session, the proprietary
HoloLens gestures were always visited first. After having performed the two
‘functional’ HoloLens gestures and having ideated a matching mid-air haptic
sensation for them, participants were able to more easily perform the ‘non-
functional’ gestures from Piumsomboon’s user-defined set and imagine them
having the targeted effect. No participants indicated having difficulties with this.

As to not curb creativity, we emphasized that technical limitations and fea-
sibility did not have to be considered. Participants were told to simply imagine
what they would want to feel and not worry about how the mid-air haptic sensa-
tion would be emitted on the hand. For example, we explained that the mid-air



28 L. Van den Bogaert and D. Geerts

haptics could be emitted from the HoloLens itself (as in a similar setup presented
by [8]) rather than from a unit standing on the table.

3 Analysis

All elicited sensations were analyzed and categorized based on the researcher
transcripts and audiovisual recordings made during the elicitation phase.
Because we allowed participants a high degree of freedom, often minor variations
on similar ideas and patterns were proposed. Rather than discriminating sensa-
tions from each other for each identifiable objective inconsistency, we assessed
and categorized them on a conceptual level. For example, to summon the ‘home
menu tile’ in AR by making a ‘bloom’ gesture, 11/24 participants suggested a
single short mid-air haptic sensation felt on the palm of the hand right after
finishing the movement. Whether this sensation had the shape of, e.g., a square
or a circle was not deemed imperative to the conceptualization and thus all 11
designs in which ‘a short sensation on the palm to confirm that the gesture was
well registered’ was described, were placed in the same conceptual group.

As such, all 120 ideated sensations were classified based on their conceptual
similarity. This resulted in 26 different conceptual groups, each representing a
distinct conceptual model of mid-air haptic feedback. To understand the degree
of consensus on the conceptual groups among participants, the revised agreement
rate AR by Vatavu & Wobbrock [11] was calculated for each gesture:

P I
ARG = [pr1 2 <|P|> e

P;,CP

where P is the total amount of elicited sensations per task and Pi is the subset
of sensations with a similar conceptual model for that task. To revisit ‘bloom’
as an example; the conceptual groups contained respectively 11, 8, 2, 2 and 1
user-elicited mid-air haptic design(s). The agreement score for this gesture is
then calculated as follows:

e = (131) < (i) + Gor) + (i) + (i) + (i) = (i) =008
4 Results

Each participant ideated one mid-air haptic sensation for each of the five ges-
tures, resulting in a total of 120 sensations. Table 1 shows the agreement rate for
each gesture/task.

Bloom. The bloom gesture, used to summon the home menu tile at any given
moment in the HoloLens environment requires all 5 finger tips to be pressed
together and then opened into a flat hand, palm facing up, with space between
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Table 1. Consensus set of user-defined mid-air haptic sensations

Gesture Bloom |Tap and hold| Swipe Stop Spin

Visual depiction @) % % s\\ S\\m & @f @Z @Y

(darker = stronger)
Agreement rate
(AR)

0.308 0.308 0.228 0.576 0.297

each finger. Out of 24 participants, 11 suggested to receive a simple, short one-
time feedback on the hand palm that immediately disappears again and confirms
that the gesture has been registered well (AR = 0.308). The other conceptual
groups were a) ‘opening circle on the palm of the hand to mimic the menu being
spawned from the hand (n = 8); b) ‘constant sensation on the entire palm that
remains present as long as the menu is opened’ (n=1); c) ‘horizontal line rolling
from the bottom of the palm up to the fingertips’ (n = 2); and d) ‘mid-air haptic
sensation on each fingertip that becomes sensible starting from the moment the
fingertips are pressed together until the moment the gesture is completed (n = 2).

Tap and Hold. The ‘tap and hold’ gesture is used to scroll through pages and
requires the user to pinch together their stretched-out index finger and thumb
and maintain this posture in order for the scroll modus to remain activated.
Users can then lift or lower the hand to move the page up and down. Scroll
speed can be adjusted by moving the hand further up and down in respect to
the original location. The conceptual sensation that was elicited most often here
(n=11, AR = 0.308) was ‘a constant sensation on the tip of the thumb and index
finger that remains sensible as long as the scroll functionality is active, with the
intensity depending on the speed at which the user scrolls’. An almost similar
design proposed by 8 other participants also suggested a constant sensation on
the tips of the index finger and thumb. However, they made no notion of the
intensity corresponding to the scrolling speed.

Swipe. To rotate through a carousel, HoloLens users normally have to point
and click on elements in the far left or far right of that carousel. We, however,
asked our participants to imagine that instead, they could use a full-hand ‘swipe’
to rotate the elements in the carousel. We clarified that this ‘swipe’ gesture was
appropriated from Piumsomboon et al.’s user-defined gesture set for AR, and
that it would not actually work with the HoloLens. Nonetheless, participants
were asked to perform the gesture multiple times and imagine the carousel actu-
ally rotating. None of them indicated having trouble imagining this work and
multiple participants spontaneously commented that this would indeed increase
the ease of use. With an agreement rate of 0.228, the conceptual group on which
there was most consensus contained the design of 10 participants who suggested
to feel a ‘vertical line that “rolls” over the entire length of the hand (i.e., from
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the bottom of the palm over to the fingertips) while making the gesture’. The
two (out of five) other most popular conceptual groups were ‘sensation (static)
that decreased in intensity while moving the hand’ (n = 4) and a concept similar
to the consensus sensation but with the line being fixed to one location instead
of ‘rolling’ over the hand (n = 5).

Stop. Using the HoloLens media player, participants watched a short movie
and were asked to imagine they could pause it by briefly holding out a flat hand
(‘stop gesture’) in front of them. This was the second non-functional gesture,
yet again, none of the participants indicated having trouble to imagine it work.
The consensus on elicited sensations for this gesture was ‘very high’ (AR =
0.576) [11]. Eighteen participants proposed ‘a single short sensation to confirm
that the gesture has been registered’, similar to the consensus sensation for
‘bloom’. The other 6 participants (n = 3, respectively) wanted to feel a) ‘a
sensation on the hand as long as the movie remained paused (as opposed to one
short confirmation)’; and b) ‘a sensation that enlarged and/or intensified while
the hand was brought forward, to only be emitted at full strength when the arm
was completely stretched out and the screen paused.

Spin. We asked participants to imagine that they could adjust the volume of
the AR environment by spinning their stretched index finger clockwise (increase)
or counter-clockwise (decrease). Seven different conceptual groups were needed
to classify the heterogeneous ideas that were elicited for this gesture. The design
on which there was most consensus (n = 12, AR = 0.297) was described as
‘a constant sensation on the index fingertip or on the entire index finger, with
intensity increasing or decreasing according to the volume’

5 Discussion

The presented sensations constitute a user-defined consensus set of mid-air hap-
tic sensations that match gestures used to interact with an Augmented Reality
menu environment. Despite the quasi-infinite range of possible mid-air haptic
sensations and the idiosyncrasy of its features (timing, dynamics, location on
the hand, intensity, . .. ), the agreement scores of our final five gestures (between
0.228 and 0.576) can be regarded as medium (0.100-0.300) to very high (>0.500)
according to [11]. As the consensus set shows, the majority of participants seemed
to prefer relatively simple and straightforward sensations to amplify their ges-
tures. In addition to an inclination towards non-complex sensations, also note-
worthy was how participants used mid-air haptic intensity in their elicited sen-
sations. Depending on the functionality of the associated gesture, in some cases
intensity was indeed a key feature. When the gesture actuated a discrete func-
tion (e.g., bloom and stop), a short monotone sensation was usually preferred,
whereas more continuous menu-actions (e.g., scrolling through a page or adjust-
ing volume) came with more continuous (i.e., changing intensity) sensations.
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Administering the end-user elicitation method to generate what we propose
to label as intermediary referents instead of symbols, shows promise but requires
some remarks too. Our study suggests this method to be useful for the ideation
of user-defined mid-air haptic sensations, however, for other sensory modalities
it might not be as easy to have non-experts elicit novel designs and forms.
Novices may not be familiar enough with the adjustable variables and properties
of a sensorial modality in order to ideate variants of it. This contrasts with the
end-user elicitation of, e.g., gestures, as people are apprehensive of their own
physical possibilities (and limitations) and therefore inherently more capable of
expressing themselves physically. Asking untrained participants to ideate, e.g.,
auditory intermediary referents (sound design), would assumedly require more
training and /or facilitating tools. The think-aloud protocol that was used for our
study, in combination with the available UltraHaptics kit on which simulations of
elicitations could be depicted, was in our case proficient. However, when having
end-users elicit other types of intermediary referents, we advise to assess well up
front whether a modality is at all suitable for end-user elicitation and to think
of the means or tools necessary to allow participants to elicit new variants of it.

Finally, one way to further validate the results of an elicitation study is what
Ali et al. [1] describe as end-user identification studies. They are the conceptual
inverse of elicitation studies: they present participants with a symbol and ask
which referent would be invoked by it. In the case of intermediary referents,
then, a control group would be asked to identify from a set of mid-air haptic
sensations, which one suits a specific symbol (gesture) best. This would be a
beneficial topic for follow-up research.
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Abstract. Previously, we proposed a pseudo-haptic method of chang-
ing the perceived roughness of virtual textured surfaces represented by
vibrational feedback during pen-surface interaction. This study extends
the method to finger-surface interactions in order to change the rough-
ness judgment of real surface. Users watched computer-generated visual
oscillations of the contact point while exploring the texture using bare
fingers. The user study showed that our method could modify roughness
judgment of real textured surfaces.

Keywords: Human computer interaction - Haptic interface

1 Introduction

Tactile texture rendering of virtual surfaces is important for providing the user
with a highly realistic interaction experience with virtual objects. Such realistic
tactile texture rendering of virtual object surfaces usually require some kind of
electromechanical devices.

Recently, pseudo-haptics has attracted attention as a light-weight haptic
presentation approach. The pseudo-haptic sensation [3,7] is produced by an
appropriate sensory inconsistency between the physical movement of the body
and the observed movement of a virtual pointer [4]. As for texture perception,
some studies attempted to generate texture perception using the pseudo-haptic
effects without sophisticated haptic devices [1,2,5,9,10]. Previously, we proposed
a pseudo-haptic method for modulating the vibrotactile roughness of virtual sur-
faces during pen-surface interactions, and our user study showed the effectiveness
of the proposed method [9]. In the method, users watched a visually perturbed
contact point. However, since the proposed method assumed pen-surface inter-
actions, users could not sense temperature or friction of the virtual surface.
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Fig. 1. We propose a method for modulating the roughness perception of real textured
surfaces touched by the users using their bare fingers.

In the present study, we attempt to apply the same method to finger-surface
interactions. In that environment, the users watch the visually perturbed con-
tact point while exploring real surfaces with their bare fingers (see Fig.1). The
research question of this research is to investigate whether the method can change
the roughness judgment of the real surface during finger-surface interaction.

2 Concept

2.1 Pseudo-haptic Method Using Visual Oscillations

This study adopted the same pseudo-haptic method using visual oscillation as [9].
Please see details there. The pointer translation is calculated as X5 = Xorigin+
Cxaxrandom(—1, 1)xabs(V') and Yy,is = Yorigin+Cxaxrandom(—1,1)xabs(V).

Here, Xorigin, Yorigin are the original pointer position along the x-axis and
y-axis. Xyis, Youis 1S the translated pointer position along the x-axis and y-axis,
which are visualized on screen. The translation amount is obtained as a product
of a, a random value sampled from the standard normal distribution, and the
absolute value of the device’s velocity V. C is a constant. « is the coefficient
unit, which means the “size of the visual oscillation.”

3 User Study 1

The first user study investigated whether visual oscillations modified the rough-
ness judgment during finger-surface interactions. Ten participants, aged from 22
to 25 participated in the experiment. All participants were right-handed.

3.1 Experimental System

We manufactured texture plates by arranging glass particles (KENIS, Ltd) on
acrylic plates following [6,8]’s approach. Glass particles of different sizes were
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carefully attached to a flat acrylic plate with a double-sided sticky tape. In this
study, we prepared nine texture plates with uniform surfaces, shown in Fig. 2.
The diameters of the glass particles were 50, 75.5, 115, 163, 210, 425, 605, 850,
and 1194 pm.

Fig. 2. Nine texture plates covered with glass particles. The diameters of the glass
particles were different for different plates. The length and width of the plate were
100 mm.

Figure 3 (a) shows the experimental environment. One of the texture plates
was placed about 30 cm in front of the participants. The texture plate was unseen
directly from the participants, owing to a mirror. The position sensor of the
tracker (Polhemus Fastrak) was attached to the participants’ index fingers.

The position of the index finger was updated at 120 Hz and sent to a personal
computer (PC). Unity was used for visualizing the position of a finger, according
to the sensing position at 60 Hz. The contact point was visualized as a black
circle, and the circle diameter was three pixels, which was equivalent to 0.93 mm
on display (ASUS VG278HE, 1920 x 1080, 81.589 dpi). From the viewpoint of
the participant, the pointer appeared to be positioned as the same position as
their index finger. The participants touched the texture plates with their index
fingers, while watching two separate areas on the screen, and judged which area
felt rougher (Fig.3 (b)). The haptic information about both areas, acquired by
touching the texture plate, was the same, since the glass particles’ diameters
across the texture plate were the same. The width and height of the texture
area displayed were adjusted to be the same as those of the real texture plate.

The pointer oscillated, and the position of the pointer was updated using the
expression in section II. We conducted preliminary experiment to narrow down
the « value where the pseudo-haptics were effective to some extent. According
to the preliminary experiment, the user study used three different « values (o =
1,1.5,2) to investigate the effect of size of « values. We refer to the three different
« values as different “visual conditions”. C was configured so that the translation
distance was 4.82 pixels (1.5 mm) when the pointer moved at 200 mm/s and o
was 1. C' was constant for all three a.
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Fig. 3. (a) Environment of the user study. Top: Overview. Bottom Left: The sensor
was attached to the participants’ index fingers. Bottom Right: Participants watched
their finger movement through pointer on mirrored display. (b) Experimental window.
There were left and right side.

We refer to the nine texture plates (from #1 to #9) as different “texture
conditions”.

3.2 Task Design

This experiment used a within-participants design. The participants touched a
texture plate under the mirror, watching the pointer in the left or right area on
display. In One area, the pointer oscillated while in the other area, the pointer
did not oscillated.

The assignment of the visual oscillation to the specific area (left or right)
was randomly determined. After freely touching the plate, the participants were
asked to report which area they felt to be rougher, by pushing the button. Since
we wanted to reproduce the same situation as when touching a surface as usual,
we did not define the time limit for each trial. We told participants to focus
on the haptic roughness of the plates while watching the pointer on the screen
and asked them to judge the roughness based on the haptic roughness instead of
visual information. We allowed participants only to slide the pen on the surface
and prohibited tapping or flicking gesture with pen. Also, participants were told
that the texture plates were homogeneous.

There were nine texture conditions (from #1 to #9) and three visual condi-
tions (o = 1,1.5,2). For each condition, the participants repeated the trial four
times. Thus, each participant conducted 108 trials (= 9 x 3 x4). The texture and
visual conditions were presented in the random order, and were counterbalanced
across the participants.
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3.3 Result and Discussion

First of all, to determine whether the participants’ answers were dissimilar from
chance (50%), a chi-square goodness-of-fit test was performed on the frequency
of the participants’ selections for two texture plates, against the null hypothesis
that the two areas were equally selected. Figure 4 shows the number of times and
a percentage a selection was made for the areas with visual oscillation for each
visual and texture condition. Out of the 40 selections (10 participants multiplied
by 4 times) under each condition for the question, the difference was observed
to be statistically significant (p < 0.05) for all conditions, except only one
condition (« = 1 and texture #1, p = 0.057). The result of chi-square test
and the biased selection to the areas with visual oscillation implied that the
participants reported that the vibrotactile texture felt rougher compared with
the case in which there was no visual oscillation.

—_

1008
o 33(82.5%) 31 (77.5%) =
DY 30(75.5%) 31(77.5%) | 27 (67.5%) 0 =
| Q
S 27(67.5%) | 32(80.0%) | 27 (67.5%) i
O 7 R
=P8 33(825%) 31(77.5%) 31(77.5%) 80 2
c [
I 27 (67:6%)8 37 (92.5%) | 30 (75.0%) E
(0] —
EFY 33(825%) 31(775%) 34(85.0%) 70 §
Q
GBS 31(77.5%) 34(85.0%) 33 (82.5%) &
Py 30(75.0%) 36(90.0%) 38 (95.0%) (RS-
P 36(90.0%) 36(90.0%) 37 (92.5%) g
* 50 ©
a=1 a=1.5 a=2 o

visual condition

Fig. 4. Matrix along texture condition axis and visual condition axis on the frequency
and percentage of selection for the areas with visual oscillation.

Next, we conducted an analysis using the generalized linear model with the
binomial distribution. We compared the full model and each of the three reduced
models which had variables of (1) only visual condition or (2) texture condition
or (3) visual and texture condition but without interaction effect. Then, we
conducted a likelihood ratio test (L.R.T) against the null hypothesis that each
reduced model’s deviation and the full model’s deviation were same. We gener-
ated it using the chi-square test which is equivalent to L.R.T when performing
logistic regression.

According to the result, the reduced model without texture condition was
significantly different from the full model (p < 0.01) and thus, the texture
condition significantly affected the response. On the other hand, the reduced
model without visual condition or interaction effect was not different from the
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full model (p > 0.05). Thus, visual condition and interaction effect was not
shown to affect the response.

The result of this user study suggests that visual oscillations may change
the roughness judgment of real textures. However, under the experimental con-
ditions, the participants may have answered only the presence or absence of
the visual oscillations. Therefore, we conducted a user study 2 to evaluate the
physical equivalent point from the viewpoint of tactile roughness, and indirectly
confirmed the effect of visual oscillations.

4 User Study 2

The second user study investigated what size of visual oscillation is optimal to
provide the desired, modified roughness. Six participants, aged from 22 to 25
participated in the experiment. All participants were right-handed.

4.1 Experimental System

The experimental environments except for texture plates’ arrangement and the
experimental window were the same as user study 1. The same texture plates
from #1 to #9 were used in this user study. The closest pairs of two texture
plates in terms of roughness (e.g. [#1, #2]) were presented to participants at
the same time. We refer to the eight pairs of texture plates (from [#1, #2] to
[#8, #9]) as different “texture pair conditions”.

The visual oscillation was disabled for the rougher texture and was enabled
for the smoother texture. Participants adjusted the size of visual oscillations a of
smoother texture so that they felt the same roughness from both texture plate.
The value of C' was the same as previous user study.

100mm 100mm

100mm

Experi of j
Side
Z: Decrease X: Slight Decrease C: Slight Increase V: Increase

|

Press Enter key to submit
Press ESC key to give up

Fig.5. (a) Participants touch two different rough texture plates. (b) Experimental
window. There were left and right side, each corresponding to two plates.
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4.2 Task Design

This experiment used a within-participants design. The participants touched
two texture plates under the mirror. One of the two plates was rougher and
another was smoother. Though the assignment of the left or right to the plates
was randomly determined, which side was the target of adjustment as illustrated
in the experimental window. The pointer visually oscillated when the smoother
plate was touched, but the pointer did not oscillate when the rougher plate was
touched. The participants were asked to adjust the size of the visual oscillations
« of the smoother plate so that they felt the same roughness from both the
texture plates. Participants pushed a button from “decrease (—0.04)”, “slight
decrease (—0.02)”, “slight increase (+0.02)”, or “increase (+0.04)”. The initial
value of o was set at 0. There was no time limit for adjustment and participants
could push buttons repeatedly.

There were eight texture pair conditions. For each condition, the partici-
pants repeated the trial twice. The texture pair conditions were presented in the
random order.

4.3 Result and Discussion

Figure 6 shows the results. The horizontal axis shows the smoother texture plate
of texture pairs. The vertical axis shows the adjusted size of visual oscillation
for the smoother texture of texture pairs.

If the visual oscillation does not affect the roughness, the adjustment value
should be zero. To determine whether the adjustment value is different from
zero, we conducted t-tests for each texture pair condition. We conducted the
normality by the Shapiro-Wilk test for each texture pair condition in advance.
The results of the t-test for all shows that the adjusted size of visual oscillation
was significantly different from zero (p < 0.05) and adjusted values ranged from
0.8 to 1.5.
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Fig. 6. The adjusted visual oscillation size for smoother texture plate for equalizing
roughness.
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Next, we performed a one-way ANOVA with factors of texture pair condition
on the adjusted size. We conducted a Mauchly’s test to check the sphericity
criteria in advance of the ANOVA test. According to the ANOVA results, the
texture pair condition did not significantly affect the adjusted size (F(7,84) =
2.12,p = 0.61).

5 Conclusion

In this study, we applied the pseudo-haptic method using visual oscillations, to
modify the subjective roughness judgment while scanning real textured plates
with bare fingers. We manufactured various texture plates, with roughness rang-
ing from several tens of micrometers to several millimeters. We conducted user
study where users judged the roughness of plate under conditions with and with-
out visual oscillations. The results showed that visual oscillations can modify the
perceived roughness of real textured surfaces.

References

1. Costes, A., Argelaguet, F'., Danieau, F., Guillotel, P., Lécuyer, A.: Touchy: a visual
approach for simulating haptic effects on touchscreens. Front. ICT 6, 1 (2019)

2. Hachisu, T., Cirio, G., Marchal, M., Lécuyer, A., Kajimoto, H.: Virtual chromatic
percussions simulated by pseudo-haptic and vibrotactile feedback. In: Proceed-
ings of the 8th International Conference on Advances in Computer Entertainment
Technology (20), pp. 1-5 (2011)

3. Lécuyer, A.: Simulating haptic feedback using vision: a survey of research and
applications of pseudo-haptic feedback. Presence 18, 39-53 (2009)

4. Lecuyer, A., Coquillart, S., Kheddar, A., Richard, P., Coiffet, P.: Pseudo-haptic
feedback: can isometric input devices simulate force feedback? In: Proceedings of
IEEE Virtual Reality, pp. 83-90 (2000)

5. Lécuyer, A., Burkhardt, J.M., Etienne, L.: Feeling bumps and holes without a
haptic interface: the perception of pseudo-haptic textures. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, vol. 6, pp. 239-246

2004

6. 1(\Iatsu)me, M., Tanaka, Y., Kappers, A.M.L.: Individual differences in cognitive
processing for roughness rating of fine and coarse textures. PLOS ONE 14(1),
1-16 (2019)

7. Pusch, A., Martin, O., Coquillart, S.: Hemp-hand-displacement-based pseudo-
haptics: a study of a force field application. In: Proceedings of IEEE Symposium
on 3D User Interfaces, pp. 59-66 (2008)

8. Tsuboi, H., Inoue, M., Kuroki, S., Mochiyama, H., Watanabe, J.: Roughness per-
ception of micro-particulate plate: a study on two-size-mixed stimuli. In: Auvray,
M., Duriez, C. (eds.) EUROHAPTICS 2014. LNCS, vol. 8618, pp. 446-452.
Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-662-44193-0_56

9. Ujitoko, Y., Ban, Y., Hirota, K.: Modulating fine roughness perception of vibrotac-
tile textured surface using pseudo-haptic effect. IEEE Trans. Vis. Comput. Graph.
25(5), 1981-1990 (2019)

10. Ujitoko, Y., Ban, Y., Hirota, K.: Presenting static friction sensation at stick-slip
transition using pseudo-haptic effect. In: Proceedings of IEEE World Haptics Con-
ference, pp. 181-186 (2019)


https://doi.org/10.1007/978-3-662-44193-0_56

Surface Roughness Judgment During Finger Exploration 41

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.


http://creativecommons.org/licenses/by/4.0/

)

Check for
updates

Identifying Tactors Locations
on the Proximal Phalanx of the Finger
for Navigation

Justine Saint-Aubert®)

Paris, France

Abstract. Vibrotactile stimulation has been investigated to provide
navigational cues through belts, vests, wrist-bands and exotic displays.
A more compact solution would be the use of a ring type display. In
order to test its feasibility, a user-centered experiment is conducted. The
ability of participants to identify cardinal directions and inter cardinal
directions by vibrotactile stimulation on the proximal phalanx is inves-
tigated. The results indicate that participants achieved 96% accuracy
for cardinal directions and 69% accuracy for cardinal plus inter-cardinal
directions using a static stimulation. The identification rates of dynamic
stimulation are lower than that of static stimulation.

Keywords: Vibrotactile displays - Perception - Navigation - Ring
device

1 Introduction

1.1 Navigation Using Tactile Stimulation

Navigation refers to the process of finding a way from one place to another.
It implies asserting one’s position in the environment and planning the next
direction. In the following, we take an interest in the planning step only.

We usually rely on visual feedback in order to navigate but holding a map
or a mobile phone while walking affect the awareness of the pedestrian [13].
Tactile has shown benefits in substituting vision since information can be con-
veyed to users without altering their perceptions of the surrounding environment
[22]. Among tactile cues, vibrations are one of the most convenient. They can
be generated using small actuators (tactors), resulting in easy-to-carry devices.
Vibratory displays have shown their efficiency for in-vehicle and pedestrian nav-
igation (e.g [3,10]), but are hardly used in everyday life.

Among existing solutions, hand-held devices have been proposed. Mobile
phones that integrate one tactor are the most frequently used and handles com-
posed of an array of tactors have also been advanced [4] but they prevent manual
interactions and can induce fatigue. In a different strategy, hand-free systems
have then been developed. Vibrotactile matrix have been integrated in gloves
© The Author(s) 2020
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[21], body trunk systems (e.g [6]), anklets [2], forearm systems [16] and others.
All these solutions have shown to support navigational tasks but are unlikely to
be used for everyday life. Furthermore, the body trunk and the head are con-
sidered as personal areas and users acceptance can be an issue. An alternative
can be found in wristbands displays. Prototypes that include one or two tactors
[1,14] or watch with 6 tactors [19] have been proposed'. The wrist is however
one of the less sensitive part of the body [23] and a more compact solution can
be suggested through a ring device.

A ring display would be easy to carry, discreet and versatile since it can be
adapted to any finger. The finger is a socially established part so user acceptance
should not be an issue. Finally, it implies in part a tactile stimulation on the
glabrous skin that is higly sensitive to vibration [18]. The solution then seems
promising but the feasibility of such a device has never been investigated.

1.2 Feasibility of a Ring Device

A ring display would be made of tactors placed all around the finger and the
location of the activated tactors interpreted as directional information. In order
to be used for navigation, users have then to correctly localize the tactors, which
is not guaranteed. The stimulation would be on the proximal phalanx of the
finger and at this level the glabrous skin of the palmar surface is next to the less
sensitive skin of the dorsal surface, the perception of vibrations could then be
altered. The tactors would also be close from each other while localization rates
are better with greater inter-disances (e.g [15,23]).

These drawbacks could be compensated by the spatial repartition of the
tactors on the finger that makes information map body coordinates. A dynamic
strategy could also be exploited. While a single tactor is activated during static
stimulation, several ones are sequentially triggered during dynamic stimulation
and recognition rates can be greatly improved using this strategy [20]. To test
these hypotheses, a psycho-physical experiment is conducted. Four tactors are
placed on the proximal phalanx of participants in order to map body coordinates.
Their ability to identify directions using static and dynamic stimulation studied.
The identification of cardinal directions is investigated (1). The identification of
cardinal plus inter-cardinal directions is also examined (2).

2 Psychophysical Experiment

2.1 Set up

Four pancake tactors (GoTronic VM834, & 8 mm, 3V, 1200rpm) are glued at
ring level in the middle of the dorsal, volar and side surfaces of the index finger
(Fig. 1 (a)). They are activated with a Arduino Uno card? controlled by a C++
program running on a Linux computer. The overall frequency is up to 3.5 kHz.

! The latter is not specifically dedicated to navigation but it is a potential application.
2 https://store.arduino.cc/arduino-uno-rev3.
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Signals sent to tactors are 300 ms pulse at 3 V. The resulting vibration is about
200Hz in the range of optimal sensitivity of Pacinian corpuscles (200Hz <
250 Hz) [11]. The tactors are fixed on the non-dominant hand of the participants,
leaving the other hand free to provide feedback via a computer located on a table
in front of them. The hand with tactors is placed palm down and the index finger
raised using foam in order to prevent tactors/table and tactors/skin contact. The
complete set up is shown in Fig. 1 (b).

(a)

Fig. 1. (a) Pictures and close ups of tactors fixed on the proximal phalanx of the index
finger. (b) Picture of the complete set up (tactors and computer) with a particpant.

2.2 Method

A compass and buttons corresponding to directions are displayed on the com-
puter. Vibro-tactile stimulations are transmitted to the participants who have
to identify the encoded directions, using a touch-pad to make responses.
During a session, the order of the stimulations is randomly predefined so it
is the same between participants. Stimuli are tested in a row and no breaks are
allowed. Once a participant gives an answer, no feedback is provided and the
next stimulus appears after 3 s. Pink noise is played to them through headphones
and they are not blindfolded but are asked to focus on the computer screen.

2.3 Participants

Eight participants (2 males), ages 27 to 43 (mean age 31 years + 5.8), volunteer.
They are selected because they do not report any visual impairment or physical
issues. Seven of them are right-handed according to Coren’s handedness test [5].

3 Identifications of Cardinal and Inter-cardinal Directions

3.1 Static and Dynamic Stimulations of Cardinal Directions

The ability of the participants to identify cardinal directions is examined. In a
first session, static stimulation is tested. The tactors and the compass keep the
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same orientation (Fig.2 (a)). The activation of the tactor on the dorsal surface
of the finger corresponds to a North command, the tactor on the volar surface
describes the South, a tactor on the side encodes the East and so on (Fig. 2 (b)).

e

Fig. 2. (a) Relative directions between the index finger from face and the compass.
Static (b) and dynamic (c) stimulation of cardinal directions. Sinusoids represent acti-
vated tactors and red color apparent locations of vibrations. Numbers and shades of
red indicate a sequence of activation. (Color figure online)

In another session, dynamic stimulation is investigated. The tactors and the com-
pass remains in the same positions, however three tactors are activated sequen-
tially. For instance, the North is encoded by the activation of the tactor on the
volar surface, the side and finally on the dorsal surface. The same scheme, always
clockwise is chosen for the other directions (Fig.2 (b)).

All the participants performed both sessions using a counterbalanced design
in order to control potential effects of the order. During each session, each car-
dinal direction is tested 30 times for a total of 120 trials.

3.2 Static and Dynamic Stimulations with Inter-cardinal Directions

The ability of participants to identify inter-cardinal directions is investigated.

(b)

Fig. 3. Stimulations of inter-cardinal directions. See the caption of Fig. 2 for details.

While the tactors are only located at cardinal locations, inter-cardinal directions
are simulated by activating two tactors simultaneously. The vibrations should be
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perceived in the middle [12]. Static and dynamic stimulations of inter cardinal
directions using such dual tactors activations are explained in Fig. 3.

All participants tested static and dynamic stimulation. A counterbalanced
design is again employed. During each session, each stimulation is tested 30
times for a total of 240 trials. This part of the experiment is conducted after the
sessions testing only cardinal directions.

3.3 Identification Rates

Participant answers are entered into a response matrix so that correct responses
are analysed. The percentages of correct identifications by participants and over
participants are shown in Fig. 4.

=
o
o

Correctness [%]

B OO
o oo

N
o o

Fig. 4. Correct identifications of cardinal directions during static (a) and dynamic (b)
stimumaltions, and of cardinal/inter-cardinal directions during static (¢) and dynamic
(d) ones. Individual results are exhibited by markers using one color by participant.
Bars and errorbars represent the means and standard deviations over participants. “A”
stands for All directions, “N” for North, “Sg” for South-East and so on. (Color figure
online)

Participants are able to identify cardinal directions alone with great accuracy
during static stimulation. The percentage of identification is closed to the per-
fect score with 96% (std = 5.1%) of correctness. However, the score drops by
24% reaching 72% during dynamic stimulation and a higher variability is exposed
(std = 5.1%). To test whether the difference between static and dynamic simula-
tions is significant, a non-parametric paired Wilcoxon signed-rank test (percent-
ages don’t follow a normal distribution) is used. The mean percentages correct
over all directions are compared. The null hypothesis states that there is no
difference between static and dynamic stimulations is rejected (p=0.008). The
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alternative hypothesis then supports that the type of stimulations has an effect
on correct identifications.

Other results are related to the tests of cardinal directions plus inter-cardinal
ones. In static stimulation, the global identification is uncertain with an overall
score of 69% and variability (std = 11.5%). Inter-cardinal directions are not well
recognized. In the dynamic case, the identification rate is even lower with only
30% (std = 11.2%) of correct identifications. The statistical analysis is performed
on these data and the null hypothesis is rejected (p=0.012), again supporting
that the type of stimulations has an effect on correct identifications.

4 Discussions

4.1 Cardinal Identifications

Following the results of the experiment, the feasibility of a ring finger display
for navigation is discussed. Cardinal directions can be transmitted efficiently
using a static stimulation as shown by identification rates closed to the perfect
score. A ring display could then be employed to navigate in cities that apply
the Hippodamian model (or grid plan) and the tactile feedback will not need to
be supplied by vision. Identification rates can reach perfect score during more
casual simulations as it is the case during everyday navigation or by using a
repeated command strategy.

The feasibility of the system should however be examined during a navigation
task since conditions are likely to differ. For instance, results have been obtained
while the hand orientation remains constant. According to past studies, wrist
motions have a little negative effect on direction identification [17] and while
they affect a little bit the detection, factors such as intensity can be adjusted
to compensate [9]. Mobility should then not be an issue. However as phalanxes
have a higher mobility than the wrist, this point should be further explored.

4.2 Inter-cardinal Identifications

The use of a ring display in places that do not apply Hippodamian model is how-
ever challenging since the transmissions of inter-cardinals directions are approx-
imate. Identification rates of cardinals directions are even lower when inter-
cardinal are displayed than when they are not. Participants have then difficulty
to differentiate the activation of one and two tactors. Additional tactors placed
at inter-cardinal locations instead of dual tactors activation should lead to the
same results, or even wors. The higher the number of tactors, the harder the
identification [8], especially since they will no longer be on noticeable loci.

The use of a dynamic pattern does not help. Results for dynamic simulations
are associated with poorer identification rates than static simulations in both
part of the experiment. The simultaneous activation of three tactors was con-
fusing for participants and this issue may results from the short inter-distance
between tactors or a wrong choice of pattern. This pattern was chosen as a com-
promise between long motion and limited activation of tactors. Based on the
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results, different patterns should be explored. In the same way different type of
dynamic stimulation have been tested on other body parts (e.g the back [7]),
the same should be done on the phalanx.

An alternative solution could be to exploit temporal pattern. The identifi-
cations of cardinal directions only during static stimulation are accurate and
correspond to discrete feedback. Cardinal directions displayed with short breaks
could then encode inter-cardinal directions. North-East would correspond to the
activation of the North, a few milliseconds break, then the activation of the East
only. This solution could also answer the variability issue. Indeed dynamic pat-
terns and direct presentations of inter-cardinal directions both increase between-
subject variability. This issue can be raised because of different phalanx dimen-
sions or type of skin that may have a detrimental effect on vibrations propaga-
tion. The static stimulation however minimizes the issue.

5 Conclusions and Perspectives

The feasibility of a ring vibro-tactile display for navigation have been inves-
tigated in a user-centered experiment. Participants were able to identify accu-
rately cardinal directions transmitted by static stimulation of four tactors at ring
level. The transmission of inter-cardinal directions was more challenging and a
dynamic stimulation was not beneficial. A research will work towards the test of
patterns that could be recognized accurately as inter-cardinal directions.
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Abstract. The user’s palm plays an important role in object detection
and manipulation. The design of a robust multi-contact tactile display
must consider the sensation and perception of the stimulated area, aim-
ing to deliver the right stimuli at the correct location. To the best of
our knowledge, there is no study to obtain the human palm data for this
purpose. The objective of this work is to introduce a method to inves-
tigate the user’s palm sensations during the interaction with objects.
An array of fifteen Force Sensitive Resistors (FSRs) was located at the
user’s palm to get the area of interaction, and the normal force delivered
to four different convex surfaces. Experimental results showed the active
areas at the palm during the interaction with each of the surfaces at
different forces. The obtained results were verified in an experiment for
pattern recognition to discriminate the applied force. The patterns were
delivered in correlation with the acquired data from the previous exper-
iment. The overall recognition rate equals 84%, which means that user
can distinguish four patterns with high confidence. The obtained results
can be applied in the development of multi-contact wearable tactile and
haptic displays for the palm, and in training a machine-learning algo-
rithm to predict stimuli aiming to achieve a highly immersive experience
in Virtual Reality.

Keywords: Palm haptics - Cutaneous force feedback - Tactile force
feedback - Wearable display

1 Introduction

Virtual Reality (VR) experiences are used by an increasing number of people,
through the introduction of devices that are more accessible to the market. Many
VR applications have been launched and are becoming parts of our daily life,
such as simulators and games. To deliver a highly immersive VR experience, a
significant number of senses have to be stimulated simultaneously according to
the activity that the users perform in the VR environment.

© The Author(s) 2020
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Fig. 1. a) Sensor array at the user’s palm to record the tactile perception of objects.
Fifteen FSRs were located according to the physiology of the hand, using the points
over the joints of the bones, and the location of the pollicis and digiti minimi muscles.
b) Experimental Setup. Each object was placed on the top of the FT300 force sensor
to measure the applied normal force. The data from the fifteen FSRs and the force
sensor are visualized in real-time in a GUI and recorded for future analysis.

The tactile information from haptic interfaces improves the user’s perception
of virtual objects. Haptic devices introduced in [1-5], provide haptic feedback at
the fingertips and increase the immersion experience in VR.

Many operations with the hands involve more that one contact point between
the user’s fingers, palm, and the object, e.g., grasping, detection, and manipu-
lation of objects. To improve the immersion experience and to keep the natural
interaction, the use of multi-contact interactive points has to be implemented
[6,7]. Choi et al. [8,9] introduced devices that deliver the sensation of weight and
grasping of objects in VR successfully using multi-contact stimulation. Never-
theless, the proposed haptic display provides stimuli only at the fingers and not
on the palm.

The palm of the users plays an essential role in the manipulation and detec-
tion of objects. The force provided by the objects to the user’s palms determines
the contact, weight, shape, and orientation of the object. At the same time,
the displacement of the objects on the palm can be perceived by the slippage
produced by the forces in different directions.

A significant amount of Rapidly Adapting (RA) tactile receptors are present
on the glabrous skin of the hand, a total of 17,023 units on average [10]. The
density of the receptors located in the fingertips is 141 units/ch, which is
bigger than the density in the palm 25 units/ cm”. However, the overall receptor
number on the palm is compensated by its large area, having the 30% of all the
RA receptors located at the hand glabrous skin. To arrive at this quantity, we
should cover the surface of the five fingertips. For this reason, it is imperative
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to take advantage of the palm and to develop devices to stimulate the most
significant area with multi-contact points and multi-modal stimuli. Son et al.
[11] introduced a haptic device that provides haptic feedback to the thumb,
the middle finger, the index finger, and on the palm. This multi-contact device
provides kinesthetic (to the fingers) and tactile stimuli (at the palm) to improve
the haptic perception of a large virtual object.

The real object perception using haptic devices depends on the mechanical
configuration of the devices, the contact point location on the user’s hands,
and the correctness of the information delivered. To deliver correct information
by the system introduced by Pacchierotti et al. [12], their haptic display was
calibrated using a BioTac device.

There are some studies on affective haptics engaging the palm area. In [13],
the pressure distribution on the human back generated by the palms of the
partner during hugging was analyzed. Toet et al. [14] studied the palm area
that has to be stimulated during the physical experience of holding hands. They
presented the areas of the hands that are stimulated during the hand holding in
diverse situations. However, the patterns extraction method is not defined, and
the results are only for parent-child hand-holding conditions.

Son et al. [15] presented a set of patterns that represent the interaction of
the human hand with five objects. Nevertheless, the investigated contact point
distribution is limited to the points available in their device, and the different
sizes of the human hands and the force in the interaction are not considered.

In the present work, we study the tactile engagement of the user’s palms
when they are interacting with large surfaces. The objective of this work is to
introduce a method to investigate the sensation on the user’s palm during the
interaction with objects, finding the area of interaction, and the normal force
delivered. This information is used to the reproduction of tactile interaction, and
the development of multi-contact wearable tactile displays. The relation between
the applied normal force and the location of the contact area should be found,
considering the deformation of the palm interacting with different surfaces.

2 Data Acquisition Experiment

A sensor array was developed to investigate the palm area that is engaged during
the interaction with the different surfaces. Fifteen FSRs were located according
to the physiology of the hand, using the points over the bones’ joints, and the
location of the pollicis and digiti minimi muscles. In Fig.1 the distribution of
the fifteen FSRs is shown.

The fifteen FSRs are held by a transparent adhesive contact paper that is
attached to the user’s skin. The transparent adhesive paper is flexible enough
to allow users to open and close their hands freely. The different shape of the
user’s hands is considered every time the array is used by a different user. The
method to attach the FSRs on the user’s palms is the following: a square of
transparent adhesive paper is attached to the skin of the users, the points, where
the FSR must be placed, are indicated with a permanent marker. After that,
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the transparent adhesive paper is taken off from the hand to locate the fifteen
FSRs at the marked points. The FSRs are connected to ESP8266 microcontroller
through a multiplexer. The microcontroller receives the data from the FSRs and
sends it to the computer by serial communication.

The hand deformation caused by the applied force to the objects is measured
in this study. The force applied to the objects is detected by a Robotiq 6 DOF
force/torque sensor FT300. This sensor was chosen because of its frequency of
100 Hz for data output and the low noise signal of 0.1 N in F,, which allowed
getting enough data for the purposes of this study. The sensor was fixed to a
massive and stiff table (Siegmund Professional S4 welding table) using an acrylic
base. An object holder was designed to mount the objects on top of the force
sensor FT300.

2.1 Experimental Procedure

Four surfaces with different diameters were selected, three of them are balls, and
one is a flat surface. The different diameters are used to focus on the position of
the hand: if the diameter of the surface increases, the palm is more open. The
diameters of the balls are 65 mm, 130 mm, and 240 mm.

Participants: Ten participants volunteering completed the tests, four women
and six men, aged from 21 to 30 years. None of them reported any deficiencies
in sensorimotor function, and all of them were right-handed. The participants
signed informed consent forms.

Experimental Setup: Each object was placed on the top of the FT300 force
sensor to measure the applied normal force. The data from the fifteen FSRs and
the force sensor are visualized in real-time in a graphical user interface (GUI)
and recorded for future analysis.

Method: We have measured the size of the participant’s hands to create a sensor
array according to custom hand size. The participants were asked to wear the
sensors array on the palm and to interact with the objects. Subjects were asked
to press objects in the normal direction of the sensor five times, increasing the
force gradually up to the biggest force they can provide. After five repetitions,
the object was changed, and the force sensor was re-calibrated.

2.2 Experimental Results

The force from each of the fifteen FSRs and from the force sensor FT300 was
recorded at a rate of 15 Hz. To show the results, the data from the FSRs were
analyzed when the normal force was 10 N, 20 N, 30 N, and 40 N. In every force
and surface, the average values of each FSR were calculated. The average sensor
values corresponding to the normal force for each surface are presented in Fig. 2.

From Fig. 2 we can derive that the number of contact points is proportional
to the applied force. The maximum number of sensors is activated when 40N is
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Fig. 2. Number and location of contact points engaged during the palm-object inter-
action. The data from the FSRs were analyzed according to the normal force in each
surface. The average values of each FSR were calculated. The active points are rep-
resented by a scale from white to red. The maximum recorded value in each surface
was used as normalization factor, thus, the maximum recorded value represents 100%.
Rows A, B, C, D represent results for a small-size ball, a medium-size ball, a large-size
ball, a flat surface, respectively. (Color figure online)

applied to the medium-sized ball, and the minimum number is in the case when
10N is applied to large-size and flat surface.

The surface dimension is playing an important role in the activation of FSRs.
It can be observed that the surfaces that join up better to the position of the
hand activate more points. The shape of the palm is related to the applied normal
force and to the object surface. When a normal for of 10N is applied to a small-
size ball, the number of contact points is almost twice the contact points of other
surfaces, it increases only to seven at 40 N. The number of contact points with
the large-size ball at 10N is two, and increases to eight at 40 N. Instead, the flat
surface does not activate the points at the center of the palm.

3 User’s Perception Experiment

To verify if the data obtained in the last experiment can be used to render haptic
feedback in other applications, an array of fifteen vibromotors was developed.
Each of the vibromotors was located in the same positions as the FRS, as shown



56 M. Altamirano Cabrera et al.

in Fig. 1. The vibration intensity was delivered in correlation with the acquired
data from the Sect.2 to discriminate the applied force from the hand to the
large-size ball (object C).

3.1 Experimental Procedure

The results from the big ball were selected for the design of 4 patterns (Fig. 3).
The patterns simulate the palm-ball interaction from 0.0 N to 10 N, 20 N, 30 N
and 40 N, respectively. The pattern was delivered in 3 steps during 0.5 s each
one. For instance in the 0.0 N - 10 N interaction, firstly the FRS values at 3N
were mapped to an vibration intensity and delivered to each vibromotor during
0.5 s, then similar process was done for the FRS values at 6 N and 10 N.

Fig. 3. Tactile presentation of the patterns with the array of vibration motors a) the
arrangement of fifteen vibromotors is shown. b) P1, P2, P3, and P4 represent the
actuated vibromotors on the palm and the intencity of vibration of each actuator (by
red gradient color). (Color figure online)

Participants: Seven participants volunteering completed the tests, two women
and five men, aged from 23 to 30 years. None of them reported any deficiencies
in sensorimotor function, and all of them were right-handed. The participants
signed informed consent forms.

Experimental Setup: The user was asked to sit in front of a desk and to
wear the array of fifteen vibromotors on the right palm. One application was
developed in Python where the four patterns were delivered and the answers of
the users were recorded for the future analysis.

Method: We have measured the size of the participant’s hands to create a
vibromotors array according to the custom hand size. Before the experiment, a
training session was conducted where each of the patterns was delivered three
times. Each pattern was delivered on their palm five times in random order.
After the delivery of each pattern, subject was asked to specify the number
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that corresponds to the delivered pattern. A table with the patterns and the
corresponding numbers was provided for the experiment.

3.2 Experimental Results

The results of the patterns experiment are summarized in a confusion matrix
(see Table1).

Table 1. Confusion matrix for the pattern recognition.

% Answers (predicted class)
1 2 3 4

97 |3 0 0

0 71 |26 |3

0 83 |17

4 0 3 11 86

Patterns

[N

The perception of the patterns was analyzed using one-factor ANOVA with-
out replication with a chosen significance level of @ < 0.05. The p — value
obtained in the ANOVA is equal to 0.0433, in addition, the Feritic value is
equal to 3.0088, and the F' value is of 3.1538. With these results, we can con-
firm that statistic significance difference exists between the recognized patterns.
The paired t-tests showed statistically significant differences between the pat-
tern 1 and pattern 2 (p = 0.0488 < 0.05), and between pattern 1 and pattern 3
(p = 0.0082 < 0.05). The overall recognition rate is 84%, which means that the
user can distinguish four patterns with high confidence.

4 Conclusions and Future Work

The sensations of the users were analyzed to design robust multi-contact tactile
displays. An array of fifteen Interlink Electronics FSRTM 400 Force Sensitive
Resistors (FSRs) was developed for the user’s palm, and a force sensor FT300
was used to detect the normal force applied by the users to the surfaces. Using the
designed FSRs array, the interaction between four convex surfaces with different
diameters and the hand was analyzed in a discrete range of normal forces. It
was observed that the hand undergoes a deformation by the normal force. The
experimental results revealed the active areas at the palm during the interaction
with each of the surfaces at different forces. This information leads to the optimal
contact point location in the design of a multi-contact wearable tactile and haptic
display to achieve a highly immersive experience in VR. The experiment on the
tactile pattern detection reveled a high recognition rate of 84.29%.

In the future, we are planing to run a new human subject study to validate the
results of this work by a psychophysics experiment. Moreover, we will increase
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the collected data sensing new objects. With the new dataset and our device,
we can design an algorithm capable to predict the contact points of an unknown
object. The obtained results can be applied in the development of multi-contact
wearable tactile and haptic displays for the palm.

The result of the present work can be implemented to telexistence technology.

The array of FSR senses objects and the interactive points are rendered by a
haptic display to a second user. The same approach can be used for affective
haptics.
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Abstract. People display systematic affective reactions to specific properties of
touched materials. For example, granular materials such as fine sand feel
pleasant, while rough materials feel unpleasant. We wondered how far such
relationships between sensory material properties and affective responses can be
changed by learning. Manipulations in the present experiment aimed at
unlearning the previously observed negative relationship between roughness and
valence and the positive one between granularity and valence. In the learning
phase, participants haptically explored materials that are either very rough or very
fine-grained while they simultaneously watched positive or negative stimuli,
respectively, from the International Affective Picture System (IAPS). A control
group did not interact with granular or rough materials during the learning phase.
In the experimental phase, participants rated a representative diverse set of 28
materials according to twelve affective adjectives. We found a significantly
weaker relationship between granularity and valence in the experimental group
compared to the control group, whereas roughness-valence correlations did not
differ between groups. That is, the valence of granular materials was unlearned
(i.e., to modify the existing valence of granular materials) but not that of rough
materials. These points to differences in the strength of perceptuo-affective
relations, which we discuss in terms of hard-wired versus learned connections.

Keywords: Haptics + Valence - Affect - Roughness * Granularity - Learning

1 Introduction

We constantly interact with various materials like plastic, fabric, or metal. Haptic
perceptual properties of materials have been summarized by five different dimensions
[1] that are softness (but cf. [2]), warmness, micro- and macro roughness, friction, and
stickiness. In addition to the sensory properties that we experience while haptically
exploring a material, we often also have an initial affective reaction to it. Moreover, the
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affective reactions that a material elicits might also influence the duration of our haptic
interactions. For example, soft and smooth materials, which cause more pleasant
feelings than rough and sticky materials [3—6], might be explored longer.

Previous research on the semantic structure of affective experiences postulates three
basic affective dimensions [8]: valence, arousal, and dominance, where each dimen-
sion has two opposite poles [9]: arousal ranges from a very calm state and sleepiness
(low) to vigilance, which is accompanied by excitement (high). Valence is a continuum
from negative to positive and dominance ranges from dominant to submissive. Most of
the research in haptic perception has focused on the connection between pleasantness
(which can be equated with valence) and the perception of sensory dimensions. One
key finding has been that smooth and soft materials are related to more pleasant
feelings than rough materials [10], and that the rougher a material is rated, the more
unpleasant it feels [10]. In a more recent study [11], all three basic affective dimensions
and their relationship with materials’ sensory characteristics have been systematically
investigated: Drewing et al. [11] used a free exploration paradigm to study the sensory
and affective spaces in haptics and tested the generalizability of their results to different
participant groups. They found that arousal was related to the amount of perceived
fluidity, that higher dominance as associated with increases in perceived heaviness and
decreases in deformability, and that greater positive valence was associated with
increased granularity and decreased roughness.

It is currently unknown to what extent such perceptuo-affective connections are due
to learning experiences and to what extent they are hard-wired, innate mechanisms.
Here we investigated directly whether existing relationships between sensory material
properties and affective responses can be unlearned, and whether the extent of
unlearning depends on the specific perceptuo-sensory relation, for two haptic percep-
tual dimensions: granularity and roughness. We speculate that hard-wired connections
should be more resistant to unlearning than learned ones.

We ran a classical conditioning study that constisted of two phases: learning and
experimental phases with two groups each (experimental and control). In the learning
phase, participants haptically explored selected materials while watching affective
images: In the experimental group rough materials were combined with positive
images, granular materials with negative images and distractor materials with neutral
images. In the control group participants learned instead associations of fibrous and
fluid materials with arousal, which were however not subject of this paper and will not
be further discussed. In the experimental phase, participants rated a representative set of
28 materials for 12 affective adjectives. We calculated perceptuo-affective correlations
for valence-roughness and valence-granularity relationships per group and compared
these correlations between groups. Lower correlations for the participants in the
experimental group would indicate an unlearning of the relationship between valence
and the respective perceptual dimension.
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2 Methods

2.1 Participants

Sixty-six students (9 males; age 18-34 years, mean: 23.5 years) from Giessen University
participated in our study. Four were excluded from analysis due to misunderstanding the
task, technical error, or an increased threshold in the two-point touch discrimination
(>3 mm at index finger). All participants were naive to the aim of the experiment, spoke
German at native-speaker level, and none reported relevant sensory, or motor impair-
ments. All procedures were in accordance with the Declaration of Helsinki (2008), and
participants provided written informed consent prior to the study.

2.2 Setup, Material, and Adjectives

Fig. 1. Experimental setup from the experimenter’s viewpoint.

Participants sat at a table in front of a big wooden box with a hand opening. Materials
were presented in the box (see Fig. 1). Participants reached the materials through the
hand opening, which was covered with linen to hinder participants to look inside the
box. On a monitor (viewing distance about 60 cm) we presented images (visual angle
14.2°) and adjectives to the participant. Earplugs and active noise cancelling head-
phones (Beyerdynamic DT770 PRO, 30 O) blocked the noises that can occur from
exploring the materials. All materials were presented in 16 X 16 cm plastic containers
embedded in the bottom of the box. A light sensor in the box signaled when the
participant’s hand was on the front edge of the container, allowing to start picture
presentation simultaneously to haptic exploration. Participants gave responses using a
keyboard. The experimenter sat on the other side of the table in order to exchange
materials guided by information presented on another monitor.

For the learning part of the experimental group, we selected materials from [11]
which had a high factor value on one of the target sensory dimensions (either granu-
larity or roughness) but did not show high factor values in any of the other dimensions
(fluidity, fibrousness, heaviness, deformability). Bark and sandpaper were selected for
roughness, and salt and lentils for granularity. In the control group other materials were
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used (jute, wadding, water, shaving foam). Additionally, for both groups (experimental
and control) we added four distractor materials, which did not have high factor values
on the manipulated dimensions: cork, chalk, paper, and polystyrene. We also the
sensory and affective adjectives were obtained from [11]; one to two representative
adjectives per sensory dimension (rough, granular, moist, fluffy, heavy and light,
deformable and hard). In the learning phase, sensory ratings served to draw the par-
ticipant’s attention to the materials.

For establishing affective-sensory associations we used images from the Interna-
tional Affective Picture Systems (IAPS). The IAPS database includes 1196 colorful
images of various semantic contents, that have been rated according to valence, and
arousal [12, 13]. For the experimental group, we selected sixteen images with high
negative valence (<2.5) and sixteen images with high positive valence (>7.5), and as
diverse content as possible (excluding drastic injury images). For the control group, we
used images with high or low arousal instead. We also selected 32 distractor images,
which have average valence and arousal values (between 4.5 and 5.5).

In the experimental phase, participants rated 28 materials (plastic, wrapping foil,
aluminum foil, fur, pebbles, playdough, silicon, paper, styrofoam, paper, sandpaper,
velvet, jute, silicon, stone, bark, flour, metal, cork, polish stone, oil, shaving foam, soil,
hay, chalk, salt, lentil). We assessed affective responses via adjectives and selected four
high loading adjectives per affective dimension: valence (pleasant, relaxing, enjoyable,
and pleasurable), arousal (exciting, boring, arousing, and attractive) and dominance
(dominant, powerful, weak, and enormous/tremendous).

2.3 Design and Procedure

Participants were randomly assigned to either the experimental or the control group. In
the learning phase of the experimental group, we coupled the exploration of the two
very rough materials with positive images and the granular materials with negative
images, in order to manipulate valence. In the control group, different materials were
explored and coupled with different images.

The learning phase consisted of 64 trials: in the experimental group, each of the two
granular materials was presented eight times coupled with one of the 16 negative
images, and each of the two rough materials was coupled 8 times with one of the
positive images. Also, each of the four distractor materials (cork, chalk, polystyrene,
and paper) was presented eight times with a distractor image. Both, the assignment of
corresponding images to materials and the order of presentation, were random.

In each trial of the learning phase (Fig. 2), an initial beep sound signaled the
participant to insert the hand in the box and to start exploring the material. When
participant’s hand started the exploration, an image was displayed on the screen.
Participants explored the materials while looking at the images for five seconds.
Another beep sound signaled participants to end the exploration, and a randomly
chosen sensory adjective appeared on the screen. Participants rated how much the
adjective applied to the material (1: not at all, 4: maybe, 7: very) using a keyboard.
Finally, a multiple-choice question about the main content of the image was posed. The
experimenter exchanged the stimuli between trials. In total, the learning phase took
about 30 min.
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What was on the
Rough image?
1: not at all a) Seal baby
4: maybe b) Penguin baby
+ 7: very ¢) Snowman
|
I
1st beep sound 5 seconds and 2nd
and photocell beep sound
triggering

Fig. 2. Time course of one trial of the learning phase.

The experimental phase consisted of 336 trials (28 materials x 12 adjectives). Each
trial started with a fixation cross on the screen (Fig. 2). Then participants reached in the
box with their dominant hands and explored the material. During exploration each of
the 12 affective adjectives appeared on the screen (in random order), and participants
had to rate how much each adjective applied to the material (1-7). The hand was
retracted, and the material exchanged after the all twelve adjectives were evaluated.
The total duration of the experiment including learning phase, instructions, preparation,
pauses for cleaning hands and debriefing was about 2-2.5 h.

2.4 Data Analysis

We first assessed the number of correct responses from the multiple-choice questions of
the learning phase. With an average of 96.2% correct (individual minimum: 84.4%), we
could verify that all participants had attended to the images as they should. Next, we
used the affective ratings from the experimental phase in a covariance-based principal
component analysis (PCA) with Varimax-rotation (for all adjective ratings across all
materials and participants) in order to extract underlying affective dimensions. Before
doing so, we assessed whether the PCA was suitable by a) checking the consistency
across participants by calculating Cronbach’s alpha for each affective adjective (sep-
arately for experimental and control group), b) computing the Kaiser-Meyer-Olkin
(KMO) criterion, c¢) using Bartlett’s test of sphericity [11].

Lastly, in order to test a potential unlearning of the perceptuo-affective relationships
valence-roughness and valence-granularity, we determined material-specific individual
factor values of the valence dimension. We calculated individual correlations of these
values with previously observed average granularity and roughness values across
materials (taken from Exp. 2 in [11]), and used two independent samples t-tests in order
to compare the two perceptuo-affective Fisher-z transformed correlations of experi-
mental and control group.
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3 Result

3.1 PCA on Affective Dimensions

Cronbach’s alpha was higher than .80 per adjective and participant group, indicating
good consistency between participants. Bartlett’s test of sphericity was statistically
significant, 2(66, N = 28) = 12868.897, p < .001, and the KMO value, which has a
range from 0-1, was 0.86 [14]. Given these results we proceeded with the PCA.

The PCA extracted three components according to the Kaiser criterion, explaining
73.1% of the variance in total. After the varimax-rotation, the first component
explained 31.8% variance with the highest component loads obtained from the
adjectives pleasant (score: 1.8), relaxing (1.8), enjoyable (1.5), and pleasurable (1.8).
Thus, we identified this component as valence. The second component explained
22.4% variance with high loads from adjectives dominant (1.6), powerful (1.6), weak
(—1.1), and enormous/tremendous (1.6); consequently, we called this component
dominance. The last component explained 18.9% variance with high loads from
exciting (1.4), boring (1.5), arousing (0.7), and attention-attracting (1.5), and therefore
we labeled it arousal. All other component loads of any adjective had an absolute value
below 0.7 and where thus not considered in the interpretation.

3.2 Learning Effects on Materials

For the control group (N = 30), correlations between roughness and valence, r = —. 37,
p < .001 and granularity and valence, r = .25, p < .001 were statistically significant after
Bonferroni correction, confirming the basic perceptuo-affective relations previously
observed in [11]. In order to test the effect of unlearning perceptuo-affective relationship,
we compared the Fisher-z-transformed correlations of the two groups (Fig. 3).

*

0 [r— m Control
5 83 Experiment
3 01 1
= 0
© -0.1
£-02
9-03
=04 T

-0.5

-0.6

Roughness Granularity

Sensory Category

Fig. 3. Relationship between sensory category and valence for experimental (orange) and
control group (blue). It shows mean correlations (inverse of average Fisher z-transforms) as a
function of sensory category (roughness and granularity). Error bars show 1 =+ standard errors
(*Significant p < .05 level). (Color figure online)
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There was not a statistically significant difference between experimental (M = —.41,
SD = .21) and control (M = —.46, SD = .23) groups, t (60) = .763, p = .449 for the
valence-roughness correlation. However, there was a statistically significant difference
between control (M = .30, SD = .23) and experiment (M = .14, SD = .26) groups,
t (60) = —2.461, p = .017 for the valence-granular correlation.

4 Discussion

People experience rougher materials as more unpleasant, and more granular materials
as more pleasant [11]. Here we investigated whether brief learning experiences can
influence the affective assessments of these two material properties. Our aim was to
modify previously found affective responses towards granular and rough materials, and
we found, that the perceptuo-affective correlation between granularity and valence was
lowered through learning in the experimental group compared to control group. How-
ever, the valence-roughness relation was not significantly different in experimental and
control group, suggesting that this connection could not be unlearned. We suggest that
these results demonstrate different strengths in the perceptuo-affective connections,
which relate to the degree to which connections are learned during lifetime vs being
evolutionary prepared to serve a biological function.

Studies on fear conditioning suggest that some classes of stimuli are phylogenet-
ically prepared to be associated with fear responses, while others can be hardly learned.
For example, it has been shown that lab-reared monkeys easily acquire fear of snakes
by observing videos of the fear that other monkeys had shown - even if they had never
seen snakes before in their lives [15]. When these videos were reproduced to create
similar fear against toy snakes, crocodiles, flowers, and rabbits, lab-reared monkeys
showed fear against snakes and crocodiles, but not flowers and rabbits [16]. Because
these monkeys had never been exposed to the stimuli before, this can be taken as
evidence for a phylogenetic basis of selective learning. Furthermore, in humans,
researchers observed superior fear conditioning to snakes when compared to guns with
loud noises [17], which also supports the idea of phylogenetically based associations
for snakes and fear.

Natural rough materials, such as rocks or barks, could be harmful because of their
surface structure they could potentially break the skin. Therefore, an association of
those materials with feelings of unpleasantness could be prepared in our nervous
system, which would make it difficult to associate those materials with positive
valence. In contrast, granular materials that are present in our environment such as
sand, generally do usually not pose a danger. Thus, their associations with valence are
probably not evolutionary driven. This might explain why we seem to be more flexible
in associating granularity with positive or negative valence than associating roughness
with positive valence. This flexibility is evident in our results since participants in the
experimental group learned to associate granular materials with negative valence. We
conclude that even brief learning experiences can change perceptuo-affective connec-
tions depending on the source and strength of the relationship. In the current case, the
valence of granular materials was unlearned but not that of rough materials. This might
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mean that perceptuo-affective connections for granular materials are learned, yet for
rough materials they might be hard-wired or at least prepared.
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Abstract. Haptic perception involves active exploration usually con-
sisting of repeated stereotypical movements. The choice of such
exploratory movements and their parameters are tuned to achieve high
perceptual precision. Information obtained from repeated exploratory
movements (e.g. repeated indentations of an object to perceive its soft-
ness) is integrated but improvement of discrimination performance is
limited by memory if the two objects are explored one after the other
in order to compare them. In natural haptic exploration humans tend
to switch between the objects multiple times when comparing them.
Using the example of softness perception here we test the hypothesis
that given the same amount of information, discrimination improves if
memory demands are lower. In our experiment participants explored two
softness stimuli by indenting each of the stimuli four times. They were
allowed to switch between the stimuli after every single indentation (7
switches), after every second indentation (3 switches) or only once after
four indentations (1 switch). We found better discrimination performance
with seven switches as compared to one switch, indicating that humans
naturally apply an exploratory strategy which might reduce memory
demands and thus leads to improved performance.

Keywords: Softness - Haptic -+ Perception - Psychophysics

1 Introduction

We usually have to actively move our sensory organs to obtain relevant informa-
tion about the world around us. Such exploratory movements are often tuned
to maximize the gain of information [1-4]. In active touch perception tuning of
exploratory movements is very prominent. Humans use different highly stereo-
typical movements to judge different object properties [2]. For instance, they
move the hand laterally over the object’s surface to judge its roughness, in con-
trast, the hand is held statically on the object to judge its temperature. For each
haptic property precision is best with the habitually used Ezploratory Procedure
as opposed to others [2]. Also motor parameters of Exploratory Procedures, such
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as finger force in perception of softness and shape [5,6], are tuned to optimize
performance. This fine tuning is based on available predictive signals as well
as on progressively gathered sensory information [3,7]. However, it could also
reflect a compensation for limitations of the perceptual system. For instance
it is believed that most eye movements are not designated to gain novel infor-
mation for building up an internal representation of the scene, but to obtain
momentary necessary information using the world as an external memory given
limited capacity of short-term working memory [8,9]. Here we study whether
natural haptic exploration is tuned to compensate for memory limitations.

Integration of accumulated sensory information was in many cases shown
to be consistent with Bayesian inference [10]. In this framework available sen-
sory information and assumptions based on prior knowledge are integrated by
weighted averaging, with weights being proportional to the reliability of single
estimates. This integration is considered statistically optimal because overall
reliability is maximized. This framework was successfully applied to describe
the integration of sensory and prior information (e.g. [11]), simultaneously avail-
able information (e.g. [12]) as well as information gathered over time (e.g. [13]).
For the later purpose usually a Kalman filter [14] is used: A recursive Bayesian
optimal combination of new sensory information with previously obtained infor-
mation, which can also account for changes of the world over time.

In haptic perception it was shown that prior information is integrated into the
percept of an object’s softness [15]. It was also shown that sequentially gathered
information from every indentation contributes to the overall perception of an
object’s softness [16] and information from every stroke over the object’s surface
contributes to the perception of its roughness [17]. However, the contribution of
these single exploratory movements to the overall percept seems to be not equal,
as would be predicted if there was no loss of information and integration was
statistically optimal. When two objects are explored one after the other in a two-
interval forced-choice task, information from later exploratory movements on the
second object contributes less to the comparison of the two objects [16,17]. These
results are consistent with the idea that perceptual weights decay with progress-
ing exploration of the second object due to a fading memory representation of
the first object. Indeed it could be shown that when a stronger representation
of the first object’s softness is built up by longer exploration, information from
later indentations contributes more than with a weaker representation [18]. Also,
consistent with memory characteristics [19] mere temporal delay of 5s after the
exploration of the first object does not affect the memory representation of the
first object [20]. A model for serial integration of information using a Kalman
filter could explain the decrease of perceptual weights in the exploration of the
second object by including memory decay of the first object’s representation [17].
In the modelled experimental conditions people had to discriminate between two
objects that are explored strictly one after the other, i.e. in their exploration
people switched only once between the two stimuli. In this case memory decay
of the first object’s representation should have had particularly pronounced
negative effects on discrimination. However, in free explorations participants
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usually switch more often between the objects in order to compare them (in
softness discrimination on average 4 times, given 6-14 indentations in total and
an achieved performance of 85-90% correct [7,21]). This might be a strategy to
cope with memory decay and improve discrimination performance.

Using the example of softness perception here we test the hypothesis that
discrimination improves when participants switch more than once between the
two objects given the same number of indentations of each of them, i.e. the
same sensory input. In our experiment participants were instructed to indent
each test object four times. There were three switch conditions: Participants
switched between the two objects after every single indentation (7 switches),
after every second indentation (3 switches) or only once after four indentations
(1 switch).

2 Methods

2.1 Participants

Eleven volunteers (6 female, right-handed) participated in the experiment. Writ-
ten informed consent was obtained from each participant and they were reim-
bursed with 8€ /h for their time. The study was approved by the local ethics com-
mittee at Justus-Liebig University Giessen LEK FB06 (SFB-TPA5, 22/08/13)
and was in line with the declaration of Helsinki from 2008.

2.2 Apparatus

The experiment was conducted at a visuo-haptic workbench (Fig. 1A) consisting
of a force-sensor (bending beam load cell LCB 130 and a measuring ampli-
fier GSV-2AS, resolution .05 N, temporal resolution 682 Hz, ME-Messsysteme
GmbH), a PHANToM 1.5A haptic force feedback device, a 22”-computer screen
(120 Hz, 1280 x 1024 pixel), stereo glasses and a mirror. Participants sat at a
table with the head resting in a chin rest. Two softness stimuli were placed
side-by-side (distance in between 2 cm) in front of them on the force sensor. To
prevent direct sight of the stimuli and of the exploring hand but in the same time
indicating their position, a schematic 3D representation of the stimuli and the
finger spatially aligned with the real ones was shown via monitor and mirror. The
finger was represented as a 8 mm diameter sphere only when not in contact with
the stimuli (force < 1N). Participants touched the stimuli with the right index
finger. The finger’s position was detected with the PHANToM. For this purpose
it was attached to the PHANToM arm with a custom-made adapter (Fig. 1B)
consisting of magnetically interconnected metallic pin with a round end and a
plastic fingernail. We used adhesive deformable glue pads to affix the plastic
fingernail to the fingernail of the participant. Connected to the PHANToM the
finger pad was left uncovered and the finger could be moved with all six degrees
of freedom within a workspace of 38 x 27 x 20 cm. Custom-made software (C++)
controlled the experiment, collected responses, and recorded finger positions and
reaction forces every 3 ms. Signal sounds were presented via headphones.
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Fig. 1. A. Visuo-haptic workbench. B. Custom made finger PHANToM to finger con-
nection. C. Experimental procedure. Timing of single trial phases was not restricted.
Either the comparison or the standard stimulus could have been explored first.

2.3 Softness Stimuli

We produced softness stimuli with different elasticity by mixing a two-component
silicon rubber solution (AlpaSil EH 10:1) with different amounts of silicon oil
(polydimethylsiloxane, viscosity 50 mPa/s) and pouring it into cylindrical plas-
tic dishes (75 mm diameter x 38 mm height). We produced in total 10 stimuli:
1 standard (Young’s modulus of 59.16 kPa) and 9 comparison stimuli (Young’s
moduli of 31.23, 42.84, 49.37, 55.14, 57.04, 69.62, 72.15, 73.29 and 88.18 kPa).
To characterize the elasticity of the stimuli we adopted the standard methodol-
ogy proposed by [22]. From the solution mixed for every stimulus a portion was
poured into a small cylinder (10 mm thick, 10 mm diameter) to obtain standard-
ized substrates of the same material for the measurement. We used the experi-
mental apparatus to measure elasticity. They were placed onto the force sensor
and were indented by the PHANToM force feedback device. For this purpose we
attached an aluminium plate of 24 mm diameter instead of the fingertip adapter.
The force was increased by 0.005 N every 3 ms until a minimum force of 1 N and
a minimum displacement of 1 mm were detected. Measures in which the force
increased quicker than it should were considered as artefacts and removed before
analysis. From the cleaned force and displacement data we calculated stress and
strain. A linear Young’s modulus was fitted to each stress-strain curve (only for
0-0.1 strain) in MATLAB R2017.
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2.4 Design

There were three Nr of switches conditions: 1, 3 and 7 switches. The dependent
variable was the just noticeable difference (JND), which we measured using a
two-alternative-force-choice task combined with a method of constant stimuli.
For each condition the standard stimulus was presented 12 times with each of
the 9 comparison stimuli (overall 324 trials). The experiment was organized
in 3 blocks of 108 trials, comprising 4 repetitions of each standard-comparison
pairing, to balance for fatigue effects. Trials of different conditions were presented
in random order. The position of the standard (right or left) and its presentation
as first or second stimulus was balanced for every standard-comparison pairing.
Differences between the conditions were analysed with paired two-sample t-tests.

2.5 Procedure

In every trial, participants sequentially explored the standard and a compari-
son and decided which one felt softer. A schematic of the procedure is outlined
in Fig. 1C. Before a trial, participants rested the finger in the left corner of the
workspace and waited until the experimenter changed the stimuli. The beginning
of a trial was signaled by a tone and by the appearance of the schematic rep-
resentation of the first stimulus. The number of indentations allowed to explore
the stimulus (1, 2 or 4) was indicated above it. To detect and count stimulus’
indentations we used the algorithm from [16]. After the necessary number of
indentations the visual representation of the first stimulus disappeared and the
representation of the second stimulus appeared. Participants switched to the
other stimulus, and again the number of sequential indentations was indicated.
Participants continued to switch between the stimuli until every stimulus was
indented 4 times in total. Following this, participants indicated their decision
on softness by pressing one of two virtual buttons using the PHANToM. A trial
in which the stimuli were indented more then 8 times was repeated later in
the block. Before the experiment participants were acquainted to the task and
the setup in a training session of 12 trials. They did not receive any feedback
on their performance to avoid explicit learning. Each participant completed the
experiment on the same day within on average 2.5 h.

2.6 Analysis

We calculated for each participant, each condition, and each comparison stimulus
the percentage of trials in which it was perceived to be softer than the standard.
Combined for all comparisons these values composed individual psychometric
data, to which we fitted cumulative Gaussian functions using the psignifit 4
toolbox [23]. Only the means and the standard deviations of the functions were
fitted, lapse rates were set to 0. From the fitted psychometric functions, we
estimated the JNDs as the 84% discrimination thresholds.
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Fig.2. Average discrimination thresholds for softness of two silicon stimuli each
indented 4 times with the bare finger. Participants switched between the stimuli once
after 4 indentations, after every 2. indentation (3 switches) or after every indentation
(7 switches). Error bars represent within-subject standard error [24]. xxp < 0.005

3 Results

Figure 2 depicts the average JNDs in the three different Nr of switches conditions
(1, 3 and 7). The average Weber fractions were 15.08%, 14.01% and 12.14% for
1, 3, and 7 switches respectively. The JNDs decreased with increasing number of
switches between the stimuli. Pairwise comparisons revealed that performance
was significantly better, when participants switched after every indentation of
the stimulus as compared to switching only once after 4 indentations, ¢(10) =
4.64, p = 0.001. The performance in the intermediate condition (switching after
every second indentation) was numerically in between the other ones. However,
we did not find significant differences in the comparisons with this condition
(1 vs. 3 switches: £(10) = 0.57, p = 0.578; 3 vs. 7 switches: ¢(10) = 1.07, p =
0.311). We observed higher variance in this condition, possibly due to a more
complicated task than in the other two conditions (Fig.2).

4 Discussion

In the present study, we investigated whether more frequent switching between
the stimuli improves discrimination performance in active touch perception of
objects’ softness. Participants explored two softness stimuli with the same num-
ber of indentations (4 per stimulus) but switched between the stimuli either
only once after four indentations, after every second indentation or after every
indentation. We showed that if participants could switch after every indentation
discrimination performance was significantly better than if they could switch
only once. We argue that this is due to greater memory demands, because the
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first stimulus’ has to be remembered longer to compare it to every indentation of
the second stimulus, than when switching after every indentation. It could also
be argued that integration across more indentations of the first stimulus demands
greater attention, leading to worse performance, especially because here we did
not manipulate factors directly affecting memory i.e. inter-stimulus delay or
masking. However, we previously observed that in the exploration of the first
stimulus the weights of single indentations were equal, as would be predicted for
optimal integration [12] while weights of single indentations of the second stim-
ulus decreased with time, indicating that not all information about the second
stimulus could be used for the comparison. We could also show that observed
decay in weights was consistent with memory decay in tactile perception [17,25],
suggesting that a difference in memory demands is a more likely explanation for
the observed difference in performance in different switch conditions.

The Kalman model of serial integration proposed by [17], assumes that when
switching only once between the stimuli, differences between each sequentially
gathered estimate of the second stimulus and the overall estimate of the first
stimulus are integrated in a statistically optimal way given memory decay, mod-
elled as increasing variance of the first stimulus’ estimate over time. Thus, given
the same amount of information, this model predicts that precision should be
higher the shorter the first stimulus needs to be remembered, which is consistent
with our results. However, to apply this model to our data, we would need to
extend it by the variable containing the result of one comparison. To test the
predictions of this extended model we would need additional data (e.g. precision
based on one indentation per stimulus).

Overall our results suggest that in active touch perception where integration
of information is limited by memory [16-18,20], the naturally applied strategy of
switching between the stimuli [21] can be more beneficial for performance than
prolonged accumulation of information about each stimulus.
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Abstract. This study investigates people’s ability in discriminating
between different intensities and velocities of mid-air haptic (MAH) sen-
sations. Apart from estimating the just noticeable differences (JND), we
also investigated the impact of age on discrimination performance, and
the relationship between someone’s confidence in his/her performance
and the actual discrimination performance. In an experimental set-up,
involving 50 participants, we obtained a JND of 12.12% for intensities
and 0.51rev/s for velocities. Surprisingly, the impact of age on discrimi-
nation performance was only small and almost negligible. Furthermore,
participants’ subjective perception of their discrimination performance
aligned well with their actual discrimination performance. These results
are encouraging for the use of intensities and velocities as dimensions in
the design of MAH patterns to convey information to the user.

Keywords: Mid-air haptic feedback - Just-noticeable difference -
Intensity - Velocity

1 Introduction

Mid-air haptic (MAH) feedback aims at stimulating the sense of touch in mid-air
and is predominantly rendered using ultrasound [3]. Compared to vibrotactile
feedback, MAH feedback is rendered with less fidelity, but its advantage of not
requiring an actuator attached to the body makes it an attractive way of pro-
viding system feedback in gesture-based interfaces. While MAH’s usefulness for
in-car infotainment [9] or digital kiosks [13] has already been studied, an impor-
tant question remains: How can information be encoded within MAH patterns?

One way is to rely on MAH shapes, with studies showing shape identification
rates ranging between 44% [18] to 60% [12] and 80% [14]. However, the shape
or pattern type constitutes only one channel of information. As MAH sensations
are often applied to gesture-based devices as a type of system feedback, the
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possibility to encode information in different channels of the MAH sensation
would be valuable as it enables richer and more diverse feedback messages. For
instance, in a car, one MAH channel could convey the music loudness while
another channel could convey the AC fan speed. To enable such applications,
we investigated two potentials information channels regarding MAH sensations,
namely intensity and velocity.

To this end, we estimated people’s abilities to discriminate between differ-
ences in the intensity and velocity of MAH patterns. We assessed the Just-
Noticeable Difference (JND) of both the intensity and velocity of MAH sensa-
tions. In order to compare JNDs across stimulus types (MAH vs vibrotactile)
and dimensions (intensity vs velocity), Weber fractions were calculated [21]. Ear-
lier work has observed Weber fractions for the intensity of vibrotactile stimuli
to range between 13% and 16% [5,8]. When considering the velocity of tactile
brushing stimuli, Weber fractions between 20% and 25% have been found [7].
However, it is unknown how these values would extend to the case of MAH
stimuli.

Additionally, we investigated to what extent age would influence the discrim-
ination performance. We expected a decrease in performance with increasing age
based on earlier work, showing a sharp drop in identification accuracy of MAH
shapes with increasing age [18]. Finally, we assessed participants’ confidence in
their own discrimination performance, in order to explore whether their subjec-
tive experience would align well with their actual discrimination performance.

2 Methods

2.1 Participants

A total of 50 people, 25 men and 25 women, participated in the study, with a
mean age of 44.58 years (SD =15.93, range=19-77). Only 7 participants were
left-handed, all others were right-handed. Exclusion criteria were: Previous expe-
rience with mid-air haptic feedback and touch deficits in the upper limbs. This
study was approved by the local social and societal ethics committee (G- 2018
10 1361), and participants received a voucher of 20 euro as incentive.

2.2 Device and Stimuli

The MAH stimuli were created using the sensation editor of the touch develop-
ment kit, developed by Ultrahaptics(©. The device produced a dial-like MAH
pattern: one focal point, with amplitude modulated at 125Hz !, which moved
around a circular path with a diameter of 5 cm (see Fig. 1-right). In the intensity
discrimination task, the target stimulus levels were intensities of 100%, 95%,

1 125Hz is the default modulation frequency of the Ultrahaptics’ sensation editor.
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90%, 85%, 80%, 75%?2, and all stimuli had a speed of 2rev/s. In the velocity dis-
crimination task, the target stimulus levels were velocities of 2rev/s, 1.8rev/s,
1.6rev/s, 1.4rev/s, 1.2rev/s, and lrev/s, and all stimuli had an intensity of
100%. In both task, the reference stimuli were characterized by an intensity
level of 100% and a speed of 2rev/s.

Fig. 1. Left: Experimental set-up. Right: Visual representation of the MAH sensation

2.3 Tasks

Both experimental tasks were identical except for the target stimuli being used
(see Device and Stimuli). The tasks were created using PsychoPy 3 [17] and
were administered on a laptop. We applied the Method of Constant Stimuli in
a 2-interval forced choice (IFC) task. In each trial, participants indicated which
of two stimuli they perceived as the target stimulus, with the stimuli being
presented successively in randomized order. In the intensity task, participants
were instructed to indicate which stimulus had the lowest intensity, and in the
velocity task participants had to indicate which stimulus had the slowest speed.
Thus, the target stimulus was always the stimulus with the lowest intensity or
slowest speed. Participants had to indicate the temporal position of the target
stimulus by pressing “1” or “2” on their keyboard, with pressing 1 referring to
the first stimulus they experienced in that trial, and pressing 2 to the second
stimulus. No corrective feedback was provided. In line with the typical amount
of stimulus levels involved [19], we chose six different target stimulus levels to
compare against the reference level (see Device and Stimuli). Each level was
presented 12 times, resulting in a total of 72 trials in each task. Each stimulus had
a duration of one second, with an inter-stimulus interval of 0.5s, and unlimited
response time. After each response, the trial ended when participants indicated
on a scale from 1-7 how confident they felt about their answer.

2 Ultrahaptics’ maximum output is limited to 155dB SPL for health and safety rea-
sons. The intensity percentages can be translated to the following Pascal values:
100% =155dB, SPL= 1124 Pa, 95% =1067.8 Pa, 90% =1011.6 Pa, 85% =955.4
Pa, 80% =899.2 Pa, 75% = 843 Pa.
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2.4 Procedure

After signing the informed consent, participants filled out a demographic survey.
They were asked to position their non-dominant hand above the MAH device,
with their arm resting on the armrest to avoid excessive fatigue (see Fig. 1-left).
The armrest ensured a stable distance of about 20 cm between the hand and the
MAH device. Participants were urged to keep their hand horizontally and fixed
above the device. To familiarize with the feeling of MAHs, they were presented
with a single focal point on the palm during 10s before starting with the tasks.
Next, participants were told that all stimuli in both tasks would have the same
pattern. To give them an idea of what to expect, a visual representation (short
movie) of the dynamical stimulus pattern was presented on their screen during
5s (see Fig. 1-right). Next, participants were assigned to both conditions in a
counterbalanced order (within-participant design). Between the two discrimina-
tion tasks, a short break was provided.

3 Results

3.1 Discrimination of Intensities

Two participants were excluded from these analyses because of a technical error
and a misunderstanding of the instructions, resulting in a sample of N = 48. We
first checked whether the subjective confidence in one’s responses would correlate
with one’s accuracy (=proportion of correct responses)®, and this was indeed
the case. A (repeated measures) correlation coefficient of 7, (239) = .63,p <
.001,95% CI = [.54,.70] was observed (R package rmcorr [1]). The correla-
tion coefficient slightly increased in strength after removing nine influential data
points based on Cook’s distance: 7. (230) = .66,p < .001,95% CI = [.58,.73].
Secondly, we tested for an association between discrimination accuracy and age.
A negative association between age and discrimination accuracy was observed,
with r = —.35,¢(46) = —2.53,p = .02,95% CI = [—.58, —.07]. However, when we
removed three data points that were identified as influential outliers, the correla-
tion coefficient diminished in strength and could only barely reach statistical sig-
nificance (see Fig. 2), r = —.30,¢(43) = —2.03,p = .049,95% CI = [—.54, —.002].

We modeled the count data (how many times the target stimulus was picked
as having the lowest intensity) using a generalized linear mixed model (GLMM)
with a probit link function, and with the intensity of the target stimulus as pre-
dictor* (R package lme4 [2]). The model included person-based random inter-
cepts, as they significantly improved the model’s fit, showing a SD = 0.14,
X2%(1) = 16.43, p < .0001, with AIC = 1158, BIC = 1169, LL = —576
for the model with random intercepts, and AIC = 1172.4, BIC = 1179.8,
LL = —584.21 for the model without random intercepts. The final model did

3 Within all participants, the mean confidence ratings were correlated with the pro-
portion of correct responses over stimulus levels.
4 The predictor “intensity” was rescaled by dividing it by 100.
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not include random slopes, as this resulted in singular fit, which often indicates
overfit. No influential outliers were observed, using R package influence. ME [16].

Next, the JND was estimated from the GLMM model using the Delta
method, without any lapse rate or bias parameters included in the model (R
package MixedPsy [15]). The JND was defined as the inverse function of the
slope (see also Dallmann, Ernst, & Moscatelli, 2015 [6]). It measured the per-
ceptual noise and was computed as half of the difference between the stimu-
lus values at response probabilities of 756% and 25%. We obtained a JND =
12.12%(SE = 0.62%), 95%C1 = [10.90%, 13.33%)]. Next, a preliminary Weber
fraction was calculated as follows: AT/ = ¢, 12.12/100 = 0.1212, resulting in a
fraction of 12.12% [11,21].

Intensities Velocities
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% £) ) % ) W %
Age Age

Fig. 2. Scatter plots with regression line (grey zone indicates the 95% CI) showing the
relationship between accuracy and age in the discrimination task involving intensities
(left) and velocities (right).

3.2 Discrimination of Velocities

No participants were excluded from this task, resulting in a sample of N =
50. A strong correlation was found between self-reported confidence in one’s
ratings and accuracy, 7., (249) = .66,p < .001,95% CI = [.58,.72]. The
correlation coefficient increased in strength after removing 14 influential data
points: 7, (235) = .72,p < .001,95% CI = [.65,.78]. Similar to intensity dis-
crimination, a negative relationship was observed between accuracy and age,
r = —.31,t(48) = —2.29,p = .03,95% CI = [—.54,—.04], but disappeared after
removing an outlier (based on Cook’s distance), r = —.23,¢(47) = —1.65,p =
11,95% CT = [—.48,.05] (see Fig.2).

Next, we again modeled the count data (how many times the target stimu-
lus was picked as having the slowest speed) using a GLMM with a probit link
function, and with the target’s number of rev/sec as predictor. Using model com-
parison, we tested whether we should include random intercepts and slopes in
the model. There was evidence for significantly improved model fit when adding
person-based random intercepts, SD = 0.35, X2(1) = 125.60,p < .0001, with
AIC =1175.1,BIC = 1186.2, LL = —584.55 for the model with random inter-
cepts, and AIC = 1298.7, BIC = 1306.1, LL = —647.35 for the model without
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random intercepts. Given that the addition of random slopes resulted in a corre-
lation of —1 between the random effects (often a sign of overfit), the final model
only included random intercepts. No outliers were detected based on Cook’s
distance. When estimating the discrimination threshold between different veloc-
ities based on the GLMM model and using the Delta method [15] (no lapse rate
or bias parameters were included in the model), we obtained the following val-
ues: JND = 0.51rev/s (SD = 0.03rev/s), 95% CI = [0.45rev/s, 0.56rev/s]. A
preliminary Weber fraction of 25.5% was obtained: AV/V = ¢,0.51/2 = 0.255.

4 Discussion

This study shows JNDs of 12.12% for the intensity and 0.51rev/s for the veloc-
ity of MAH sensations. In other words, to use MAH intensity and velocity as
information channels, a minimum difference in intensity of at least 12.12%, and
a minimum velocity difference of at least 0.51rev/s needs to occur from the
reference output of 100% intensity and 2rev/s.

The estimated Weber fraction of 25.5% for MAH velocity is comparable,
although slightly higher, to the fractions observed for tactile brushing stimuli,
which were found to vary between 20% and 25% [7].

Our estimated Weber fraction for MAH intensity is based on acoustic pres-
sure, while the Weber fractions for vibrotactile intensity are based on skin dis-
placement, and therefore cannot be directly compared. Assuming the skin is
mainly elastic [22], displacement is proportional to stress. Additionally, stress at
the MAH pattern is proportional to the square of the acoustic pressure [4]. Thus,
displacement is proportional to the square of the acoustic pressure and one can
estimate the Weber fraction of MAH displacement to be 25.7% : AI?/I? = 0.257.
This estimated Weber fraction is higher than the Weber fractions observed for
vibrotactile stimuli (ranging between 13% [8] and 16% [5]). We hypothesise that
this difference lies in the nature of the stimuli. Vibrotactile stimuli are easier
to discriminate when subtle changes in intensity or velocity occur, as they are
rendered with higher fidelity.

Wilson et al. [23] reported good motion perception of MAHs in the range
0.1-2rev/s. Using our estimated Weber fraction, one could decrease the refer-
ence MAH velocity by 10 levels and still remain in this range. Similarly, pre-
vious studies reported a perceptual threshold for MAH intensities around 30%
of the maximum output pressure [10,20]. Using our estimated Weber fraction,
one could decrease the reference intensity by 9 levels and still remain above this
threshold. Based on these observations, we can assume that one can discriminate
between 11 and 10 levels of MAH velocities and intensities, respectively (i.e. 3.5
and 3.3 bits of information, respectively). Moreover, bits of information from
two dimensions can be summed up [11]. Hence we predict a maximum of 6.8
bits of information using the MAH pattern investigated in our study. However,
we highlight that this value is only an upper bound for two reasons. Firstly,
we relied on perceptual thresholds from the literature to estimate the bits of
information, instead of data from an information transfer study. Secondly, these
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perceptual thresholds from the literature were observed for different types of
MAH patterns, compared to the pattern we used in our study Therefore, while
this estimate is encouraging for using MAH intensity and velocity as information
channels, further research is needed to determine the actual value.

Interestingly, age was not found to be strongly related to discrimination accu-
racy of intensities or velocities. These findings are remarkable as earlier work
found a strongly negative correlation between age and identification accuracy of
MAH shapes, r = —.62 [18]. However, as we did not assess physiological charac-
teristics of participants’ skin, it is hard to explain why the correlation between
age and discrimination accuracy was weak in our study. Finally, based on the
confidence ratings, it became clear that people’s subjective perception of their
discrimination abilities aligned nicely with their actual performance®.

With this study, we performed a first step in mapping intensity and veloc-
ity JNDs of MAH patterns. However, the current study only looked at dial-like
patterns. Future work should verify the generalizability of the obtained results
regarding other pattern types. Moreover, we estimated the intensity and veloc-
ity Weber fractions based on only one reference stimulus, future work should
improve this estimation by including multiple reference stimuli and target stim-
uli with values both lower/slower and greater /faster than the reference stimulus.
Additionally, future studies should investigate to what extent the start and end
positions of the stimuli in the velocity discrimination task could influence partic-
ipants’ performance. To avoid a potential confound of start position, one could
randomize the start position between trials. Despite these limitations, we believe
the current study is a valuable initial step towards investigating intensity and
velocity differences of MAH sensations as potential information channels.

5 Conclusion

This study is the first to report intensity and velocity JNDs for MAH sensations,
which is essential when implementing MAHs as a means of system feedback.
Based on our results, we recommend to only implement intensity differences
greater than 12.12% and velocity differences greater than 0.51rev/s. Intensity
and velocity appear to be attractive information channels when considering MAH
sensations as a means of system feedback. Future research could further elaborate
on these findings, with a focus on investigating their boundary conditions.
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5 A final person-based characteristic we investigated was hand size (= sum of the hand
width and length) but this revealed no significant correlation with the discrimination
accuracy of intensities or velocities.
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Abstract. When judging the heaviness of objects, the perceptual esti-
mate can be influenced by the object’s density next to its mass. In the
present study, we investigated whether density estimates might be simi-
larly affected by object mass. Participants lifted objects of different sizes
and masses in a virtual reality environment and estimated the density.
We found that density perception was influenced both by density and
mass, but not for the lowest density value, which could be perceived
correctly. A modelling procedure on fitted slopes through the different
objects revealed that density contributed 56% to the density estimate.
However, if low- and high-density values were modelled separately, con-
tributions of 100% and 41% were found for the low and high densities,
respectively. These results indicate that perception of heaviness and den-
sity are closely related but can be better distinguished with objects of
lower density and mass.

Keywords: Perception + Density - Mass - Heaviness

1 Introduction

When we manipulate objects, we can perceive object properties such as size,
weight and material. During object lifting, we receive haptic feedback that allows
us to make a heaviness estimation of the object. The brain defines the most
optimal estimate (i.e. with minimal variance) based on different sensory sources,
such as visual and haptic information [5]. In other words, a combination of cues
can be used to make a perceptual estimate. Regarding heaviness perception, one
of these cues might be object density, which is the relation between the size and
weight of the object and depends on the objects’ material.

Previous research has shown that density might contribute to heaviness per-
ception. Five decades ago, Ross and Di Lollo [12] suggested that the impact
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of mass and density in heaviness estimation shifts with the objects’ density.
The authors claimed that heaviness estimations of low-density objects were pre-
dominantly based on mass, while for high-density objects the density had more
impact. In another study was suggested that the combination of density and mass
controls heaviness discrimination. When both density and mass simultaneously
increase/decrease, heaviness perception is more accurate. In contrast, accuracy
declines when the factors change in opposite directions [9]. More recently, it was
proposed that heaviness estimation is formed from a weighted combination of
mass and density information, depending on the properties’ reliability [3,13].

The inclusion of other object properties, such as density, into heaviness esti-
mation might provide an explanation for some weight-related illusions. The size-
weight illusion [1] shows that a smaller object is perceived as being heavier than
a larger object with an identical mass, suggesting that the unexpected denser
object feels heavier. Similarly, the material-weight illusion shows that visual
features of the material bias the perception of heaviness. When two objects of
seemingly different materials but equal size and mass are presented, the denser-
looking material (i.e. metal vs wood) is perceived to be lighter [4].

These studies show that density influences heaviness perception. It has also
been observed that density estimations can be influenced by object mass [7],
suggesting that neural processing of these concepts is related. However, in that
study, mass was not varied. Therefore, it has not been systematically examined
how mass could affect density perception. Object density cannot be directly
perceived but has to be inferred from both the size and mass of an object,
using visual and/or haptic information. The perception of density is important
to distinguish between different object materials, such as wood or metal, or,
e.g. determine the content of a closed box. For this purpose, further research
on density perception might give new insights into object perception. In the
present study, we investigated how participants perceived the density of objects
of different sizes and weights. Participants lifted objects in a virtual reality set-up
and judged the density. We found that the mass of objects affected the density
estimate but more so when objects were denser and heavier.

2 Methods

2.1 Set-Up and Procedure

12 participants took part in the study (age range 18-26 years, 6 females, 11 self-
reported right-handed). They had normal or corrected-to-normal vision and had
no known neurological impairments. Before the experiment they all signed an
informed consent form. The study was approved by the local ethical committee
of KU Leuven.

The experiment was performed in a virtual reality (VR) setup that simulated
virtual cuboids on a checkerboard background. The visual virtual environment
was projected with a 3D screen (Zalman) on a mirror, under which participants
moved their hands so they were unable to see their hands. The tips of the thumb
and index finger were inserted into two haptic force-feedback devices (Phantom
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Premium 1.5, Sensable) to be able to haptically simulate the objects. The fin-
gertips were visually indicated by two red spheres on the screen. More details
of the VR setup can be found in [11]. Forces were measured in 3 directions and
sampled at a 500 Hz frequency. 12 cuboids were used in the experiment with dif-
ferent size-mass combinations (Table 1). The size was varied by changing object
height, while keeping the width and depth at 5cm. Each density value (0.75,
1.25, 1.75, 2.25 g/cm?) was presented in 3 different size-mass combinations.
Participants were seated in front of the VR setup and familiarised with the
environment. In each trial, a virtual object appeared and participants had to
grasp it after hearing a beep. They lifted the object with thumb and index
finger up to a target height, indicated with a yellow sphere. After they had
replaced the object, they were asked to estimate the density of the object on
a self-chosen scale. Before the experiment, they received an explanation of the
concept of density and were instructed not to report the heaviness, but only the
density of the object. Participants were unaware of the number of objects or
densities used in the experiment. Each object was presented 10 times, giving a
total of 120 trials, which were presented in a randomised order. Two objects of
the same weight or size were never presented in a row, so participants could not
compare the density of two sequential objects by only varying one parameter.
The experiment was divided into two sessions with a short break in between.

Table 1. Mass (g), size (cm) and density (g/cm®) of the objects used in the experiment.

Size/Mass | 112.5 | 157.5 | 202.5 | 262.5 | 337.5 | 472.5
3.6 1.25 |1.75 |2.25

6 0.75 1.75 2.25

8.4 0.75 1.25 2.25
10.8 0.75 1.25 |1.75

2.2 Analysis

The individual density estimates of participants were normalised to z-scores.
The normalised estimates were averaged over the trials for each object. Miss-
ing samples (0.03%) of the force data were interpolated. Next, force data was
filtered with a 2" order low-pass Butterworth filter with a cut-off frequency of
15 Hz. The load forces (LF) were the sum of the vertical forces and were used to
calculate the loading phase duration (LPD). We used the LPD as a measure of
lifting performance, since this is indicative of force planning and different for dif-
ferent object masses [8]. The LPD was calculated as the time between LF onset
(LF > 0.1 N) and lift-off (LF > object weight). 31 (2%) trials were removed from
the force analysis due to incorrect lifts.

A linear mixed model was used to statistically determine whether density
and mass affected the perceived density and LPD. The z-scored estimates or the
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LPD was the dependent variable, density and mass were included as fixed factors
and participant number as random factor. The density x mass interaction and
the intercepts were also included in the model. We used maximum likelihood for
the estimation and a 1% order autoregressive model. Post-hoc comparisons were
performed with a Bonferroni correction. The alpha was set to 0.05.

The linear mixed model provides estimates for each density and mass, because
they were included as fixed factors, but no relative contribution of those factors
could be computed. Therefore, we performed a different modelling procedure
where we assumed that density estimates only relied on mass and density. The
weights given to density and mass were wg and w,,, respectively, and wq + w,,, =
1. In general, a relation such as D = wgad + w,,bm + ¢ can be expected, where
D is the estimated density, d and m the density and mass values and a,b and ¢
are constants. Since we only had one data set, we could not fit all the unknown
constants and the weights. Therefore, we chose to fit the relation between D and
d or m by calculating the slopes: s4 and s,,, respectively. We assumed that the
slopes could be seen as a relative value of a constant value, which we called the
maximum slope:

Sm = WdSmax,m (1)
Sd = (]- - wd)smaf,d

More specifically, to assess the contribution of density to the density esti-
mates, we plotted the density estimates against the mass of the objects (Fig. 1).
Through similar densities, we fitted linear regressions to obtain 4 slopes (‘density
slopes’). When solely relying on density, slopes will be equal to 0 (Fig. 1A). How-
ever, if density would be ignored and participants rely on mass, the slopes would
be on the line between the lowest and highest mass (Fig. 1B), i.e. the maximum
slope ($maz,q)- The slopes will have values in between these cases when partici-
pants have a balanced weighting of mass and density. Similarly, to evaluate the
contribution of mass, 6 slopes could be fitted to objects with equal mass (‘mass
slopes’) when density estimates are plotted against object density. If participants
rely solely on density, mass slopes will be maximal (Fig. 1A). However, if they
ignore density and only rely on mass, mass slopes are 0 (Fig. 1B).

We set the maximum slopes as the differences between the estimate for the
object with the lowest mass-density combination and the highest mass-density
combination: Syqz,q = 6.13 and s;qq,m = 1.47. Next, the only free parameter,
wq, was obtained by minimizing the sum of the squared errors between the
modelled slopes from Eq.1 and the measured slopes from the data. Note that
only slopes were fitted to estimate wy and not density estimates. Therefore,
the modelled slopes and weights cannot be used to calculate expected density
estimates from the mass and density of objects. The plotted modelled slopes in
the Fig. 1 and 2 only serve to compare the slope value, as the intercepts were
not fitted, but estimated by dividing the maximum slope into equal steps for the
number of slopes and depended on wy.
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Fig. 1. Mass and density slopes. A—B: predicted slopes if the weight given to density
(wq) is equal to 1 or 0. C—D: mean density estimates (solid circles) and standard
errors (error bars). Solid lines represent measured slopes (C: mass, D: density) fitted
to the data, which values are indicated in the legend. Dashed and dotted lines indicate
modelled slopes and maximum slopes from the model.

3 Results

Figure 1 shows the average density estimates for each object. It can be seen that
the estimates increase both with density and mass. The linear mixed model on
the density estimates revealed significant effects of mass (F'(3,134) = 45,p <
0.001) and density (F'(5,107) = 97,p < 0.001), but not their interaction (p =
0.533). Post-hoc effects showed that all density values differed significantly from
each other (all p < 0.001). The masses all differed significantly from each other
(all p < 0.027), except the two lowest masses (p = 0.208). Thus, for most objects,
both mass and density affected the perceptual estimate for density.

For LPD, there was only a significant effect of mass (F(5,114) = 55,p <
0.001). Except for the 157.5g and 202.5g objects (p = 0.72), and the 202.5¢g
and 262.5g objects (p = 0.75), all other masses differed from each other (all
p < 0.003). The effect of density or the interaction of density X mass were not
significant, indicating that lifting performance was only affected by object mass,
not density. Therefore, the density estimates for different densities could not be
explained by alterations in lifting performance.

The measured slopes through objects with similar mass or density are shown
in Fig. 1 and values are displayed in the legend. One sample t-tests of partici-
pants’ slopes indicated that all mass slopes were significantly different from zero
(all p < 0.004). The density slopes were also significantly different from zero
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(p < 0.001), except for the lowest density (p = 0.75). The density and mass
slopes were used to determine the contribution of density and mass to the den-
sity estimates by modelling one slope value for the density slopes and one for
the mass slopes. The modelled slopes were 2.67 and 0.83 for density and mass
slopes, respectively (Fig.1). We found a wg of 0.56, which explained 39% of the
data (R? value).

Although most modelled slopes seem similar to measured slopes, the fits do
not seem optimal for the lowest masses and the lowest density, which could clarify
the low explained variance. Therefore, the modelling procedure was repeated,
but now not all slopes were assumed to be the same: wy was split between
the lowest and the other three density slopes, and between the three lower and
three higher mass slopes. For the mass slopes, new separate maximum slopes
were calculated, since now only half of the range was covered for low and high
values: Smazm,; = 0.83, Smaz,m,n = 1.31. The original s,,45 4 was used for the
density slopes. For this model, we found wq; = 1 and wq ;, = 0.41. The explained
variance was 96% and the results are shown in Fig. 2. Here it is seen that all
modelled slopes are similar to the measured density slopes.

The procedure was also performed on the individual data. A range of weights
was found with wy ranging between 0.12—1.0 (mean = 0.55), with the explained
variance ranging from 0-97%. However, if we also split the fits for the lower
and higher densities, we obtained weights of wq; between 0.06 — 1.0 and wq,p,
between 0.04-1.0, with means of 0.78 and 0.43, respectively. For the low density,
8/12 participants had a wq,; > 0.98, and for the high densities, 11/12 participants
had a wq p < 0.54. Here, the explained variance was between 11-97%, with >50%
and >90% in 10/12 and 6/12 participants, respectively. All in all, it seems that
the weight that was assigned to density for density judgements varied among
participants but that most participants gave higher weights to density for low
densities, whereas for higher densities, the weight assigned to mass was higher.

4 Discussion

In this study, we investigated how humans perceive density when presented with
objects of different size and mass. We found that density estimates depended
both on density and mass. This is similar to previous studies that found that
heaviness estimates depended on these two object properties as well [3,13] and
the finding that participants had more difficulties reporting a difference in heav-
iness with objects of different compared to equal densities [9]. Hence, density
and heaviness perception might be closely related.

We found a contribution of 56% of density relative to mass for density esti-
mates. This seems slightly different from the density weight of 29% for heaviness
estimation found in [13], suggesting that the weighing of density and mass can be
adapted to the required percept. However, it must be noted that the contribution
varied for different densities and individuals.

Interestingly, we found that the weight of mass on density perception
increased with density, indicating that cue weighing can also depend on inten-
sity. Whereas density estimates were not affected by mass for the lowest density,
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Fig. 2. Results for the mass (A) and density slopes (B) for low and high values sep-
arately. Solid circles and error bars represent density estimates mean and standard
errors, respectively. Solid and dashed lines represent fitted and modelled slopes, respec-
tively. The black dashed lines are the maximum slopes used in the model.

the influence of mass became more pronounced for objects with higher densities.
In our experiment, the low-density objects all had the lowest masses as well.
Therefore, it is also possible that mass influences density estimates more when
objects are heavier. At first hand, a bias of mass seems logical, since in daily life
we might be more familiar with judging object mass than density. However, this
does not explain why low-density objects can be perceived accurately. Possibly,
we are more familiar with handling objects of low densities, such as wood or
plastic, and have more experience in distinguishing such objects. Furthermore,
in daily life, we experience a non-linear distribution of size and weight. These
learned statistics of everyday objects can be used to estimate those of novel
objects. In general, small objects are seen as denser in comparison with objects
larger in size, since in real life small objects tend to be denser [10]. Similarly, daily
life experience might also suggest a relation between heavy and dense objects.
Finally, for heaviness estimations, lower contributions of density were found for
objects with lower densities and mass [12], further suggesting that for low den-
sities and light objects, the object properties density and mass can be better
disentangled.

The mutual influence of density and mass in object perception suggest that
brain processes for these properties are related. A functional magnetic resonance
imaging study revealed that object density is processed in a higher-order area
of the brain (left ventral premotor area) and the primary motor cortex encodes
object weight [2]. Density and mass perception might mutually influence each
other since these areas are closely connected [6]. Therefore, it could be difficult
for humans to estimate these properties independently.

The present study also has some limitations. First, we used a limited set of
object sizes and weights for each density. Therefore, it is difficult to disentangle
whether low densities can be accurately perceived due to the low density or due
to low masses. A larger object set would include very small or large objects



94 L. Merken and V. van Polanen

which would have been difficult to grasp in our VR setup. In addition, since
we estimated maximum slopes from our data set, the weightings are specific to
our data set and the actual values might not be generalised to other data sets,
but only the relative weighting between density and mass can be interpreted.
Furthermore, it is possible that participants did not fully understand the concept
of density and reported mass instead, despite the careful explanation of the
density concept to each subject. However, results clearly showed a contribution
of density, especially for low-density objects, ruling out a judgement of object
mass only. Finally, it must be noted that we used mass and density as the only
contributors to the density estimates, although other factors might contribute
as well. Particularly object volume cannot be fully distinguished from density,
and when volume and mass were used in the model fit, similar results were seen.

In conclusion, both mass and density influence density perception, but mass
affects density perception more when objects are denser and heavier. Our study
supports the idea that density perception is closely related to heaviness percep-
tion, but also indicates that the weighing of these properties can vary based on
their intensity. The perception of density is important for distinguishing objects
of different materials or objects with different contents. This could be relevant
when designing virtual environments or controlling robotic arms to interact with
different objects of different materials. The interaction of density and mass in
object perception should be taken into account.
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Abstract. Haptic feedback is a desired feature in teleoperation as it can
improve dexterous manipulation. Direct force feedback to the operator’s hand
and fingers requires complex hardware and therefore substituting force by for
instance vibration is a relevant topic. In this experiment, we tested performance
on a Box & Blocks task in a teleoperation set-up with no feedback, direct force
feedback and substituted vibration feedback. Objective performance was the
same in all conditions as was the learning effect over three sessions, but par-
ticipants had a clear preference for haptic feedback over no haptic feedback. The
preferred type of feedback (force or vibration or both) varied over participants.
In general, this study showed that haptic feedback is preferred in teleoperation,
the Box & Blocks task seems not sensitive enough for our (and most) current
teleoperation set-up(s), and vibration feedback as substitute for direct force
feedback works well and can be used intuitively.

Keywords: Haptic feedback - Teleoperation + Dexterous manipulation

1 Introduction

Robots are frequently deployed to perform tasks that are dull, dirty or dangerous.
Especially in repetitive tasks, technical advances allow the application of autonomous
systems. Despite advances in autonomy, autonomous robots will not be a viable option
in all applications for the foreseeable future [1]. If the tasks of a robotic system are
diverse, the environments unpredictable and the stakes of successfully performing the
task are high, robots will not be able to carry out all necessary tasks with sufficient
reliability without human involvement. The common solution in these use cases is
teleoperation (e.g. [2, 3]). In teleoperation the task is performed by an operator con-
trolling the robot remotely, typically in a master-slave setup.

Currently the control of teleoperated systems is often not very intuitive and the
cognitive load during control of the system is high for the controller. One of the
improvements is to give the operator good dexterity and haptic feedback (e.g. [4]. The
most intuitive haptic feedback is to present the forces on the robot’s hands and fingers
as forces on the operator’s hands and fingers. However, this requires complex actuators
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and limits wearability. An alternative method is to provide feedback through other
sensory cues like vibratory or visual cues (sensory substitution). In this study, we
compared the performance in a teleoperated Box & Block test without force feedback,
with direct force feedback and with substituted force feedback in the form of vibration
on the fingers. We choose the Box & Block test (e.g. [5]) following Catoire et al. [6]
who described a teleoperation test battery with standard tests that can be used to
benchmark system dexterity, and allow to advance the design, quantify possible
improvements, and increase the effectiveness of the teleoperated system. The Box &
Block test is one of these tests and focuses on dexterity.

2 Teleoperation Set-Up

In this study, a teleoperation setup consisting of a telemanipulator, a haptic control
interface and a visual telepresence system was used (see Fig. 1). The telemanipulator
consists of a four-digit, 13 degrees of freedom humanoid robotic hand (Shadow Hand
Lite, Shadow Robot Company, London, UK), equipped with 3D force sensors
(Optoforce OMD 10) on its fingertips, mounted on the flange of a KUKA IIWA 7 serial
link robot with 7 degrees of freedom (KUKA Robotics, Augsburg, Germany).

The haptic control interface is realized by a haptic glove (Senseglove DK1, Sen-
seGlove, Delft, the Netherlands) that tracks finger movements in 11 degrees of freedom
and can provide passive force feedback on each of the fingers. Underneath the
Senseglove a custom vibrotactile glove (Elitac, Utrecht, the Netherlands) was worn,
which contains 16 strategically placed pancake motors. The movements of the hand in
space are recorded by an HTC Vive tracker (HTC, Xindian, Taiwan) mounted on the
Senseglove. The visual system is an in-house build, closed system that transfers the
images from a stereocamera mounted on a pan-tilt-roll unit (PTRU) to a custom made
Head-Mounted Display (HMD), which in turn controls the movement of the PTRU [7].

The software interfacing between the telemanipulator and haptic control interface
was realized using two PC’s running the Robot Operating System (ROS), version
Kinetic Kame on Ubuntu 16.04. The PC’s, one controlling the telemanipulator hard-
ware and one controlling the haptic control interface, were connected through a local,
dedicated gigabit ethernet network, with a typical latency of a few milliseconds.

2.1 Controls

The control of the robotic system was the same throughout the experiment. The KUKA
arm is controlled via the fast research interface (FRI), in impedance mode. With a
1 kHz update frequency, the robot tracks the Cartesian end-effector setpoint with a
translational stiffness of 150 N/m and a rotational stiffness of 100 Nm/rad. The null
space motion is uncontrolled and therefore compliant. At the start of each run, the robot
was returned to the same initial position.

The setpoint of the robot is determined by the position and orientation of the Vive
tracker on the back of the hand of the operator, updated with 60 Hz. The operator
switches control on and off using a foot pedal, using a common ‘clutching’ logic: as
long as the pedal is pressed, the robot follows the movements of the user. When the
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pedal is released, the robot motions are decoupled and it remains at the current position.
When the operator decides to continue control by pressing the pedal, the current
position of the user’s hand is used as the reference position for new movements.

The robot hand is continually controlled by mapping the Senseglove measurements
of finger positions to joint positions on the Shadow Hand at 50 Hz. This mapping was
calibrated before the experiment by using two predefined hand postures (i.e. flat hand
and strong fist) to obtain parameters that define the operator’s hand model, which was
used in finger position estimation. A linear mapping between these finger positions and
the joint positions of the robot fingers was empirically determined to reach a high
degree of movement mimicking.

2.2 Haptics

In the experiment, the visual feedback of teleoperation could be accompanied by haptic
feedback from the robot’s sensors to the operator. Two types of haptic feedback were
used; braking force at the fingertips (direct force feedback; DFF) and vibrations at the
fingertips (substituted force feedback; SFF). A third type of feedback involving
vibrations at the back of the hand functioning as a binary signal indicating collisions
was also measured in the experiment, but not analyzed for this paper.

For the DFF a fingertip was blocked when the Euclidean norm of the force vector
measured at the robot finger exceeded 0.1 N. This mimics making contact with a non-
compliant object. The SFF provided gradual feedback of the measured force at the
robot finger in the form of vibratory feedback at the corresponding fingertip using the
vibrotactile glove. A force with a norm of more than 0.05 N is linearly scaled to a
maximum vibration at 2 N. The Elitac glove provides a logarithmic stimulation
intensity in 16 steps. A pilot study has shown that the vibration steps are identifiable
and judged linearly on a magnitude scale. Since DFF provides proprioceptive-
information and SFF provides information on the applied amount of force, DFF and
SFF were combined to explore potential additive effects of the feedback types.

Kuka robot arm + shadow hand

Fig. 1. The teleoperation setup. A) the master side including a subject wearing the HMD,
Senseglove and Elitac glove, and B) the slave side with the teleoperated robot arm and PTRU.
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3 Methods

3.1 Participants

Twenty-two participants (13 female, mean age 29.5 & 10.0 yrs) participated in the
three pretests of the experiment. Fourteen of them passed the third pre-test and were
selected for the main experiment (10 female, mean age 25.6 £ 8.0 yrs). None of the
participants had previous experience with teleoperation and all participants were naive
about the details of the experiment and were compensated for their time. All partici-
pants gave their written informed consent prior to the experiment. The setup and
experiments were approved by the TNO Internal Review Board (registered under
number 2019-026).

3.2 Experiment Design and Procedure

Adapted Box & Blocks Evaluation

For this study the classic Box & Block test was adapted to fit the capabilities and
limitations of the visual part of the teleoperation setup. The depth of the start com-
partment was decreased to be able to more easily grasp the blocks (3.5 cm instead of
the traditional 7.5 cm depth [5]). We also reduced the number of blocks in the test to 30
to give the participants a bit more space in the box, which made placing the (robot)
fingers around the blocks easier (Fig. 2A).

As in the original task, the aim is to move as many blocks, i.e. cubes sized 2.5 cm
square, as possible from one side of the box to the other side while using one hand and
it is not allowed to throw the block over the partition. The participant is seated while
performing the test and the box is placed directly in front of the participant on a table.
In our reference task, we asked participants to move 30 blocks as fast as possible with
their own hand directly. We did this both from the higher side to the lower side and
vice versa in a randomized fashion. This gave us an idea about the effects on perfor-
mance due to the adjusted depth of the box.

A) B) 2 m normal height = adjusted height

25

20

Duration (s)

Repetition

Fig. 2. A) Adapted box & blocks task, B) Difference in completion time for the standard and
adjusted box & blocks test.
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Teleoperation Pre-test

The teleoperation pre-test consisted of a simple displacement task with blocks from the
Box & Block test while using the teleoperation system without feedback. Four blocks
were located in the middle of an A3 sheet of paper with four equal squares (9 cm) at the
corners. The participants had to move the blocks to the predetermined squares, one to
each corner. To keep control of the duration of the pre-test, the maximum time to do
this was 4 min. Participants had three attempts, and had to move (at least in one try) all
four blocks to the corners within 90 s to be included in the second subtest. This
criterion was not known to the participants. Regardless of the result of the teleoperation
pre-test, the participant was asked to do the adapted Box & Blocks again.

Main Experiment

The main experiment started with written instructions and a practice session performing
a simple teleoperation task, i.e. moving several blocks without haptic feedback. Next,
the different types of haptic feedback were explained and presented. Four types of
haptic feedback were analyzed in this paper: No feedback (NF), Direct finger force
feedback (DFF), Substitute finger force feedback (SFF), Both DFF and SFF. The
participant performed the teleoperated (modified) Box & Blocks task in all conditions,
each presented once in a semi-balanced (incomplete Latin Square) order. Between the
conditions there was a short (ca. 2 min) break, in which the NASA-TLX questionnaire
was answered. A 10 min break was scheduled after all conditions. This was repeated a
second and third time, resulting in three repetitions per condition.

Teleoperated Adapted Box & Block Task

In the teleoperated Box & Block test, participants always moved the blocks from the
higher side to the lower side. They were asked to move as many blocks as possible to
the other side of the box within two minutes.

Subjective Measures

The NASA Task Load Index (NASA-TLX) was used to measure workload [8]. Fur-
thermore, the participants were asked to rank the experimental conditions in order of
preference.

3.3 Data Analysis

The data of the adapted Box & Blocks pre-test were used to quantify the effect of the
adjustments that were made on the Box & Blocks test. The data of the teleoperation
pre-test were used as exclusion criteria for the main experiment.

In the main experiment, the effect of haptic finger force feedback on task perfor-
mance was compared to the performance without haptic force feedback. Additionally, a
comparison between direct force feedback and substitute force feedback was made.

To investigate task performance in the teleoperated Box & Blocks task, we ana-
lyzed the number of blocks moved in two minutes. Furthermore, we analyzed the
subjective scores on the NASA-TLX test, i.e. Mental load, Physical load, Time pres-
sure, Effort, Performance and Frustration. Participants who moved 2 or fewer blocks in
one of the repetitions (regardless of whether the haptic feedback type in which this
occurred was evaluate in this paper or not) were excluded from the analysis. This
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occurred for two participants. Next, the data were analyzed with 2 x 2 x 3 RM
ANOVAs (DFF x SFF x repetition) on all metrics. Greenhouse-Geisser corrections
were applied when sphericity was violated. In these analyses, main effects would show
the influence of either DFF, SFF and repetition on the performance, while interaction
effects would be able to reveal a potential additive effect of combining DFF and SFF
and potential differences in learning for the feedback types.

Table 1. Statistical design of the main experiment

DFF

Off On

SFF | Off | “NF” | “DFF”

On | “SFF” | “DFF+SFF”

4 Results

Adapted Box & Blocks Evaluation

Participants needed on average 24.2 s (range 18.5-39.3 s) to move all 30 blocks from
one side of the box to the other. A 2 x2 RM ANOVA (height of box
(low/high) x timing (before/after)) showed significant main effects of both the height
of the box, Fj210=10.73, p=.004, and the timing F,(,,0 = 8.04, p =.010
(Fig. 2C). These effects show that participants were on average about 1.5 s (ca. 6%)
faster starting at the adjusted (=higher) side of the box, and that participants were about
1.3 s (ca. 5%) faster in their second repetition.

Teleoperation Pre-test

Fourteen out of the 22 participants in the pre-test fulfilled the criteria to participate in
the main experiment. From the eight that were not selected, two participants were not
able to perform the task at all. The other six non-selected participants exceeded the 90 s
time requirement (range 100—406 s).

Main Experiment

On average the participants moved 11.2 (range 3-21) blocks in the teleoperated Box &
Blocks task. Inthe 2 x 2 x 3 RM ANOVA (DFF x SFF x Repetition) we found that
neither forms of haptic feedback on the fingers (DFF, SFF and DFF + SFF) improved
the performance on the number of blocks since there were no significant main effects
and no significant interaction between DFF and SFF (statistical details can be found in
Table 1). It is interesting that all except one participant had a preference for one of the
feedback types over NF. For DFF, 5 out of 12 participants ranked DFF over NF,
however the NASA-TLX results showed that DFF scored worse than NF on several
aspects (time pressure, performance and frustration). SFF was ranked higher than NF
by 8 out of 12 participants, and both objective and subjective measures were similar to
no feedback. These results suggest that people preferred feedback even when it did not
improve performance in our task. When comparing the ranking of the different feed-
back types, DFF, SFF and DFF+SFF, were ranked higher than the other feedback types
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by respectively 4, 5, and 3 out of 12 participants. This shows that the preferences for
the feedback types are highly individual, and that more feedback (DFF + SFF) is not
systematically preferred.

Furthermore, for number of blocks and effort main effects of repetitions were found
(respectively p = .004 and p = .045), indicating a better performance (i.e. more blocks
and less effort) in the later repetitions. This shows a learning effect in the teleoperation

task of ca. 8% per repetition (Table 2).

Table 2. Results of the 2 x 2 x 3 RM ANOVA’s (DFF x SFF x Repetition)
DFF SFF Repetition Interaction
effects
Number of FLO,ILO =422 FLO,ILO =.10 F2,22 =713 All
blocks p = .065 p =.756 p = .004 p’s > .180
rl <r3
p =.007
Mental load FI.O,II.O =.037 Fl.O,ll.O =.179 F2’22 =.624 All
p=.852 p = .681 p = .545 p’s > .258
PhySiCﬁl load FLO,ILO =.051 FLO,ILO =.306 F1A2,13A6 =343 All
p=.825 p = .591 p=.079 p’s > .143
Time Fi011.0 = 4.954 Fio0.110=2.811 Fs2, = .145 All
pressure p =.048 p=.122 p = .866 p’s > .502
DFF > NF
Effort Fl.O,ll.O =.001 Fl.O,ll.O =.059 F1'1,12'3 =4.78 All
p=.972 p=.813 p =.045 p’s > 471
rl >r2
p=.030
Performance Fl.(),ll.() =4.780 Fl.O,ll.O =.001 F2722 =.870 All
p =.051 p=.975 p = .433 p’s > .320
Frustration Fi0,11.0 =7.215 Fi0.110=.015 Fr0, = 574 All
p =.021 p = .904 p=.572 p’s > .210
DFF > NF

5 Discussion and Conclusion

In this study we compared the effect of different haptic feedback types on performance
in a teleoperated Box & Blocks task. No difference was found in objective performance
in the conditions with or without haptic feedback, but all except one participant had a
preference for one of the feedback conditions compared to no feedback. Comparing
direct force feedback and substituted vibration feedback also no difference was found
in objective performance, but there were differences in preference among the partici-
pants. The lack of results on objective performance might be caused by the level of
difficulty and lack of sensitivity of the teleoperated Box & Blocks task; to get a
significantly higher score one additional block should be moved, which corresponds to
an increase of about 8%.
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In all conditions participants were able to perform from the first trial, but still
performance increased over repetitions. This shows that our set-up is intuitive, but that
there is learning involved. The improvement over repetitions in the teleoperated Box &
Blocks task was similar in size as the improvement over repetitions in the Adapted
Box & Blocks pre-test (ca. 8% and 5% respectively), which shows that the learning had
to do mainly with the task and dexterous manipulations itself and not that much with
the teleoperation set-up or the haptic feedback. Moreover, there is no interaction
between the repetitions and the type of feedback. This indicates that first shot perfor-
mance and learning with SFF is as good as with DFF. Whether performance would
change when learning is finished or whether the maximum performance with the
different feedback types is on the same level is impossible to conclude from this study,
but would be very interesting for future research.

At first sight it seems surprising that there were higher scores on frustration and
time pressure for the direct force feedback compared to no feedback. However, this
might be caused by the design of the direct force feedback; to be able to feel hard
surfaces the feedback blocked the fingers almost immediately when force was applied
at the fingertips of the robot hand. This resulted in some unfortunate situations in which
the blocks were not firmly hold yet, but the fingers could not close further. Future
research is planned on the effect of haptic feedback when the visual information is less
reliable or on more subtle dexterous tasks and feedback.

To conclude, haptic feedback is preferred in teleoperation, the Box & Blocks task is
a too coarse test for our current teleoperation set-up, and vibration feedback as sub-
stitute for direct force feedback works well and can be used intuitively.
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Abstract. When interacting haptically with objects, humans enhance their
perception by using prior information to adapt their behavior. When discrimi-
nating the softness of objects, humans use higher initial peak forces when
expecting harder objects or a smaller difference between the two objects, which
increases differential sensitivity. Here we investigated if prior information about
constraints in exploration duration yields behavioral adaptation as well. When
exploring freely, humans use successive indentations to gather sufficient sensory
information about softness. When constraining the number of indentations, also
sensory input is limited. We hypothesize that humans compensate limited input
in short explorations by using higher initial peak forces. In two experiments,
participants performed a 2 Interval Forced Choice task discriminating the
softness of two rubber stimuli out of one compliance category (hard, soft). Trials
of different compliance categories were presented in blocks containing only
trials of one category or in randomly mixed blocks (category expected vs. not
expected). Exploration was limited to one vs. five indentations per stimulus
(Exp. 1), or to one vs. a freely chosen number of indentations (Exp. 2). Initial
peak forces were higher when indenting stimuli only once. We did not find a
difference in initial peak forces when expecting hard vs. soft stimuli. We con-
clude that humans trade off different ways to gather sufficient sensory infor-
mation for perceptual tasks, integrating prior information to enhance
performance.

Keywords: Perception - Softness - Exploration duration - Prior information

1 Introduction

Humans use their hands to explore the softness of objects every day. For example when
squeezing a stress ball during work, when testing if bread is still good to eat or when
palpating the leg to see if it is swollen. We use our hands rather than other senses,
because softness is best explored by haptic interaction [1]. To explore softness, humans
indent the surface of an object repeatedly to collect sensory information over time
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[1, 2]. In everyday life the time during that objects can be explored may vary from free
exploration to a highly constrained one (e.g., only one indentation). Here we ask how
constraints in exploration duration influence softness exploration.

Perceived softness is not only, but clearly related to compliance [3]. The compli-
ance of an object is defined as the amount of an object’s deformation under a given
force [mm/N]. In previous studies investigating softness perception using a 2 Alter-
native Forced Choice (2AFC) discrimination task paradigm, participants were reported
to perform 3 to 7 indentations per stimulus, when allowed to explore freely [2, 4]. In
free exploration, humans seem to stop exploring when they have sufficient information.
With constant exploratory force, discrimination performance increases with the number
of indentations up to a certain level. When exploration movements are restricted in
duration, humans perform worse [2, 5].

However, perception relies on multiple information sources [6], and it is known that
humans can use prior knowledge about object properties to adapt their exploratory
behavior in haptic perception to the present task conditions [7, 8]. For example, for
softness perception results from our lab showed that humans use more force in the
initial indentations when they expect to discriminate two harder objects as compared to
two softer objects [2, 4, 9]. Humans also use higher forces when expecting less dif-
ference between the compliance of the to-be discriminated objects. These adaptations
seem to be well chosen, because more deformation of an object’s surface and the
exploring finger (e.g. by applying more force) improves sensory information on soft-
ness [9—11]. We wonder whether humans would also use higher force, when they know
that they are constrained in their exploration duration, but free to adapt other movement
parameters. High force might be a means to counterbalance lack of sensory information
in shorter exploration. We hypothesize that participants explore with more force when
planning a shorter exploration. In line with previous results, we also expect that par-
ticipants apply more initial force when they expect harder as compared to softer stimuli
[2]. Finally, we hypothesize that adaptations to compliance category are more relevant
and hence also more pronounced for short explorations, where initial lack of infor-
mation cannot be compensated for later.

In two experiments we used a 2 Interval Forced Choice (2IFC) softness discrimi-
nation task to investigate how initial peak forces vary in dependence of the exploration
duration and prior information about object compliance. In a discrimination task we
can control the success rate to be at an intermediate level. We expect that an inter-
mediate level of success increases the effort that participants spend on the task (cf.
Exp.2 in [9]). Further, stimuli were presented sequentially in a 2IFC task rather than in
a 2AFC task so that participants did not perform uncontrolled switches between
stimuli. Switches would have confounded an interpretation of the initial peak force by
exploration duration. In each trial participants explored two objects from either a hard
or soft category. Trials with harder and softer objects were presented in a blocked
manner (only trials of soft or hard stimuli; prior information about compliance induced
through recurring presentation) or randomly mixed (no prior information). In Experi-
ment 1 participants had to indent in different blocks each stimulus once vs. five times.
In Experiment 2 we compared one-indentation explorations to free explorations.
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2 Methods

2.1 Participants

Sixteen healthy students (N = 8 per experiment) from Giessen University participated
(6 males, average age in years: 24, range: 18-30). All participants were right-handed,
reported no motor and cutaneous impairments, had normal or corrected-to normal
vision, and were naive to the study’s purpose. They were paid 8€/h. Methods were
approved by the local ethics committee LEK FB06 and in accordance with the 2013
Declaration of Helsinki. Participants gave written informed consent.

2.2 Stimuli and Setup

Participants sat on a custom-made visuo-haptic workbench containing a 24” 3D screen
(120 Hz, 1600 x 900 pixel), a force sensor (resolution 0.05 N, temporal resolution
682 Hz), to collect data of executed force, and a PHANToM 1.5A haptic force feed-
back device (spatial resolution: 0.03 mm, temporal resolution: 1000 Hz), to collect
finger position data in a 38 x 27 x 20 cm® workspace (Fig. 1). The right index finger
of participants was connected to the PHANToM via a spherical magnetic adapter,
allowing maximum freedom in finger movements and bare-finger exploration. We used
stereo glasses (Nvidia 3D Vision 2) to present a 3D virtual scene. Finger position was
displayed via a green sphere (3 mm) in the scene. During contact with the stimuli the
sphere disappeared to give no feedback about finger position or stimulus deformation.
Participants looked at the screen through a front surface mirror (viewing distance
40 cm) aligned with the haptic scene to ensure a natural connection between haptic
action and visual feedback. A chinrest was used to stabilize the heads of participants.
Audio signals were given via headphones (Senheiser HD 280 Pro). All devices were
connected to a PC; custom-made software controlled experiment and data collection.

Fig. 1. Schema of the visuo-haptic workbench and the magnetic fingernail adapter.

In both experiments we used six cylindrical shaped silicone rubber stimuli (height:
38 mm, diameter: 75 mm; [9] for details of production). Stimuli were divided in a hard
and a soft category. We used one stimulus per category as standard (hard: 0.16 mm/N;
soft: 0.84 mm/N) and two stimuli per category as comparison stimuli (hard:
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0.15 mm/N and 0.17 mm/N; soft: 0.79 mm/N and 0.88 mm/N). Stimuli were selected
in a pilot study (N = 8) based on their distinctness. Comparison stimuli were equally
distinguishable (about 80% in free exploration) from the corresponding standard
stimulus.

2.3 Procedure and Design

In both experiments we used a 2IFC softness discrimination task. We investigated the
influence of three within-participant variables. Compliance (C): We presented stimuli
from the soft or the hard compliance category. PriorCompliance (PC): In blocked
conditions prior information about stimulus compliance was induced by presenting
trials with stimuli out of one compliance category only. In randomized conditions, trials
with stimuli out of the hard or soft category were presented in a randomly mixed order
(no prior information about compliance). ExplorationDuration (ED): In Experiment 1,
participants were instructed to indent each stimulus one or five times per trial (short vs.
long exploration). In Experiment 2, participants indented each stimulus once or as often
as they liked (short vs. free exploration). As can be seen in Fig. 1, the setup allowed
participants to use their entire arm for force production. We measured initial peak
forces, and perceptual performance as percentage of correct judgments.

In each trial, participants had to discriminate the softness of two stimuli (one
standard and one comparison stimulus) and judge which one is softer. In the beginning
one of the two stimuli was presented visually, to indicate where participants should
start haptic exploration. Both starting positions were chosen equally often in ran-
domized order. An acoustic signal indicated the start of the exploration. After partic-
ipants indented the first stimulus as often as instructed (short exploration, long
exploration and free exploration) it vanished from the visual scene and the second
stimulus appeared on the screen. After indenting the second stimulus as often as
instructed it vanished. By pressing one of two virtual buttons, participants indicated
which of the two stimuli they had felt to be softer. No immediate feedback was given.

Both experiments consisted of two sessions within one week. In each session,
participants conducted blocks of each combination of exploration duration and prior
information conditions. Each combination overall comprised four blocks (two each
day) consisting of 64 trials each (1024 trials in total). Between each block a break of
one minute was implemented to counter fatigue. To counter sequence effects, half of
the participants started with long explorations, the other half with short explorations on
both days. We also balanced the order of blocks of randomized and blocked conditions
within short and long/free exploration conditions on both days across participants,
using 4 x 4 Latin squares. Each experiment took 6 h per participant.

2.4 Data Analysis

In this study we focused on analyzing initial peak forces in each trial, but also cal-
culated the percentage of correct responses. Because initial peak forces are barely
influenced by later sensory feedback, they are a good indicator of the influence of prior
information on behavior [9]. In order to calculate peak forces, we initially subtracted
stimulus mass from force measurements and smoothed the resulting force values over
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time, using a moving-averaging window with a kernel of 45 ms. To capture peaks, we
identified turning points in which the derivate of force over time changed from positive
to negative. The applied force at this maximum additionally had to be higher than 5 N.
The time interval between two turning points was restricted to be at least 180 ms. With
these restrictions we ensured the exclusion of small finger shaking movements, local
maxima and movement rests while releasing the finger from the object after valid
peaks. Trials with more or less indentations than the allowed number (one, five or free
exploration) were excluded from the analysis. The first captured maximum in each trial
was assigned to be the initial peak force.

We compared initial peak forces (the first time indenting a stimulus in each trial) for
all conditions in a repeated measurement ANOVA, using the three within-participant
variables. In a further ANOVA with the same three variables we compared the per-
centage correct. Arcsine square root transformed percentages entered analysis, because
these transforms approximate a normal distribution [12].

3 Results

For initial peak forces in Experiment 1, we found a significant main effect for
ExplorationDuration (ED), F(1,7) = 27.44, p = .001 indicating that participants used
more force in shorter as compared to longer explorations (Fig. 2A). No other main
effect or interaction was significant, Compliance (C), F(1,7) =3.94, p = .087;
PriorCompliance (PC): F(1,7) = 0.02, p = .890; ED x PC: F(1,7) = 0.42, p = .539;
ED x C: F(1,7) = 0.34, p = .580; PC x C: F(1,7) = 0.03, p = .859; ED x PC x C: F
(1,7) < 0.01, p =.961. We additionally investigated peak forces of the different
indentations in the long exploration condition. For reasons of space, we cannot report
each detail. An extra ANOVA with the variables Indentation (1** to 5™), PriorCom-
pliance, and Compliance, revealed no significant main effect and no interaction
(o0 = 5%). Five t-tests confirmed that peak force in each indentation of the long
exploration condition (per indentation in N, 1°: 17.3, 2"%: 17.6, 3 17.6, 4™: 17.4, 5™
18.8) was significantly lower than in the short exploration condition (each p < .001).

In Experiment 1, on average 67% of all answers were correct (SEM = 0.021, range
across individuals 63%-75%). In the ANOVA we found a significant effect for the
variable PC, F(1,7) = 10.09, p = .016, indicating that participants performed better
when prior information available (70%) as compared to the randomized conditions
(65%). No other effects were significant (o0 = 5%).

In Experiment 2, participants indented each stimulus on average 2.9 times in the
free exploration condition. For initial peak forces (Fig. 2B), we again found a signif-
icant main effect for the variable ED, F(1,7) = 12.85, p = .009. Other effects were not
significant, C: F(1,7) = 0.02, p = .896; PC: F(1,7) =5.55, p=.051; ED x PC:
F(1,7) = 0.46, p = .518; ED x C: F(1,7) = 1.13, p = .322; PC x C: F(1,7) = 0.02,
p =.896; ED x PC x C: F(1,7) = 2.64, p = .148. Extra analyses of peak forces of
later indentations in the free exploration conditions showed some variation (range of
averages about 16 to 19 N), but for each indentation in each free exploration condition
peak force was lower than in the corresponding short exploration condition (16 tests,
each p < .05).
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On average, participants responded correctly in 70% of all trials (SEM = 0.017,
range 67% to 73%). In the ANOVA comparing performance, we again found a sig-
nificant effect for the variable PC, F(1,7) = 21.78, p = .002, indicating that participants
performed better in blocked conditions (73%) as compared to randomized conditions
(67%). We found no other significant effect (o0 = 5%).
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Fig. 2. Average initial peak forces (N) and standard error of mean (SEM) for each of the variable
combinations of Experiment 1 (2A) and 2 (2B). Significant effects are marked p < .01 = **.

4 Discussion

In two experiments, we compared initial peak forces for different exploration durations
with and without prior information about stimulus compliance. In contrast to previous
studies [2, 4, 9], we did not find adaptation of initial peak forces to predictable stimulus
compliances. However, in both experiments we found a strong effect for the explo-
ration duration indicating that participants used much more initial peak force when
indenting stimuli only once as compared to five times or to free exploration (3
indentations, on average). Also, peak forces of following indentations were lower as
compared to the initial peak force of the short exploration condition, indicating no
compensation for low initial forces in later indentations. In line with [9], it seems that
humans adapt their exploration forces when expecting shorter explorations, which do
not allow for repetitive gathering of sensory information. It has been speculated that
with more deformation of the finger and an object’s surface more sensory information
on softness can be gathered [9-11], and it has been shown that higher force can
improve differential sensitivity for softness up to a certain maximum (Exp. 3 in [9]).
Hence, we speculate that high force has served in the present study as a means to
counterbalance lack of sensory information in shorter exploration. Further, we did not
find performance differences between longer/free and shorter explorations (which had
been reported, when force was held constant [2, 5]). We conclude that our participants
traded off force and exploration duration to gather sufficient sensory information.
Unexpectedly, prior information about an object’s compliance did not have the
expected effect on initial peak force. Still, participants performed better when prior
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information about the stimulus compliance was available. This may indicate that
although no motor adaptation based on the prior information about stimulus compli-
ance was found, the information was integrated in perception, enhancing performance.

But why did participants not use prior information on compliance for motor
adaptation? One possible reason is that force adaptation based on exploration duration
was dominant and rendered further force adaptation based on an object’s compliance
unnecessary: When sensory information input was limited due to short exploration,
humans might already have used very high force to gather as much sensory information
as possible. This adaptation might overshadow any useful force adaption based on
stimulus compliance in the form of a ceiling effect. In contrast, when forced to indent
the stimuli five times each (long exploration), participants might have expected to
gather sufficient sensory information anyway and used low forces to save energy.

Notice that the presently found peak forces were higher as compared to some
previous studies [e.g., 11, 13, 14]. However, contrary to the previous studies, in which
participants produced forces using their finger muscles only, in the present setup
participants used their entire arm. Present peak forces are comparable to those found in
previous studies with the same setup [e.g. 2, 4, 9]. In [10], where participants were
allowed to use their body to produce force, even higher peak forces between 80 and
400 N were found. Thus, the present peak forces do not seem exceptionally high.

However, the lack of adaptation during free exploration in Experiment 2 cannot be
explained by this speculation. We speculate that the design of our study might have
also interfered with natural adaptation behavior, as it is more constricted and less
natural as compared to previously used designs, where participants were allowed to
change back and forth between stimuli in order to compare them [2, 4, 9]. Here,
movements were explicitly constrained to sequentially explore stimuli in each trial. As
shown by Zoeller et al. [4], the appearance of peak force adaptation based on stimulus
compliance might vanish with too explicit control of motor behavior.

Overall, we conclude that humans adapt their exploration behavior in softness
discrimination to the expected exploration duration. When expecting a short explo-
ration, humans use much more force to indent objects as compared to longer explo-
rations. This tradeoff seems to be a sufficient strategy to enhance sensory perception.
We suggest that humans trade off different ways to gather sufficient sensory infor-
mation for perceptual tasks, integrating prior information to enhance performance.
This, of course, has to be further tested in other perceptual domains.
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Abstract. In this study, we investigated the accuracy and precision by
which vibrotactile directions on the back can be perceived. All direction
stimuli consisted of two successive vibrations, the first one always on
a centre point on the spine, the second in one of 12 directions equally
distributed over a circle. Twelve participants were presented with 144
vibrotactile directions. They were required to match the perceived direc-
tion with an arrow they could see and feel on a frontoparallel plane. The
results show a clear oblique effect: performance in terms of both preci-
sion and accuracy was better with the cardinal directions than with the
oblique ones. The results partly reproduce an anisotropy in perceived
vertical and horizontal distances observed in other studies.

Keywords: Vibrotactile stimulation - Direction perception - Haptic
matching.

1 Introduction

Vibrotactile displays provide ways to convey information in circumstances where
vision or audition are occupied with different tasks or are not available at all.
For persons with deafness, blindness or even deafblindness such devices might be
helpful in daily tasks such as navigation and communication. In many situations
a hands- and head-free device is preferred, and then the back is an obvious
choice. Although there certainly has been done some research on the perception
of vibrotactile stimulation on the back, the fundamental knowledge at this stage
is far from sufficient to design an optimal device. Therefore, the current paper
focuses on vibrotactile stimulation on the back, and more in particular, on the
perception of direction.
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There are a few concepts that are of relevance here, and one of these is
anisotropy. Weber [9] already found that vertical two-point pressure thresholds
on the back are larger than the horizontal thresholds. Although pressure and
vibration do not stimulate the same receptors, and thus Weber’s observation on
pressure thresholds does not necessarily apply to vibratory stimulation, the study
by Hoffmann and colleagues [3] points in the same direction: they found that the
accuracy of determining the direction of two subsequent vibration stimuli was
higher for horizontal than for vertical directions.

Another relevant concept is the “oblique effect”. Although this term has been
used in many different experimental settings (both visual and haptic), the basic
idea is that performance with oblique stimuli is worse than with stimuli oriented
in cardinal (i.e. horizontal and vertical) directions. Performance can apply to
both accuracy and precision. A task is performed accurately if the setting of
the participant is close to the intended physical setting, so this is related to
bias or systematic directional error. A task is performed precisely if subsequent
measurements consistently lead to the same setting that is not necessarily the
correct physical setting. So precision is related to variability or spread. Appelle
and Gravetter [1], for example, found that rotating a bar to a specified orien-
tation led to larger wariable but not systematic directional errors for oblique
orientations in both visual and haptic conditions. Lechelt and Verenka [6] asked
participants to match the orientation of a test bar with that of a reference bar in
the frontoparallel plane, again in both visual and haptic conditions. They also
found much larger variable errors for the oblique orientations, but no directional
bias. On the other hand, Kappers [5] reported systematic directional errors when
the orientation of a bar had to be matched haptically to a bar at a different loca-
tion in the horizontal plane. It remains to be seen how representative all these
findings are for vibrotactile stimuli on the back.

Finally, it is important to take the difference between simultaneous and
successive presentation into account. For pressure stimuli, Weber [9] already
observed that the thresholds were smaller if stimuli were presented one after
another. Similarly, for vibrotactile stimulation, both Eskilden and colleagues [2]
and Novich and Eagleman [7] found better performance with sequential stim-
ulation. Therefore, in the current study, we will only make use of successive
stimulation.

In this study, we will investigate the perception of vibrotactile directions on
the back. More in particular, we will investigate whether there are biases in the
perception of direction, and whether there are differences in spread between the
settings for cardinal and oblique directions.

2 Methods

2.1 Participants

Twelve students (7 female, 5 male) of Eindhoven University of Technology par-
ticipated in this experiment. Their ages ranged between 18 and 23 years. Ten
participants were right-handed, two were left-handed (self-report). They were
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unfamiliar with the research questions and the set-up. Before the experiment
they gave written informed consent. They received a small financial compensa-
tion for participation. The experiments were approved by the Ethical Committee
of the Human Technology Interaction group of Eindhoven University of Tech-
nology, The Netherlands.

2.2 Set-Up, Stimuli and Procedure

Twelve tactors (coin-style ERM vibration motors from Opencircuit, 8 mm diame-
ter) were placed in velcro pockets at every 30° on a circle with a radius of 110 mm
on the back of an office chair; an identical pocket with tactor was placed in the
centre of the circle (see Fig.1). A distance of 110 mm is well above the vibrotac-
tile two-point discrimination threshold of 13-60 mm reported in several papers
(e.g. [4,7,8]), and is about the maximum radius that could be presented on the
back. Each trial consisted of a 1-s vibration of the centre tactor, followed by a 1-s
break and a 1-s vibration of one of the other 12 tactors. This timing guaranteed
that all vibration motors were always easy to distinguish. The vibrations were
strong enough to be easily perceived for all locations on the back, but they were
not necessarily perceived to be equally strong. During the practice session it was
ensured that participants could indeed perceive all motors. Random blocks of
the 12 different stimuli were presented 12 times, so the total number of trials
per participant was 144.

The task of the participant was to indicate the direction in which the stimulus
was felt by means of rotating an arrow located on a frontoparallel plane at about
eye height and within easy reach (see Fig. 1d). They were explicitly instructed to
touch the arrowhead with one of their finger tips. The participants put on blurred
glasses that still allowed them to see the arrow, but prevented them from reading
off the degrees on the protractor. Participants were not informed about the
actual directions, nor the number of different directions. The experimenter was
able to read off the adjusted orientation with a precision of 1°. Noise-cancelling
headphones with white noise and earplugs were used to mask the sound of the
vibrators.

Participants were asked to wear thin clothing to guarantee they could feel
the vibratory stimulation. At the start of the experiment, the tactors on the
chair were covered with a cloth so that the participant remained unware of the
actual locations. The participants had to sit down on the chair with their back
pressed against the back of the chair. With the help of a line marked on the
chair (Fig. 1b), the experimenter made sure that the spine of the participant was
aligned with a vertical line through the centre of the circle. The back of the chair
was not adjusted in height for the individual participants, but as a difference
in body height would result in at most a few cm difference on the back, the
stimulated back areas were still quite similar. The participant was instructed
explicitly that s/he should not move to ensure both contact and alignment were
kept constant; the experimenter made sure they indeed remained with the back
centered on the back rest throughout the experiment.
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C

Fig. 1. Set-up. a) Circle with the 12 directions; b) Chair with the positions of the
vibration motors (white dots) and the reference line for the spine (white line) indicated;
¢) Location of the circle of tactors on the back of the participant when seated on the
chair; d) Arrow and protractor used to indicate the perceived direction.

The experiment started with a block of 12 different practice trials, after which
the participant could ask remaining questions. Neither during the practice trials
nor during the actual experiment feedback was given.

2.3 Data Analysis

In total there were 1728 (12 participants x 144) trials. 14 trials were discarded
due to technical problems with the tactors. In 17 occasions the matched direc-
tions were about 180° off. This could either be due to a misperception of the
participant or ignorance of the arrowhead. As the latter explanation seems much
more likely than the former (some participants indeed confessed that they some-
times forgot to attend to the arrowhead), we decided to correct these cases.
Finally, there were 16 clear outliers (leaving out such points led to a reduction
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in the standard deviation by at least a factor 2, but often much more). As these
would have enormous effects on the standard deviations without being represen-
tative, it was decided to discard these 16 trials (less dan 1%).

For all analyses, we first computed mean and standard deviations per partic-
ipant and per direction. Subsequently, we computed means and standard devia-
tions over participants but per direction. We also compared results for cardinal
(0°, 90°, 180° and 270°) and oblique (all other) directions.

330¢ -
300¢ &
270+ .

240+ ¥

Matched direction (°)
[N - —_ N
N (&) oo =
o o o o
T T T T

(o]
(@)
T
Y

30 .

0 30 60 90 120 150 180 210 240 270 300 330
Presented direction (°)
Fig. 2. Matched directions as a function of presented directions averaged over all par-

ticipants. The error bars indicate standard errors of the mean and the dashed line the
unity line.

3 Results

In Fig. 2 the matched directions are shown as a function of the presented direc-
tions. The error bars indicate standard errors over the averages of participants.
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Fig. 3. Graphical representation of the deviations shown in Fig. 2. a) Presented car-
dinal directions; b) Matched cardinal directions; ¢) Presented oblique orientations; d)
Matched oblique orientations. The same colours in a and b, and in ¢ and d indicate
pairs of presented and matched directions. (Color figure online)
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Fig. 4. Standard deviations (spread) averaged over participants as a function of pre-
sented directions. The error bars (these are so small that they are hardly visible)
indicate standard errors of the mean.

It can be seen that there is quite some variation: some directions are clearly
underestimated, whereas some other directions are overestimated. A graphical
representation of these mismatches is shown in Fig. 3 for the cardinal and oblique
directions separately. In Fig.3a and b it can be seen that the vertical direc-
tions are matched correctly, whereas the horizontal directions point somewhat
downward. The upward oblique orientations are all adjusted more horizontally,
whereas the downward oblique directions do not show a clear pattern (Fig.3c
and d).

In Fig.4 the standard deviations (spread) averaged over participants is
shown. These values give an indication about how precise the participants are
in their matching performance. It can be seen that especially the spread of the
two vertical directions (90° and 270°) is quite small.

One of the research questions is whether there are differences in performance
between cardinal and oblique direction as has been found in other studies not
using vibrotactile stimuli and not presented on the back (e.g. [1,5,6]). To inves-
tigate this, we need to look at the absolute values of the mean deviations per
participant, because signed values might average out over the various directions
(see Fig.2). In Fig. 5a we show the absolute mean deviations averaged over par-
ticipants for both the cardinal (M = 9.4, SD = 6.2) and oblique (M = 20.2, SD
= 5.5) directions. It can clearly be seen that the values of the oblique directions
are higher than those of the cardinal directions. A paired t-test shows that this
difference is highly significant: ¢(11)=>5.5, p < 0.0002. In Fig. 5b we compare the
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Fig. 5. Comparison of performance on cardinal and oblique directions. a) Absolute
mean deviations averaged over participants for both the cardinal and oblique direc-
tions; b) Standard deviations in the cardinal and oblique directions averaged over
participants. The error bars indicate standard errors of the mean.

spread of the deviations in the cardinal (M = 10.8, SD = 4.4) and oblique (M
= 16.8, SD = 4.5) directions. Also this difference is significant: #(11) = 4.2, p <
0.002.

4 Discussion and Conclusions

The aim of this study was to investigate the perception of vibrotactile directions
presented on the back. The results show that the participants were well able to do
this task, although they made some systematic directional errors. In Figs. 2 and
3, it can be seen that vertical directions (90° and 270°) were perceived veridical
and in Fig. 4 it can be seen that also the variable errors for these directions were
small. As the tactors used to generate these directions were all located on the
spine of the participants, it is likely that perception was helped by the spine
serving as anchor point. Other studies on vibrotactile perception also mention
improved performance on or near the spine (e.g. [3,8]).

For the horizontal directions (especially 0°) the directional and variable errors
are also relatively small, although perception is not veridical. Both horizontal
directions are perceived as somewhat downward. Interestingly, Weber [9] already
observed a somewhat oblique orientation for a two-point pressure threshold mea-
surement on the back, albeit that this seems a rather informal observation with-
out a mention of the actual direction. Novich and Eagleman [7] did not find
confusions of their horizontal vibrotactile stimuli with oblique stimuli. However,
in their 8-alternatives forced-choice experiment participants had the choice of 4
cardinal directions and 4 diagonal directions. Confusing horizontal with oblique
would imply a misperception of 45° which is probably a too large difference.

The oblique directions caused both larger directional errors (biases) and
larger variability of the errors than the cardinal directions. The type of devia-
tions can best be appreciated in Fig. 3d. Especially the upward oblique directions
appear to be perceived as closer to horizontal. A similar finding was reported
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by Novich and Eagleman [7]. Using somewhat smaller distances, they showed
that especially the upward oblique directions were perceived as horizontal. Also
relevant here are the results of the study by Hoffmann et al. [3] who found
an anisotropy in horizontal and vertical acuity: their vertical distances were
perceived as smaller than the horizontal distances. In our experiment, such an
anisotropy would lead to oblique directions being perceived towards the horizon-
tal and that is what we found for 5 out of the 8 oblique directions.

This study provides insights into how accurate and precise vibrotactile direc-
tions can be perceived. This is useful information for the design of vibrotactile
devices intended to convey information to the users. In the current study, the
first active tactor was always located on the spine. As the spine may have served
as an anchor point, it remains a question whether the results are representative
for a similar off-centre presentation of directions.
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Abstract. Phantom Sensation (PhS) is a tactile illusion in which a sin-
gle sensation is elicited by stimulating two distant points. That sensation
moves continuously between the two stimuli by changing the amplitude
ratio. In this paper, we compared PhS for two types of tactile stimuli:
lateral modulation (LM) of 20 Hz and amplitude modulation (AM) of
200 Hz. In LM, a stimulus point is moved periodically and laterally by
several millimeters. In AM, the pressure is changed periodically at a
fixed stimulation point. LM and AM are produced by ultrasound radi-
ation pressure, where the force intensity of LM and AM were changed
with the same temporal pattern. The results showed that the continuity
and the localization of PhS elicited by LM at 20 Hz were significantly
smaller than those elicited by AM at 200 Hz in 18 out of 24 conditions.
However, PhS remained in all conditions that we used, regardless of LM
or AM, even for an extremely long duration of 7.5s and a short duration
of 0.5s.

Keywords: Phantom sensation - Tactile receptor - Ultrasound.

1 Introduction

When stimulating two distant points on the human skin, a single sensation is
felt between them. This phenomenon is called Phantom Sensation (PhS). In
PhS, a continuous tactile motion is presented by changing the amplitude ratio
between the distant stimulation points [7]. The illusion is useful to minimize the
number of stimulators that simplify the tactile display device [1,9]; however, the
mechanism and properties are not well clarified.

In this study, we examined the conditions to elicit PhS using ultrasound
radiation pressure that can control the stimulus quantitatively with high repro-
ducibility and controllability. In particular, we compared PhS elicited by lateral
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modulation (LM) [6] and amplitude modulation (AM) [4] presented by ultra-
sound. LM is the stimulus in which an ultrasound focus is moved periodically
and laterally by several millimeters. AM is the stimulus in which the pressure
amplitude of an ultrasound focus is modulated periodically at a fixed point. The
details of LM and AM are described in Sect.2.2. LM is clearly perceived even
below 50 Hz, and AM is strongly perceived above 100 Hz. As the authors’ sub-
jective view, LM is perceived to be small and localized near the stimulus point,
and AM is perceived as more widespread.

In the experimental design, we considered that low-frequency LM and high-
frequency AM are typical stimuli that selectively stimulate type-I and FAI
mechanoreceptors, respectively, where type-I includes fast-adapting (FAI) and
slowly adapting (SAI) mechanoreceptors and FATI indicates fast-adapting type-II
mechanoreceptors. The selectivity has not been evaluated quantitatively. How-
ever, we tentatively assumed it because it is plausible from the temporal charac-
teristics of the threshold and the perceived spatial area. In the following exper-
iments, we compared the difference in the perceived tactile motion continuity
and localization of PhS elicited by LM and AM, changing the intensity of LM
and AM equally with the same temporal pattern.

Some studies have been conducted on PhS using non-vibratory stimuli as well
as various vibrotactile stimuli at 100 Hz and 30 Hz [1,2]. However, there is no
comparison between the different types of stimuli under the same conditions. In
this paper, we carefully measured the pressure pattern on the skin, and equalized
the temporal profile of the stimulus between LM and AM.

2 Principle

2.1 Phantom Sensation

In our experiment, we simultaneously stimulated two points on the palm to
elicit PhS by airborne ultrasound phased array (AUPA) [5]. AUPA creates an
ultrasound focus (stimulus point) of approximately 1cm?. The maximum force
of AUPA we used is approximately 4.8 g, as shown in Fig.5 (right) and higher
than the perception threshold on the hand [8]. AUPA is described in Appendiz.

Figure 1 (C) shows a schematic illustration of the PhS evaluated in this paper.
The presented pressure was changed linearly and logarithmically by 5 and 6
described in Appendiz. Linear and logarithmic changes have been widely used
in PhS experiments [1,9,10]. In Fig. 1, L, is the length between two stimulated
points, and w,, is the moving direction vector of PhS (||u,| = 1). P and
PzLine"“ are the pressures presented at 1 and r¢o, respectively, when changing
the pressure linearly. When changing the pressure logarithmically, the corre-
sponding pressure is defined as P°% and P,°%. PM"ear and P,iog (k =1,2), are
shown in Fig.1 (A and B) and given by

. t
Pl () = PReX(2 — k4 ), M)
P

a) 2)

Po8(t) = P log,[3 — k + (_MCT
P
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C) Schematic illustration of Phantom Sensation evaluated in this paper. D) Schematic
illustration of lateral modulation.

where d,, is the duration of PhS and P;"** is the maximum pressure that AUPAs
can present. The range of ¢ is 0 <t < d,.

2.2 Lateral Modulation and Amplitude Modulation

Amplitude modulation: AM is the method to present a vibrotactile stimulus
by periodically modulating the pressure amplitude of an ultrasound focus [4].
Previous research showed that the sensitivity of RAII is highest at approximately
200 Hz and higher than that of RAT and SAT at the same frequency [3]. Therefore,
AM at 200 Hz is considered to stimulate RAIl more strongly than RAI and SAIL

Lateral modulation: LM is the ultrasound stimulus method that moves an
ultrasound focus periodically and laterally several millimeters while maintaining
the intensity constant [6] (Fig. 1-D). LM at 20 Hz is more strongly perceived than
AM at the same frequency [6]. Moreover, at 20 Hz, the sensitivity of RAIl is lower
than that of RAT and SAT [3]. Therefore, we used LM at 20 Hz to stimulates RAI
and SAI more strongly than RAIL.

3 Experimental Methods

In this experiment, we compared PhS elicited by LM and AM in terms of conti-
nuity and localization. Continuity and localization are typical elements of PhS
that have been evaluated in many previous studies [1,2,9,10].
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Fig. 2. Left: Experimental setup presenting Phantom Sensation. Right: Video of par-
ticipants’ hand captured by a depth camera with markers.

Stimulus: The experimental setup is shown in Fig. 2 (left). The setup con-
sists of 6 AUPAs and a depth camera (Intel Real Sense D435). The coor-
dinate system is a right-handed system with an origin at the lower left of
AUPAs. We presented two ultrasound foci to r¢; = (308,151.4, 251) mm and
reo = (268,151.4, zp2) mm, then u, = (1,0,0). We also presented the foci to
re1 = (288,131.4, 2,,1) mm and reo = (288,171.4, 2,2) mm, then u, = (0,1,0).
zn1 and zpo are the heights of the participants’ hand measured by the depth
camera. In PhS, we used L, = 40 mm, d, = 1.5,2.5,4.0 s, and a linear and
logarithmic function shown in Fig.1 (A and B) as the amplitude change. The
stimulus type was LM and AM stimuli. The pressure of AM at a 200 Hz sinu-
soidal wave, where the perception threshold of RAT is less than -10 dB [3]. In
LM, the ultrasound focus was moved laterally at a constant speed and periodi-
cally at 20 Hz. The movement width was 6 mm. The motion direction of LM was
perpendicular to u,. AM and LM had the same maximum pressure. As a whole,
we varied the stimulus type (LM or AM), the type of amplitude change (linear
or logarithm), dp,, and u,. Therefore, there were 2 x 2 x 3 x 2 = 24 trials for
each set. Each participant performed three sets. All trials were performed in the
same order, which was randomized once.

Procedure: 10 male participants (ages 23 — 27) were included in the exper-
iment. Participants put their hands toward the radiation surface of AUPAs.
Participants saw the video of the hand captured by the depth camera. The
video is shown in Fig. 2 (right). Participants adjusted the position of their hand
so that the center of the circle-shaped markers added to the video was aligned
with the center of their hand. The direction of PhS was also indicated by a
green arrow in the video. After adjustment, PhS was presented, and partici-
pants answered the following two questions using a 7-grade Likert scale (1-7):
Q. 1) The presented stimulus is continuously moving stimulation, Q.
2) The presented stimulus consisted of only one stimulus point. We
intended that Q. 1 and Q. 2 evaluated the continuity and the localization of
PhS, respectively. After answering the questions, the participants readjusted the
position of their hands and proceeded to the next trial.
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Fig. 3. Average scores of Q. 1 (continuity) and Q. 2 (localization). Error bars mean
standard deviation. A) Stimulus duration d, = 1.5,2.5,4.0s. B) d, = 0.5,7.5s.

3.1 Result

The average scores of Q. 1 (continuity) and Q. 2 (localization) are shown in Fig. 3
(A). The AM score was higher than the LM score in all conditions. Wilcoxon
signed-rank test showed that the differences between the AM scores and the LM
scores were significant in the Q. 1-linear case (p < 0.05). In the Q. 2-logarithm
case, the differences were significant when {u, = (1,0,0) and d, = 2.5 s}, and
{u, = (0,1,0) and d, = 1.5,2.5,4.0 s}. In the Q. 2-linear case, the differences
were significant when {u, = (1,0,0) and d, = 4.0 s}, and {u, = (0,1,0) and
d, = 1.5,2.5 s}. The significant differences with p < 0.05, p < 0.005, and p <
0.0005 were indicated by *, ** and *** respectively, in Fig. 3.

We applied ANOVA to the results with the fore factors: the type of stimulus,
the type of amplitude change, u,, and d,. We observed that the type of stimulus
(F(1,714) = 173.3640, p = 6.6093 x 10~!7 < 0.0001) and d, (F(2,714) =
4.9319, p = 7.4604 x 1073 < 0.05) had significant effects on the scores of Q.
1. We also observed that only the type of stimulus (F(1,714) = 106.2125, p =
2.5904 x 10722 < 0.0001) had significant effects on the scores of Q. 2.
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Fig. 4. Left: Experimental setup. Right: Measured sound distribution of the two
ultrasound foci.
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Fig. 5. Left: Measured change in sound pressure, according to G1 and G2. The results
of linear regression H; and Ho were also added. Center & Right: Calculated sound
pressure and radiation pressure in 0 < G; < 1,0 < G2 < 1.

3.2 Discussion

Originally, we expected that LM cannot elicit PhS because LM is perceived to
be localized near the stimulus point. The results showed that AM elicited PhS
more easily than LM, but PhS remained in the LM conditions. Therefore, we
compared LM and AM again with extremely long or short durations of PhS
(dp = 0.5,7.5 s), where eliciting PhS may be difficult. Our results and previous
studies showed that the stimulus duration d, has significant effects on PhS [10].

However, contrary to the authors’ expectations, LM and AM still elicited
PhS under extreme conditions. Moreover, the localization of LM was greater
than that of AM in u, = (1,0,0), d, = 7.5 s. The results are shown in Fig 3 (B).
5 males (ages 24 — 26) participated in the second experiment. The experimental
procedure is the same as that described in Sect. 3.

These results indicated that AM tends to elicit PhS more easily than LM,
but both AM and LM can elicit PhS even under the extreme conditions. Note
that there are differences in the stimulus area and perception intensity between
LM and AM. The stimulus area of LM was larger than that of AM because of
the movement of the stimulus points. The perceived intensities of LM and AM
differ for the same driving power [6]. In this experiment, we did not equalize the
perceived intensities but maximized it in both cases to make the participants
clearly perceive the stimuli. These differences should be explored in future work.
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4 Conclusion

In this paper, we compared Phantom Sensation (PhS) elicited by lateral mod-
ulation (LM) of 20Hz and amplitude modulation (AM) of 200 Hz in terms of
continuity and localization. This comparison aims to clarify the conditions for
eliciting PhS. LM and AM were produced by ultrasound with high reproducibil-
ity and controllability. The same temporal pattern was applied to the force
intensities of LM and AM.

The results showed that the continuity and the localization of PhS elicited
by LM were significantly smaller than those elicited by AM in 18 out of 24
conditions. However, Phs remained in all conditions we used, regardless of LM
or AM, even when the stimulus duration of PhS having significant effects on
PhS [10] was extremely long or short (7.5s or 0.5, s).

Appendix: Airborne Ultrasound Phased Array

In our experiment, the ultrasound stimulus was produced by an airborne ultra-
sound phased array (AUPA) [5]. A single unit of AUPA that we used was pro-
vided with 249 ultrasound transducers. AUPA presents a non-contact force with
about 1cm? circle area. The pressure is called acoustic radiation pressure. In
this section, we measured the sound pressure by AUPA to change the intensity
of LM and AM with the same temporal pattern (Eq. 1, 2).

Presenting PhS requires two-point stimuli [7]. When AUPA creates a focus
at r¢1 and 7o simultaneously, the sound pressure ps at r and ¢ is as follows:

Nirans
pe(t, 7 rer, meg) = Z pi(t, ) (Gre ilrn=rill 4 Gye—illrea—rily. (3)
i=1
AD(6;)

pi(t,r) = | e—ﬁl\r—?"iHeJ'(VH"—?"iH—W)7 (4)

=il

where 7; is the position of each transducer, Nyans is the total number of trans-
ducers, A is the maximum amplitude of a transducer, D is the directivity of
a transducer, w is the frequency of ultrasound, v is the wavenumber of the
ultrasound we used, [ is the attenuation coefficient of air, j is the imaginary
unit, and 6; is the angle from the transducer centerline to a focus. G; and
G2 are coefficients to determine the amplitude of two foci, respectively; thus,

We measured the sound distribution of two foci created by 6 AUPAs at
rep = (258,151.4,310) mm and 7¢2 = (318,151.4,310) mm using Eq.3. The
experimental setup is shown in Fig. 4 (left). The sound distribution was measured
by a microphone (Briiel & Kjer Type 2670) moved by a three-axis stage in
100mm x 100 mm (238 < z < 338,101.4 <y < 201.4,z = 310 mm) by 1.5 mm.
The AUPAs output was 6.2% of the maximum value (G; = 0.031 and Gy =
0.031) because the maximum sound pressure which the microphone can measure
is about 316 Pa. The measured sound distribution is shown in Fig. 4 (right).
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To change the radiation pressure accurately and obtain P*** of 6 AUPAs,
we measured the change in sound pressure according to G = (G1,G2). The
experimental setup is the same as that shown in Fig.4 (left). 6 AUPAs created
two foci at r¢; = (258,151.4,310) mm and r¢p = (318,151.4,310) mm. We
changed G from (0.086,0) to (0,0.086) by (—0.0078,0.0078) and measured the
sound pressure at r¢; and r¢o in each case. The measured sound pressure and
the result of linear regression are shown in Fig.5 (left). H; and Hs, which are
sound pressure according to G at r¢; and 7¢g, respectively, are as follows:

H(Gy) = 1.7323 x 10°G; — 17.0363,
Hy(Go) = 1.7182 x 10°Gy — 1.3803.

—~
O Ut
=

The sound pressure and calculated radiation pressure [5] in 0 < G; < 1,0 <
G2 <1 are shown in Fig.5 (center and right).
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Abstract. Mediated Social Touch (MST) promises interpersonal touch over a
distance through haptic or tactile displays. Tests of the efficacy of MST often
involve attempts to demonstrate that effects of social touch (e.g., on affective
responses or helping behavior) can be replicated with MST. Results, however,
have been mixed. One possible explanation is that contextual factors have not
sufficiently been taken into account in these experiments. A touch act is
accompanied by other verbal and non-verbal expressions, and whom we touch,
when, and in what manner is regulated through social and personal norms.
Previous research demonstrated, amongst others, effects of gender and the facial
expression of the toucher on the recipients’ touch experience. People can use
expressions of the toucher’s emotions as a cue to anticipate the meaning of the
ensuing social touch. This current study examines whether emotions expressed
in text (i.e., textual tone) affects the meaning and experience of MST. As
expected we found textual tone to affect both the comfortableness of the touch as
well as its perceived meaning. Limitations and implications are discussed.

Keywords: Mediated social touch - Textual tone - Affective haptic devices -
Computer mediated communication * Haptic feedback

1 Introduction

Social touch plays an important role in human development, interpersonal communi-
cation, and well-being [1]. However, circumstances exist when it is not possible to have
skin-to-skin contact, e.g. due to geographical separation. Mediated Social Touch
(MST) devices address this problem by facilitating touch over distance through the use
of tactile or haptic displays [2]. Research and design efforts that demonstrate what is
possible technology-wise are numerous, and span a wide range of applications: from
giving your child a hug, perform arm-wrestling, to giving a squeeze to another person
[2]. Despite this work, research on the extent to which the effects of natural social touch
can be replicated with MST has shown mixed results. Whereas Haans et al. [3] showed
that the Midas touch—increased helping behaviour and willingness to comply to
request [4]—may be replicated with vibrotactile MSTs, no effects of MST on, e.g.,
reducing stress have been established [5, 6], unlike prior work in the field of naturalistic
social touch [1, 7]. One possible explanation is that current day tactile and haptic
displays cannot mimic a real social touch with sufficient fidelity. At the same time,
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social touch is more than tactile stimulation. Indeed, a touch act is always combined
with other verbal and non-verbal cues alone (e.g., physical closeness [3]) which
together shape its meaning and convey the perceived intention of the toucher.

Moreover, research aimed at demonstrating response similarities between real and
MST has not always taken into account that where, when and whom we touch, is
regulated by social norms. As a result, the potential stress-reducing effects of MST
have been tested in contextual settings that appear to be rather unnatural; e.g. having
male strangers hold hands through MST after having watched an emotionally charged
movie [5, 6]. Existing research suggests that such contextual factors as the gender of
the toucher can influence touch experience. For example, Gazzola et al. [9] showed that
the primary somatosensory cortex differs in response depended on whether participants
believed they were stroked by a male as compared to a female actor. Similarly Har-
junen et al. [8] found the facial expression of a virtual agent to affect touch perception,
with participants reporting more pleasant evaluations when being touched by a happy
agent in comparison to an angry one. The perceived intensity of the touch also was
found to depend on the agent’s expression. According to Harjunen et al. [8], people use
facial expressions of emotions as a cue to anticipate the meaning of an upcoming social
touch. Such emotions and the resulting anticipation do not solely rely on facial
expression but can also be derived from written text [10].

Therefore, in the present paper, we test whether the tone of a textual message
affects the experience of an ensuing MST in terms of social comfortability with the
touch, the perceived meaning of the touch, and the physical sensation of the touch.

2 Method

2.1 Participants

Ninety-three participants were recruited through the participant database of TU/e. Eight
participants were excluded due to technical errors or for neglecting to fill in the
questionnaire after each received touch. Of the remaining 85 participants, 46 were male
and 39 female, with a mean age of M, = 27 years (SD = 10; range: 19 to 64).
Participants’ self-reported ethnicity include 60% Dutch, 18.8% Indian, and 21.2%
others. Participants received 5 euros as compensation (7 euros for externals).

2.2 Design

We conducted a two-condition (receiving a MST in a friendly vs. dominant textual tone
context) within-subject design. Dependent variables were perceived comfortableness,
smoothness, and hardness of the touch, as well as its perceived meaning and match
with the tone of the message. Participants received two MSTs from a female confed-
erate during an online question and answer (Q&A) conversation. The conversation was
fully scripted around the topic of childhood (i.e., all questions and corresponding
answers were fixed; see Table 1). The participant asked the questions, which the
confederate answered. The confederate was one out of three randomly assigned
females, due to limited availability of confederates. The textual tone of one answer was
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designed to be friendly and the tone of another to be dominant (see Table 1). The
remaining four answers were written in a neutral tone. The same MST was given to the
participant after the friendly and the dominant answers. The order of these two touches
—and thus the order of the questions with the dominant and friendly answers—were
counterbalanced across participants. For this purpose, two Q&A scripts were designed.
In one set the 2nd answer was friendly, and the 4th dominant, in the other vice versa.

Table 1. Q&A script.

Question

Answer

Q1: Do you think your childhood had a
major impact on who you are today?

Q2: What was your favorite toy as a child?
and why?

Q3: Are you still in touch with the people
you were close with during your childhood?

Q4: What was your favorite subject at
elementary school? and why?

Q5: What was your dream job when you
were young? Has that dream job changed
since? and why?

Q6: Do you think you had a happy
childhood?

Yes my childhood did influence me. How I
was raised, which people I considered my
friends, things that have happened, it all
shaped me

Lego. I played with that a lot. I really
enjoyed building complete cities with my
brothers. Each year we all would get a new
set for birthday. it was something we really
looked forward to doing together as a family
Yeah, I tried to keep in touch with a bunch of
them. I still hang out or chat with a few of
them, but most of them do not live close by
so it is hard to see each other regularly
Maths, not just because it was easy, but the
teacher was useless! He couldn’t even
answer the more complex questions in the
back of the book. He told me to wait and ask
the teacher in the following year. That is
when I learnt that I am better than the rest
I wanted to be a physician. Yes it has
changed. You learn more about the world,
and get to know what you really like and are
good at. Now I want to develop tech that
helps people with aging

Yeah. Compared to other yes. Parents are
still together, and I did not have to move to
many different cities to change school. I'm
grateful for that

Note: The answer to Q2 was the friendly and that to Q4 the dominant answer. The order of these
two questions within the Q&A set was counterbalanced across participants.

2.3 Apparatus and Stimuli

The experimental setting consisted of two desks facings each other, separated by a full
size table divider. On each desk a laptop running Skype Online, a keyboard, and mouse
were placed. The confederate’s laptop also contained software for sending the MSTs.
The tactile stimulus consisted of a caress applied by a finger-tip-sized soft polyurethane
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foam to the non-glabrous skin of the participant’s left forearm, at a speed of 3.1 cm/s
for a duration of 3.9 s [11], and in the distal direction. The mechanism of the MST
device consisted of two sprockets, a tooth belt, and a Nema 17 stepper motor (12 V),
and was concealed from view by means of a cardboard box. An Arduino Uno
microcontroller was used alongside a TMC2208 driverboard to control the caress. To
avoid anticipation of the MST, a sound recording of the MST device was played during
the experiment. In addition, participants wore earmuffs.

2.4 Procedure

Before entering the room, the participant was notified that the other participant (the
confederate) was already waiting in the lab. Upon entering, the participant was intro-
duced to the confederate, who was sitting at the participant’s seat, as though she had
just tested the MST device. By doing so, we aimed to make it more plausible to the
participant that the confederate too was a participant.

Next, the participant was given a cover story explaining that the aim of the
experiment was to investigate when MST would be used during a Skype conversation
—on the topic of childhood—and how such MSTs are perceived. After assigning,
seemingly randomly, the role of interviewer to the confederate and that of interviewee
to the participant, the participant was instructed to ask a pre-defined set of questions,
and pay attention to the confederate’s answers. The full list of questions was placed on
the participant’s table. The confederate was asked to answer the questions and deliver
touches to the participant whenever she found appropriate. In reality, the timing of the
MSTs was scripted. Both were instructed to complete a short survey each time a MST
was used. After signing the informed consent, the MST device was placed over the
participant’s forearm, and the confederate was explained how to initiate a MST. The
participant then received two MSTs to familiarize with the sensation. Next, both were
asked to put on their earmuffs, after which the Q&A began. After each of the two
MSTs, the participant completed the touch experience questionnaire. After the last
question, the participant notified the experimenter. The background sound was paused,
and a general questionnaire was handed out for both to fill in. Finally, the participant
was payed, and informed that the debriefing would be sent by email later.

2.5 Measures

The touch experience questionnaire consisted of several open- and closed-ended
questions. The 12 closed-ended items were 7-pt semantic differentials: 6 on the com-
fortableness (e.g. uncomfortable vs. comfortable; unacceptable vs. acceptable), 3 on the
smoothness (relaxed vs. tense; smooth vs. rough; elastic vs. rigid), and 3 on the
hardness of the touch (light vs. heavy; soft vs. hard; short vs. long). Open-ended
questions concerned the perceived meaning of the touch, and whether its physical
characteristics matched that perceived meaning. The latter was asked alongside a 5-pt
response scale (not matched - matched).

Two separate factor analyses were performed on the polychoric correlation matrix
of the comfortableness, hardness and smoothness items: one on the responses after the
first, the other on the responses after the second MST. We used principal (axis)
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factoring as extraction, and oblique oblimin as rotation method. Prior to the analysis,
items were inspected for missing values, low inter-item correlations, and low KMO
values. Based on parallel analysis [12], three factors were extracted in both sets of
responses. Except for one item (short vs. long; A < .50), all items loaded on the
expected factor with A > .67. Therefore the former item was excluded from the
analysis. We used the summated scale method to calculate factor scores. Cronbach’s
alpha values were o« > .87 for comfortableness, o > .83 for hardness and o > .80
for smoothness. For one person, no smoothness score could be calculated due to
missing values. All three variables were found to be normally distributed.

The general questionnaire consisted of demographical questions (i.e. age, ethnicity
and gender), 2 items measuring likability of the confederate on a 7-pt scale (e.g.
unfavourable - favourable), 6 items measuring touch avoidance on a 5-pt scale [13],
and 2 open-ended question concerning participants’ thoughts on the interview setting
and the MST device. Factor analysis—using the same method as described above—
demonstrated that the six touch avoidance items all loaded on a single factor. Factor
scores were calculated with the summated scale method, and the reliability was
o = .82. For one person, no touch avoidance score could be calculated due to missing
values. Since touch aversion was not normally distributed, we used a 1/sqrt transfor-
mation. Likability of the confederate was also calculated using the summated scale
method, and the reliability was o = .87. For one person, no likability score could be
calculated due to missing values. Likability was not normally distributed and no sat-
isfactory transformation could be found.

3 Results

3.1 Comfortableness, Smoothness, and Hardness

To test the effect of textual tone on perceived comfortableness, smoothness, and
hardness of the touch, we used paired sample ¢ tests. Since three tests were conducted,
we set the confidence level at o = .016. We found textual tone to affect comfortable-
ness to a statistically significant extent, with #84) = 3.4, p = .001. The MST was
perceived to be more comfortable when combined with a friendly tone (see Table 2).
No statistically significant effect was found on smoothness and hardness, with ¢
(83) = 1.8, p=.075 and #(84) = —2.0, p = .046 respectively. Exclusion of outliers
(with |Z] > 3) did not affect the interpretation of the results.

Table 2. Mean comfortableness, smoothness and hardness and their standard deviations
(SD) for the friendly and dominant textual tone condition

Mean (SD)

Friendly Dominant

Comfortableness | 4.57 (1.16) | 4.23 (.98)

Smoothness 4.02 (1.15) 1 3.79 (1.11)
Hardness 3.45 (1.21)3.74 (1.21)
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We found self-reported likability of the confederate to be positively correlated with
comfortableness (rho > .31; p < .010), but not with smoothness and hardness (|
rho| < .13; p > .241). No correlations were found between these dependent vari-
ables and touch avoidance (|| < .13; p > .26). To explore how likability of the
confederate may affect the observed effect of textual tone on perceived comfortable-
ness, we conducted a repeated-measures ANOVA with mean centred likability as
covariate. The main effect of textual tone remained statistically significant with F
(1,82) = 11.3, and p = .001. While likability was significantly related to comfort-
ableness, with F(1,82) = 13.8, and p < . 001, there was no significant textual tone by
likability interaction, with F(1,82) = 0.8, and p = .382.

3.2 Perceived Meaning of the Touch

We used content analysis to investigate differences in perceived meaning of the touch
between the two conditions. Responses were coded into one of the following cate-
gories: positive (phrases including, e.g., happiness, excitement, nostalgia, and fun),
negative (phrases including, e.g., frustration, anger, better, arrogance), and other (i.e.,
not fitting the other two categories). Responses were coded independently by the first
and second author. Cohen’s kappa showed a moderate level of agreement: 0.74 [14].
Any disagreement between the authors was resolved (see Table 3 for observed cate-
gory counts). A Chi-square test showed a statistically significant difference in category
counts between the friendly and dominant tone condition, with x2(2) =255,
p < 0.001. To confirm that this difference was indeed due to a relative change in
positively and negatively charged phrases, we repeated the Chi-square test, but this
time with the other category removed from the analysis. This confirmed that partici-
pants used comparatively more positive than negative words in the friendly condition
than in the dominant condition, and vice versa, with xz(l) = 18.8, p < 0.001.

Table 3. Distribution of negative, other, and positive coded meaning of MST for the friendly
and dominant textual tone condition

Negative | Other | Positive
Friendly textual tone 1 34 50
Dominant textual tone | 12 51 20

From the proportion of responses coded as “other” (see Table 1), it becomes clear
that there was more confusion regarding the meaning of the touch in the dominant
condition than in the friendly condition. Although some participants assigned a neg-
ative meaning to the touch (e.g., “A bit of anger and frustration about the lack of
competence of the math teacher” or “To support the statement that the participant is
better than the rest”), others used more positive terms (e.g., “That she felt sort of proud
of being the best in maths when she was in elementary school. Despite the teacher
being useless”). Many, however, were ambivalent about the meaning (e.g., “I did not
really understand. I am not sure this would make sense in a similar context in real life.”
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and “I actually really don’t know. The touch did not make sense in this case.”).
Responses in the friendly condition were less ambivalent, and many described the
touch as positive (e.g., “A feeling of joyfulness when thought of the Lego.” or “To
show her warm memory with her family, the warm feeling about the family activities”.
Although less than in the dominant condition, the meaning of the friendly touch also
remained unclear to many (e.g., “I am again not sure.” and “I don’t know”).

With more ambivalence as to the meaning of the touch in the dominant textual tone
condition, one would have expected that the physical characteristics of the MST would
match less well with the dominant answer as compared to the friendly answer. How-
ever, responses to the 5-pt item tapping into the extent of such a match were rather
similar between the two conditions, with M = 3.02 (SD = 1.14) and M = 2.92 (SD
1.19), respectively. Similarly, the responses to the open-format question on the match
between meaning and physical characteristics yield similar explanations for why the
touch matched or mismatched for both the dominant as well as the friendly conditions.
The reasons participants mentioned were often attributed to tactile stimulations of the
touch or emotional content of the message. Additionally, participants expressed doubt
or confusion regarding the meaning of the MST.

4 Discussion

Qualitative and quantitative results showed that textual tone can influence touch
experience. Consistent with existing research [8, 9], we found a significant difference in
the perceived comfortableness of touch between the friendly and dominant textual tone.
In contrast to previous studies [8], however, the effects of textual tone on perceived
smoothness and hardness of the tactile stimulation, although in the expected direction,
were not found to be statistically significant.

The content analysis revealed that, as expected, textual tone affected the perceived
meaning of the MST: Participants used comparatively more positive than negative
words in the friendly condition than in the dominant condition, and vice versa.
However, we participants to be rather ambivalent as to the meaning of the touch in the
dominant textual tone condition, where most of the responses were coded as “positive”
or “other”. One possible explanation is that the tactile stimulus did not match well with
the dominant textual tone answer. A caress is typically used in affective settings and
found to communicate emotions such as love and sympathy [15], and may thus match
better with the friendly than the dominant textual tone. Apparently, both the physical
characteristics of the touch as well as its context are taken into account in the pro-
cessing of a touch’s meaning.

There were several limitations to the present work. First, due to time constraints of
the project multiple confederates were used. Second, several participants were skeptical
of the cover story, believing the interview was scripted and/or the fellow participant
being a confederate.

Despite these limitations, our findings demonstrate that the textual tone of a chat
message can change how people experience MST and what meaning they assign to it.
As such, our findings are in line with previous studies, demonstrating that contextual
factors affect how a tactile stimulus provided by a MST device is experienced, and thus
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its effect on the receiver’s behavior as well. Consequently research aimed at testing the
efficacy of MST (e.g., by demonstrating response similarities with naturalistic touch)
should design carefully not only the tactile stimulus but also the context in which the
touch act is delivered. Nonrepresentative and unanticipated context, such as when
having two male strangers holding hands after having watched an emotionally charged
movie, may not elucidate the possible beneficial effects of MST.

Acknowledgments. We thank Martin Boschman, Nasir Abed, Aart van der Spank and Twan
Aarts for their continued assistance during development of the MST device.
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Abstract. Haptic sensations consist of cutaneous information elicited
on the skin and kinesthetic information collected by the musculoskele-
tal system; there is a bidirectional relationship between haptic sensa-
tions and exploratory movements. Previous researches have investigated
exploratory movement strategies for active haptic perception and the
influence of exploratory movements on haptic sensations. This paper
investigates the influence of roughness on the estimation of contact force
during the active touch of samples with different textures. Two stimuli
with different roughness were prepared and the contact force was mea-
sured when the participants rubbed pairs of samples with identical and
different stimuli under the instruction of keeping the contact force con-
stant. Eleven healthy adults participated in the experiment. The results
showed that the accuracy of controlling the contact force for identical
samples was not significantly different between coarse and smooth tex-
tures, whereas the contact forces between the coarse and the smooth
sample when rubbing pairs of them were significantly different for six of
eleven participants. These participants overestimated the contact force
exerted for the coarse stimulus in comparison with the smooth stimulus.
Thus, the results imply that textures during rubbing can yield perceptual
bias for the contact force exerted; however, there are individual differ-
ences for this effect. There might be a complex perception mechanism
for kinesthetic information involving cutaneous information.

Keywords: Perceptual bias - Roughness - Contact force

1 Introduction

Haptic sensations consist of cutaneous information elicited on the skin and kines-
thetic information collected by the musculoskeletal system [1]. Some types of
cutaneous information are pressure, vibration, and temperature. Exploratory
movements, which are used to collect kinesthetic information, affect the mechan-
ical phenomenon related to the collection of cutaneous information. For example,
Lederman and Talyor [2] demonstrated that roughness perception enhances with
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the rise of the contact force. Natume et al. [3] reported that temporal vibrotac-
tile information, spatial pressure distribution, and friction information affect
subjective roughness ratings, indicating that the cognitive loads to each param-
eter differ among individuals. Thus, haptic perception is complex, and relevant
factors are related to each other, including individual differences in cognitive
processing. Furthermore, at high-level cognition, other modalities also influence
haptic perception as observed in the size-weight illusion [4].

In active touch, there is sensory-motor control; this implies a bidirectional
relationship between haptic sensations and exploratory movements. We con-
sciously and unconsciously modify exploratory movements (e.g. contact force
and scanning velocity) according to haptic sensations such as hardness, texture,
and temperature. Previous studies have investigated the relationship between
exploratory movements and haptic perception: Lezkan et al. [5] showed that
sensory signals led to lower forces for more compliant objects; Tanaka et al.
[6] showed that the variance of the contact force was larger for smooth stimuli
than for coarse stimuli in a discrimination task; and Smith et al. [7] demon-
strated that participants used a larger contact force for detecting a small con-
cave object than for a small convex object. Thus, many previous works have been
focused on exploratory movement strategies for active haptic perception, and as
can be seen in [2], the influence of exploratory movements on haptic sensations
has been also investigated. However, the influence of haptic sensations on the
kinesthetic sensation involved in exploratory movements has been hardly inves-
tigated. Exploratory movements like contact force have been often controlled or
measured in haptics researches. However, the kinesthetic sensations involved in
exploratory movements may be affected by haptic sensations. In other aspect,
previous researches on motor control have showed that perception of force and
weight is affected by muscle activities [8].

This paper investigates the influence of roughness on the estimation of the
contact force during active touch for different textures. Our hypothesis is that
roughness promotes perceptual bias for the contact force exerted when rub-
bing samples of different textures with the fingertip. Two stimuli with different
roughness were prepared and the contact force was measured when pairs of the
same stimuli and different stimuli were rubbed under the instruction of keeping
the same contact force. Differences in the contact force between the pairs were
calculated and investigated.

2 Materials and Methods

2.1 Participants

Eleven healthy adults (five males and six females, aged 19-32) participated in
the experiment. According to Coren’s dominant hand discrimination test [9],
the participants were strongly right-handed. The participants were naive about
the purposes of the experiment and gave their written informed consent before
participating in the experiment; they were instructed to use their dominant index
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finger during the tests. The experiment was approved by the Ethics Committee
of Nagoya Institute of Technology.

2.2 Stimuli and Experimental Setup

Two types of stimuli, a coarse sample (C) and a smooth sample (S), were used
in this experiment as shown in Fig. 1. Glass beads (Toshin Riko; glass beads no.
005 and no. 1) were attached to a flat 100 x 60 mm acrylic plate with double-
sided tape. The particle diameter of the glass bead was approximately 1.0 mm
(0.991-1.397 mm) and 0.05 mm (0.037-0.063 mm) for sample C and sample S,
respectively. The participants could distinguish between the roughness of these
stimuli according to the results of a previous study [3]. The experiment was
performed using pairs consisting of C and C, S and S, and S and C. Thus, two
identical samples for each stimulus type were prepared for a total of 4 samples
and were used in random order for the experiment.

The experimental setup is shown in Fig. 2. Two samples were placed on a
six-axis force sensor (ATI, Gamma) that was used to measure the contact force
exerted during rubbing the samples. A laptop computer and a data acquisition
(DAQ) module (National Instruments, NI USB-6218) were used to collect the
contact force data. The sampling frequency was 1 kHz, and a low-pass filter with
a cutoff frequency of 10 Hz were used for smoothing the data collected.

Plate to sGreen éne sample

E
E
|
E
3
E
E g
£
E ¥
E &
E
]

Sample

Smooth

Fig. 1. Samples used in the experiment. Fig. 2. Experimental setup.

2.3 Procedure

As shown in Fig. 2, two samples were arranged side by side in front of the partic-
ipant. The participants were instructed to rub each sample from the back edge
to the front edge. They were also instructed to rub each sample alternately, for
a total of three times per sample (six strokes in total for one trial). On half of
the trials, the participants firstly rub the sample placed on the left side, and on
the other half of the trials, firstly rub the sample placed on the right side. The
sample order was randomized within all trials for each participant. Regarding
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contact force, the participants were instructed to rub the two samples, exerting a
constant contact force during each trial. In a preliminary test, when the exerted
contact force was extremely small, it seemed that the participants relaxed and
only used the weight of their own fingers and arms to exert the force. This case
resembles feedforward control and implies that the participants might have not
used finger motor control. Thus, the participants were allowed to use their pre-
ferred contact force, but the experimenter instructed them to slightly increase it
when the exerted force was less than 0.3 N. The rubbing distance was approx-
imately 100 mm, and the rubbing velocity was kept constant at approximately
100 mm/s by instructing the participants to listen to a metronome sound of 60
beats per minute by means of a headphone. As shown in Fig. 2, the partici-
pants could not see the samples or hear any sound produced by rubbing the
sample. For these purposes, a blind plate mounted on the experimental setup
and headphones were employed, respectively.

Three pairs of stimuli (C-C, S-S, and S-C) were used in the experiment. The
experiment consisted of three sessions; in each session, three pairs were presented
twelve times (four times each pair) in random order, considering the position (left
or right) for starting the assessment and two samples for each stimulus. In total,
36 trials were conducted for each participant.

2.4 Data Analysis

Figure 3 shows an example of contact force data collected for one trial. During
each trial, the two samples were rubbed alternatively three times (1st, 3rd, and
5th stroke for the firstly-rubbed sample, and 2nd, 4th, and 6th stoke for the
secondly-rubbed sample). The force sensor output signals were extracted from
the collected data. The rubbing period corresponded to 0.5 s within one stroke,
from 0.25 s before to 0.25 s after the center point between the start and end
points of the rubbing process. Approximately 50% of the whole rubbing period
was used for the analysis. The start and end points of the rubbing process were
detected using a 0.2 N contact force threshold for each stroke. Only for 3 trials
out of the 396 trials, a threshold of 0.5 N was used because the participants kept
touching the base plate of the force sensor where the two samples were placed
to find the starting position.

The mean contact force was calculated from the extracted data of 3 strokes
for each sample and then the difference between the mean contact force of the
two samples presented (defined as a)) was calculated for each trial. For the S-C
pairs, the difference was calculated by subtracting the contact force of sample C
from the contact force of sample S. Twelve « values were obtained for each S-C,
C-C, and S-S pairs presented to each participant. Additionally, the contact force
and the sensitivity were compared by using the data for S-S and C-C. The mean
contact force F, within one trial (6 strokes) and the quotient ||/ F}, by using the
absolute difference || and F, were calculated for the pairs consisting of identical
samples (S-S and C-C). For the pairs S-S and C-C, the samples presented the
same stimulus; therefore, |a|/F, represents the sensitivity to keep the contact
force constant.
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Fig. 3. Example of contact force for one trial. Two samples were rubbed alternatively
for a total of 3 stroke for each. The data for the analysis was extracted for each stroke
by using a threshold.

Considering individual differences, this study conducted statistical analysis
for each participant. A Wilcoxon rank sum test with Bonferroni correction was
performed for each participant in order to compare the difference in contact force
« to zero, for each S-C, C-C, and S-S. The contact force F, and the sensitivity
||/ F, were compared between two conditions of identical samples (C-C and S-S)
with a Wilcoxon rank sum test with Bonferroni correction for each participant.
The significance level was set to 0.05.

3 Results

3.1 Differences in Contact Force

Figure 4 shows the difference in contact force « of the three conditions (S-C, C-C,
and S-S) for each participant. It can be seen that the tendency of o was different
among participants. The Wilcoxon rank sum test with Bonferroni correction was
performed for each participant in order to compare a to zero. Regarding S-C,
the statistical analysis showed that six participants presented significant positive
values of a (p < 0.05 for 3 participants and p < 0.01 for 3 other participants),
whereas, for the other participants, there were no significant differences. As for
C-C and S-S, no significant differences were observed.

3.2 Contact Force and Sensitivity for Pairs of Identical Samples

Figure5 shows the mean contact force F, for the pairs consisting of identical
samples (C-C and S-S) for each participant. The mean contact force and standard
deviation for all participants were 1.24+0.57 N for C-C and 1.42+0.56 N for S-
S. The Wilcoxon rank sum test with Bonferroni correction for each participant
showed that there was no significant difference in sensitivity between the two
conditions (C-C and S-S). The contact force for all trials and all participants
was within 0.31-3.7 N. This range is within that reported in previous studies on
texture rubbing [10]. The contact force for S-C was within the range of that for
C-C and S-S.



Influence of Roughness on Contact Force Estimation 145

2 T T T T T T T T T T T
S-C * * % *% * Z*
Z 0 a8 a 8 ] g '] E ] [ ] S 8
5] © 5] L] B d o T
N
_2 1 1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 &8 9 10 11
Participant
2 T T T T T T T T T T T
C-C
z 0 8 8 'y 9 8 5 8 8 8 8 g
-] © g g g ] L 153 ® ] L4
3
_2 1 1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10 11
Participant
2 T T T T T T T T T T T
S-S o
z 0 8 ¢ g g o o o g 2 & 9
— © © 1] o -] L 8 -3 L L ]
G o
-2 1 1 1 1 1 1 1 1 1 1 1

12 3 4 5 6 7 8 9 10 11

Participant

Fig. 4. Contact force differences of conditions S-C, C-C, and S-S for each participant.
The results of all trials were plotted for all participants ordered by size of the mean «;
* and ** denote p < 0.05 and p < 0.01, respectively.

Figure 6 shows the mean sensitivity |a|/F., for the pair of coarse samples
(C-C) and smooth samples (S-S) for each participant. The mean sensitivity and
standard deviation were 0.08+0.02 for C-C and 0.09+0.03 for S-S. The Wilcoxon
rank sum test with Bonferroni correction for each participant showed that there
was no significant difference in sensitivity between the two conditions (C-C and

S-S).

4 Discussion

The mean contact force results shown in Fig. 5 indicate that the contact force
exerted was not significantly different between pairs of coarse samples and pairs
of smooth samples, despite of being allowed to use a preferred contact force
during each trial. A previous study with sandpapers demonstrated that contact
force was smaller for rough samples than for smooth samples and discussed
a possible reason of the discomfort [6]. In our experiment, samples were not
discomfort due to using glass beads. Thus, no significant difference in the contact
force was observed. For some participants, it appears that data point in Fig. 5
is distributed in two groups because they trended to use different force among
each session.
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Fig. 5. Contact force F, of conditions C-C and S-S for each participant. The results
of all trials were plotted for all participants ordered by size of the mean « (see Fig. 4);
Red dots and blue dots are C-C and S-S, respectively.
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Fig. 6. Sensitivity of conditions C-C and S-S for each participant. The results of all
trials were plotted for all participants ordered by size of the mean « (see Fig. 4); Red
dots and blue dots are C-C and S-S, respectively. (Color figure online)

The sensitivity results shown in Fig. 6 indicate that the accuracy of the
contact force exerted on the two samples presented was not significantly differ-
ent between pairs of coarse samples and pairs of smooth samples. The result
indicated that the participants could keep the contact force constant within an
error of approximately 10% when rubbing identical samples for both coarse and
smooth stimuli. Vibrotactile stimulation can promote a masking effect on hap-
tic/tactile perception [11]; however, the experimental results indicated that the
accuracy of the contact force did not become significantly low even for coarse
samples, which elicited larger vibrotactile stimulation as compared with the
smooth samples.

The results on contact force difference shown in Fig. 4 demonstrated that 6
out of 11 participants exerted a significantly larger contact force on the smooth
sample than on the coarse sample under S-C condition, whereas the others did
not exert a significantly different contact force. Moreover, none of the partici-
pants exerted a significantly different contact force under S-S and C-C condi-
tions. The results shown in Fig. 5 indicated that the comfort did not significantly
influence the contact force exerted for any participant in this experiment, and
the results shown in Fig. 6 indicated that the sensitivity did not become signifi-
cantly low for the coarse stimulus. Therefore, the significant differences observed
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in Fig.4 imply the presence of perceptual bias for contact force; these partici-
pants overestimated the contact force exerted for the coarse stimulus. This indi-
cates that, for some individuals, the contact force sensation based on kinesthetic
perception can be affected by the roughness sensation based on cutaneous per-
ception; there might be an integration mechanism for kinesthetic and cutaneous
information regarding contact force perception. Additionally, it seems that the
cognitive loads related to them differ among individuals; the results showed no
significant differences for 5 out of 11 participants, whereas there were individ-
ual differences among the participants that presented significant differences, as
shown in Fig. 4.

Here, as this experiment used only two different roughness stimuli, the dis-
cussion has limitations. A more diverse set of textures should be investigated to
determine the physical factor that derives the perceptual bias of contact force.
Furthermore, perceptual bias on exploratory movements involving the scanning
velocity will be investigated in future work.

5 Conclusion

The present paper investigated contact force exerted during rubbing different
samples with coarse and smooth textures. For pairs of different textures, six out
of eleven participants significantly overestimated the contact force to the coarse
textures whereas the others did not use significantly difference force. For identical
samples of coarse or smooth textures, none of the participants used significantly
different contact force. Previous studies have showed that cutaneous perceptions,
like those involved in roughness rating, are affected by kinesthetic information
[2]. Herein, our results implied that kinesthetic perceptions like contact force
can be also affected by cutaneous information. There might be a complex per-
ception mechanism for kinesthetic information involving cutaneous information.
Our findings might be useful for the evaluation of haptic sensations and the
development of haptic devices. In future work, a more diverse set of textures
should be investigated to determine the driving factor of the perceptual bias of
the contact force. We will also investigate the influence of other cutaneous infor-
mation like friction and temperature on contact force perception, involving the
scanning velocity, and the possible causes of the differences in cognitive loading
between participants.
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Abstract. Haptics research has been firmly rooted in human perceptual
sciences. However, plants, too, possess capabilities for detecting mechan-
ical stimuli. Here, I provide a brief overview of plant thigmo (touch)
perception research with the aim of informing haptics researchers and
challenging them to consider applying their knowledge to the domain
of plants. The aim of this paper is to provide haptics researchers with
conceptual tools, including relevant terminology, plant response mecha-
nisms, and potential technology applications to kickstart research into
plant haptics.

Keywords: Plants - Thigmo - Thigmomorphogenesis -
Mechanosensing + Haptics - Indoor farming - Vertical farming

1 Introduction

The haptics research community has been primarily focused on studying haptic
technology with human subjects [26], and not without reason. Haptics research
has resulted in invaluable insights into human haptic perception capabilities and
innumerable technological innovations [18,26].

Nevertheless, we share our daily lives with more than just humans. Haptic
interactions are abundant in human-animal interaction, for example. In yet a
different domain we might use our sense of touch to engage with plants, whether
it be manipulating a pair of scissors to carefully sculpt a bonsai tree, or using
one’s hands to take down vines. Still, these are both examples from a human
haptic perception perspective. Research in the biological sciences has shown that
plants, too, are capable of perceiving ‘touch’ [36]. Think, for example, of how
a bonsai tree changes its growing pattern when parts of its trunk are bound to
create a more desirable shape [13]. Or think of how vines can cling to vertical
surfaces, and how the Venus Flytrap (Dionaea muscipula) can detect when prey
has landed on its leaf [7].

In fact, in their natural environment, plants are continuously subjected to
mechanical stimuli, from soil vibrations to rain, snow, and hail, to wind, and
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contact with other nearby plants and animals [5]. With their natural environ-
ment in mind it is therefore not surprising that plants evolved to be able to
detect mechanical stimulation. However, since at least the agricultural revolu-
tion, humans have been moving plants away from their natural habitat, in some
specific cases even moving them indoors. We are moving plants indoors for dec-
oration, health purposes (e.g., air quality, or mental health), and production of
both decorative plants and for food production (e.g., indoor farming). In these
indoor circumstances plants are no longer subjected to typical mechanical stim-
ulation which has been shown to have clear effects on, for example, their growth
rate [6,35,36].

In this context haptic technology could offer opportunities to provide stim-
ulation to plants growing indoors in order to stimulate certain types of growing
behaviors. In this sense, haptic technology becomes another tool, like LED light-
ing, or hydroponics systems, in allowing for controlled growth of plants [4]. In
the remainder of this paper I will provide an overview of key terminologies and
concepts related to plant touch perception. I will discuss examples of existing
plant-technology interaction and highlight cases for haptics in particular. Finally,
I will discuss application domains in more detail and will provide recommenda-
tions for the haptics community in order to kickstart research into ‘plant haptics’.

2 Key Concepts in Plant Mechanosensing

Plants have evolved to be able to respond to mechanical stimuli that occur as a
consequence of their growing environment [5]. Since at least the ancient Greeks,
humans have known that mechanical stimuli affect plant growth [6]. Examples of
how humans have used mechanical stimuli to modulate plant growth throughout
history include the originally Chinese art of bonsai [13], where the binding of
branches and trunks produces desirable shapes, Mugifumi, the Japanese practice
of trampling wheat and barley seeds to improve plant growth [20], and studies
by Darwin [11] on the movement of plants.

Since these long-known practices and early scientific studies much progress
has been made regarding understanding the cellular mechanisms that underlie
plant responses to mechanical stimuli, though much remains to be discovered
[6]. The locus of plant touch perception is the cytoskeleton-plasma membrane-
cell wall interface which subsequently integrates into molecular signaling specific
to the mechanical stimulus, and signal transduction [24,35]. A description of
the exact cellular and molecular mechanisms that enable mechanoreception in
plants is beyond the scope of this paper. The interested reader is referred to
review papers on this topic [10,24,28,35,36].

2.1 Terminology of Plant Responses to Mechanical Stimulation

In human perceptual sciences [26] as well as in engineering and computer sci-
ence [18] the term ‘haptic’, which derives from the Greek word haptikos meaning
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‘able to come into contact with’, is widely used. However, in plant biology a dif-
ferent Greek word is used to denote physical stimulation, namely thigma [7],
meaning ‘touch’. This term is used in different ways to denote specific classes of
plant responses to mechanical stimuli. The term thigmomorphogenesis, coined
by Jaffe [23], refers to the impact of mechanical stimuli on plant growth and
development [22]. These are generally slow processes and the types of thigmo-
morphogenic sources and effects are varied and depend on the specific plant
type. The greatest potential impact of haptic technology is in eliciting thigmo-
morphogenic effects because these constitute permanent changes to a plant’s
growth and development.

A different class of responses are thigmotropic responses. These responses
refer to changes in plant growth that are related to the direction of the mechan-
ical stimulation [7]. For example, roots may grow around physical barriers or
grow towards the source of a vibration [14]. Thigmotropic effects are different
from thigmomorphogenic effects in that the latter refer to structural changes in
the plant’s growth (e.g., thicker stems, stockier plants), while the former refers
to adaptation of regular growth behavior. Thigmotropic responses can happen
relatively quickly and provide another interesting application domain for haptic
technology.

Finally, there are thigmonastic responses. These refer to a plant’s responses to
mechanical stimulation that is not related to the direction of the stimulation [7].
An example is the Venus Flytrap’s leaves closing in response to stimulation of its
mechanosensing trigger hairs located within the leave structure [7]. Thigmonastic
effects occur rapidly, but are also momentary and do not result in structural
changes. Some applications for haptic technology can be conceived of but they
are more limited than for the other described responses.

2.2 Plant Responses to Mechanical Stimulation

Physical stimuli that plants are subjected to are varied and can be both internal
and external [36]. The focus here is on external forces, because those can be more
easily generated using haptic technology. Nevertheless, internal forces, including
sensing changes in turgor in a plant’s cell and self-loading on the vertical axis of
the stem or due to fruit bearing under the influence of gravity [36] (gravitropism
is the term reserved for gravity’s influence on a plant’s growth [10,28,36]), all
affect plant growth and may interact with external forces.

Plants can be subjected to various forms of mechanical stimulation from pre-
cipitation, animals making contact with the plant, and contact with other plants.
Under natural conditions wind may be the most common and persistent external
force that affects plant growth [16,35]. Plants’, in particular trees’, acclimatiza-
tion to wind conditions affects their branching (e.g., trees that are predominantly
subjected to wind from a single direction, such as in coastal regions, show asym-
metrical branching formations), stem, and even roots [16]. Stimulation of differ-
ent plant organs such as leaf brushing, bending of the stem, mechanical stresses
on the roots, and contact with reproductive organs all have effects on the plants’
overall development and the development of each specific organ [5-8]. In general,
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Fig. 1. A prototype with an Arduino Uno driving a Tectonic Elements TEAX25C05-8
transducer with a 250 Hz sine wave. The image shows results of approximately two
weeks of continuous stimulation on the root orientation of pumpkin seeds (Cucurbita
mazima). One root can be observed to orient towards the source of vibration. Root
growth would be expected to be more diffuse without stimulation, though, note, this
is a single-trial result for illustration purposes.

leaf brushing results in more compact plants, with thicker leaves, while bend-
ing of the stem in most cases results in shorter plants with shorter distances
between branch nodes, an increase in width (i.e., radial growth) of the stem,
and more flexible tissue [35]. These types of stimulation typically result in delay
of flowering [35]. Forces exerted on a plants’ leafs and stem may propagate to
the roots, and, in trees at least, can result in a larger root mass [35]. In all, these
adaptations to mechanical stimulation make sense in that they make plants more
resilient to such stimulation in the future, while delayed flowering saves valuable
resources. All of these thigmomorphogenic responses have a profound impact on
plant development. Nevertheless, thigmonastic responses, especially stimulation
of a plant’s reproductive organs serves an important purpose as well. Flowering
plants release pollen when physical stimulation by a pollinator is detected, a
process referred to as buzz pollination [12].

Plants’ response to mechanical stimulation may also trigger molecular and
biochemical changes that serve as a defence against pests and fungi [29]. For
example, stroking of a strawberry plant (Fragaria ananassa) [37] or thale cress
(Arabidopsis thaliana) [3] resulted in increased resistance to a fungal pathogen.
Pressure due to soundwaves (related to plant mechanosensing [36]) has been
found to increase vitamin C and sugar, among other parameters, in tomato
fruits (Solanum lycopersicum) [2], which is relevant to food production.
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3 Plants, Touch, and Technology

Mechanical stimulation of plants results in overall more compact, stronger, and
more resilient plants, with greener leaves (for a review of effects see [6]), and may
affect plant food production [2] though this latter effect is less consistent [35].
Nevertheless, plants’ general characteristic responses to touch result in orna-
mental and food producing plants with an appearance that is preferred by con-
sumers and retailers, and that have benefits for growers in terms of production
area, packaging, and transport [6]. In addition, using mechanical stimulation to
activate a plants’ defence mechanism has the potential to reduce the need for
chemical pesticides [6,35].

Taken together, it is not surprising that researchers have created devices to
automatically stimulate plants through brushing [27,32,38], or vibration (see
[6] for several examples). However, these efforts have not been taken up widely
due to technical limitations of the systems in question [6,35]. Interestingly, in the
bioacoustics community researchers have been using contact speakers to generate
vibrations detectable by plants [14,15]. Lab studies have shown that roots can
orient towards the source of a vibration [15], and can even navigate towards this
source [14]. Figure 1 shows that such setups can be relatively easily created with
basic hardware.

In computer science, primarily human-computer interaction (HCI) research,
plants are used for interaction but often only as input device [30] or as a display
method where mechanical stimulation is used to move the plant [17]. Only in
a few cases is attention paid to a plant’s responses to these types of stimula-
tion [25,33], but not as a central part of the designed system. Thus, there are
opportunities for HCI designs to make plants’ responses a more integral part of
interactive systems (e.g., use changing growth patterns as a system’s output).

4 Green Fingers, Untapped Potential

In nature plants respond to mechanical stimuli to adapt to their environment
[35] and these responses result in an overall more desirable plant morphology [6].
Nevertheless, technical difficulties have held back developments for automation
in horticulture [6,35], and there is only a nascent interest thus far in computer
science to develop devices for haptic stimulation of plants [25,33]. Thus, there are
several opportunities to investigate the role of haptic technology developed for
humans [18] in providing mechanical stimulation to plants. The most straight-
forward application is leaf brushing with a mechanical stimulus. Sophisticated
haptic devices might be able to deliver such stimuli with accurate control over
the applied force and velocity of stimulation [18]. Using similar devices, or even
off-the shelve components such as servo motors, stem bending might also be
easily achieved. Air vortices produced by custom-built haptic devices [34] might
also be used to provide brush-like stimulation and may be a less invasive method
than using mechanical devices [35]. Recent advances in ultrasonic haptics [21]
are of particular interest considering findings that demonstrate effects of ultra-
sound on plant development [1]. Ultrasonic haptic devices could be used for leaf,
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stem, root, and reproductive organ stimulation. As Fig. 1 demonstrates, applying
vibrations to root structures is relatively easily achieved. Recent developments in
wide-band vibrotactile actuators (e.g., Apple’s Taptic Engine) might be of par-
ticular use here. In short, the haptics community is well-placed to provide novel
methods and devices for applying mechanical stimuli to plants. Taking plants as
an application area might result in new and unexpected opportunities for both
haptics research as well as horticultural research. Here, I want to provide a few
suggestions for directions in which to search for such opportunities.

First, we might consider the production of decorative and food-producing
plants on a smaller scale. Indoor farming has seen quite an uptake in recent years,
spurred on by developments of LED lights and hydroponic systems. With a global
food system that is under severe pressure from human-made climate change,
indoor farming might provide one route towards sustainable food security [4].
The use of haptic technology to provide mechanical stimulation to plants grown
indoors can help produce more compact and resilient crops that require less space
and less pesticides (for reviews see [6,35]). Thus, haptic technology might be
another valuable tool in future food production through controlled-environment
agriculture [4], especially considering that mechanical stimulation is a typical
feature of plants’ natural habitat [5]. Related to this, we might also consider
food production in more futuristic scenarios. NASA has conducted experiments
with food production in zero-G for decades and zero-G environments come with
specific considerations for food production [9]. From this perspective, haptic
technology could be applied in such environments to help reduce some of the
unwanted effects of plant growth in zero-G.

Second, haptic technology in combination with observable plant responses
to such stimulation could be used for educational purposes. Plants’ responses
to light and nutrients might be relatively well-known, but plants’ responses to
touch, less so. The demonstration of thigmomorphogenic, thigmotropic, and thig-
monastic effects in biology lessons could be supported by haptic systems. Espe-
cially for thigmomorphogenic effects that typically take a longer time to develop,
automated haptic systems to demonstrate such effects in the classroom might
be fruitful.

Third, arts and design disciplines may benefit from haptic technology for the
controlled mechanical stimulation of plants. Bio-mimetic design, for instance,
could use haptic technology for the creation of, not just nature-inspired designs,
but designs of which nature is an active, living part. Such ideas could even be
extended to architecture, where haptic technology (e.g., robotic structures that
can move and apply forces) could help shape living architectural structures.
For an example, see the living bridge of Cherrapunji in India. Admittedly, such
ideas are still somewhat speculative although research on ‘cyborg botany’ might
suggest they are not too far off [31].

Fourth, as already hinted at, the haptics community might be of aid to
research in biology, botany, and horticulture by providing state-of-the-art tech-
nology for the application and measurement of mechanical forces that can be
applied to plants. Conversely, work on plant thigmo responses could also inspire
haptics researchers, for example, in the design of plant-inspired haptic systems
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(see [19] for an example of plant-mimetic mechanosensors). Here, it is also impor-
tant to stress the need for collaboration in all of the examples described. While
the current paper aims to prompt the interest of the haptics community in plant
thigmo responses, there is a large body of literature from the biological sciences
that extends and adds nuance to the topics discussed here. The haptics com-
munity has a firm grasp on the technology necessary to create breakthrough
innovations in haptics research, now it is time to see if they possess green fingers
too.
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Abstract. Kinesthetic interaction typically employs force-feedback devices for
providing the kinesthetic input and feedback. However, the length of the
mechanical arm limits the space that users can interact with. To overcome this
challenge, a large control-display (CD) gain (>1) is often used to transfer a small
movement of the arm to a large movement of the onscreen interaction point.
Although a large gain is commonly used, its effects on task performance (e.g.,
task completion time and accuracy) and user experience in kinesthetic interac-
tion remain unclear. In this study, we compared a large CD gain with the unit
CD gain as the baseline in a task involving kinesthetic search. Our results
showed that the large gain reduced task completion time at the cost of task
accuracy. Two gains did not differ in their effects on perceived hand fatigue,
naturalness, and pleasantness, but the large gain negatively influenced user
confidence of successful task completion.

Keywords: Control-display gain - Force-feedback device - Kinesthetic search

1 Introduction

Kinesthetic interaction as a form of human-computer interaction (HCI) is based on
applying force feedback to provide motion sensations in muscles, tendons, and joints
[1]. There is an increasing number of kinesthetic applications in different fields, such as
education [2], medical training and simulation [3].

Providing realistic force feedback requires dedicated devices such as haptic gloves
[4], kinesthetic pens [5] or grounded force-feedback devices (e.g., Geomagic Touch
[6]). Among them, force-feedback devices provide a reliable desktop interface with
high-resolution forces (up to 1 kHz) [7]. A major limitation of force-feedback devices
is that the length of the mechanical arm limits the interaction space [7]. A common
solution is to scale a small motion of the mechanical arm to a larger motion of the
onscreen haptic interaction point (HIP), i.e., employing a large control-display
(CD) gain [8].

The concept of CD gain has been previously studied in the context of pointing
devices such as the mouse, touchpad and handheld VR controllers. The results suggest
that applying a high CD gain can help reduce task completion time [9, 10]. In the
context of kinesthetic interactions, some studies suggested that the visual feedback
provided by different CD gains can influence kinesthetic perception and sometimes

© The Author(s) 2020
1. Nisky et al. (Eds.): EuroHaptics 2020, LNCS 12272, pp. 158-166, 2020.
https://doi.org/10.1007/978-3-030-58147-3_18


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-58147-3_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-58147-3_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-58147-3_18&amp;domain=pdf
https://doi.org/10.1007/978-3-030-58147-3_18

The Impact of Control-Display Gain in Kinesthetic Search 159

even override the perception available through force feedback [11-13]. Further, while
using a force-feedback device, applying a large CD gain leads to a mismatch between
hand motions and HIP motions, which thus could potentially influence the user’s
control of the HIP.

Previous studies have used different techniques to enable kinesthetic interactions in
large virtual environments without directly using a large CD gain. Dominjon et al. [14]
used the bubble technique which adjusts the HIP speed based on the relative positions
of the HIP and its bubble to reach objects. Li et al. [15, 16] employed gaze modality to
move the HIP for reaching remote targets. Both methods maintained the unit CD gain
while touching objects.

Overall, there is an agreement that applying a large gain may influence kinesthetic
interactions [14—16]. However, it is still not clear how different CD gains affect task
measures such as task completion time, accuracy of interaction and user experience in
real-world kinesthetic tasks. In order to fill this gap, we conducted an experiment
involving kinesthetic search on a soft tissue. Kinesthetic search is a typical kinesthetic
task we perform in the physical world. It requires the users to touch the object and
move their fingers along the surface to detect textural and material abnormalities on or
under the surface. In a computer-based kinesthetic search task, the user needs to move
the HIP while applying appropriate inward force to detect anomalies and the precise
control of the HIP is crucial for efficient and accurate interactions.

We evaluated two commonly used CD gains in kinesthetic search: a large CD gain
(=3.25) determined by the size of the required virtual space was compared to the
baseline unit CD gain (=1). We varied the types of the search area as an independent
variable since the effects of the CD gain may be influenced by the interaction area.

We collected objective data (the search time, the number of lumps that the par-
ticipants missed and the search pattern gathered from the movement data of the HIP)
and subjective data (the perceived hand fatigue, naturalness, pleasantness and user
confidence in finding all the lumps) to evaluate the two CD gains. The study focused on
the below research questions in the context of kinesthetic search:

e Are there differences in the task efficiency and search accuracy using two gains?
e Are there differences in user experience using two gains?

The paper first introduces the experiment, following by the results and discussion.

2 Experiment

2.1 Selection of CD Gains

The explored soft tissue was a cuboid model (52 x 32 x 32 cm along the x-, y- and z-
axes). The model was placed at the center of the virtual space and fully filled the screen
of the display. The physical workspace of the force-feedback device used in the
experiment was 16 x 12 x 12 cm [6].

The study compared two CD gains (high and default). The high gain was 3.25,
determined by the ratio between the tissue size and the device workspace (i.e., 52/16).
Thus, a 1 cm arm movement lead to a 3.25 cm HIP movement and the workspace was
increased to 52 x 39 x 39 cm which could cover the dimension of the virtual tissue.
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The default gain was 1 and thus the workspace was 16 x 12 x 12 cm. To explore
the virtual space beyond this workspace, we employed gaze as the section mechanism
to relocate the device workspace [16]. The user had to pull the mechanical arm
backward to a reset position and gaze at the target area for 500 ms. The workspace
would then lock to that area until the user repeated this process. Such a method allowed
robust switching of the workspace and ensured that there were no accidental switches
during the task. This selected mechanism is not relevant from the perspective of the
experiment. All analyses (e.g., search time) pertained only to the period when the user
touched the virtual tissue, avoiding any potential influence of this mechanism.

2.2 Experiment Design

A within-subject experiment was designed in a controlled laboratory setting. The task
for the participants was to identify the number of lumps underneath a soft tissue.

We manipulated the types of the search area as an independent variable with two
levels: four small areas or one large area (Fig. 1(B)). For the large area, the tissue
(52 x 32 cm, along the x- and y-axes) was divided into four areas with the size 26 x
16 cm each. The trial of searching the large area included only one area (size =
26 x 16 = 416 cm?), and four trials as a task group covered the area of the whole tissue.
For the small areas, the tissue was divided into 16 small areas with the size 13 x 8 cm
each. To make the search size of all trials consistent, one trial of searching the small
areas consisted of four randomly selected areas out of the 16 possible options (size =
13 x 8 x 4 = 416 cm?), and four trials as another task group covered the whole tissue.

The sizes of these areas were selected based on the required search time to avoid a
very long experiment. Simultaneously, they were used to examine the effects of the two
CD gains in practical applications. The size of each small area was selected so that it
could be covered by both workspaces of the two gains. In contrast, the large area could
be covered by the workspace using the high gain but was beyond the workspace using
the default gain. The user needed to relocate the workspace four times to fully search
the large area (see Fig. 1(A) as an example).

Fig. 1. (A) shows the experiment environment. The display shows an example of using the
default CD gain to search a large area. The device workspace with the white boundary switches
to the bottom right part of the large area where the user gazes at. (B) shows the area types.
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The lump number for each trial was randomly selected from 1 to 4. For each task
group with four trials, the total number were 10 (1 + 2 + 3 + 4 = 10). The lumps were
sphere models. Since we are interested in examining user control by collecting the
movement data of the HIP, all lumps were set as the same radius (0.3 cm) for simplicity.
The lumps were randomly distributed (along the x- and y-axes) within the search areas,
but placed at the fixed depth (1.5 cm) and were invisible to the participants.

Each participant needed to complete four task groups (2 gains x 2 types of the
areas = 4 task groups) with 16 trials (4 task groups X 4 trials per group = 16 trials)
and 40 lumps (4 task groups x 10 lumps per group = 40 lumps).

The haptics were developed using H3DAPI with OpenHaptics rendering system
[17]. The stiffness of tissue and lumps were implemented by the linear spring law with
different stiffness coefficients (tissue: 0.06 and lumps: 0.1) and the friction was
implemented by the kinetic friction with the same friction coefficient (both: 0.01). The
visual deformation was implemented by the Gauss function, linearly increased fol-
lowing the HIP depth. HIP was visualized as a sphere with 0.3 cm radius.

The participants were asked to input the number of lumps they found using a
keyboard after each trial. The system checked and recorded the missing number and the
search time. In addition, the system also logged HIP movement data along x-, y- and z-
axes during the task. A 7-point Likert scale questionnaire was used to record the
subjective data. User confidence were collected after each trial and other subjective
data (hand fatigue, naturalness and pleasantness) were collected after each task group.

The participants signed an informed consent form and were asked to complete the
tasks as accurately and quickly as possible. They were free to adopt their own strategy
(e.g., horizontal and vertical searching) with a maximum of two full searches for each
trial. In addition, no extra hand-rest equipment was provided. The order of the CD
gains and the area types were counterbalanced among the participants.

2.3 Participants and Apparatus

24 participants were recruited from the local university community (16 women and 8
men), aged between 20 to 35 years (M = 26.17, SD = 4.26). Six participants had used
a similar force-feedback device (1-2 times). An MSI GS63VR 7RF laptop was used as
the host computer. We used a Samsung 245B monitor as the display, an EyeX [18] to
track the gaze, a Touch X device [6] as the kinesthetic interface and a keyboard to input
the participants’ answer, shown in Fig. 1(A). We employed H3DAPI [17] for haptics
and Tobii SDK [18] for accessing the eye tracker.

3 Results

3.1 Objective Data

We first conducted the Shapiro—Wilk Normality test that all data were not normally
distributed (all p < .001). Thus, we used the 2 x 2 (gains x area types) aligned rank
transform (ART) repeated-measures non-parametric ANOVA [19] for the analysis. The
Wilcoxon signed-rank test was used for the post hoc analysis. Table 1 shows the
overall ART ANOVA results. We focus our analysis on the main effect of CD gains
and its significant interaction effect with the area types.
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Table 1. Tests of within-subject effects on the objective data (significant values are in bold).

Sources CD gains Area types Interaction effect
DF |F Sig |DF |F Sig |DF |F Sig
Search time |1,23/42.07 |<.001|1,23| 5.68|.026 |1,23|32.53|<.001
Missed lumps | 1,23 | 16.33|.001 |1,23| 0.49|.491 |1,23|1.89 |.183
Covered area | 1,23 62.83|<.001 | 1,23 |66.58 | <.001 | 1,23 |78.83 | <.001
Search depth | 1,23 |18.95|<.001|1,23| 0.06|.803 |1,23/0.25 |.621

Search Time: We calculated the mean search time of four trials in each task group. The
results showed that the high gain (M = 144.27, SD = 49.48) led to a shorter task com-
pletion time than the default gain (M = 209.93, SD = 63.86; Z = —4.200, p < .001).
Figure 2(A) illustrates the interaction effect. In searching the large area, using the high
gain (M = 112.48, SD = 44.59) led to approximately 47.7% shorter time than using the
default gain M = 215.26,SD = 74.22;7Z = —4.286, p < .001). In searching small areas,
using the high gain M = 176.06, SD = 65.26) caused approximately 14.0% shorter time
than using the default gain (M = 204.60, SD = 67.57; Z = =2.257, p = .025).

Missed Lumps: We calculated the sum of the missed lumps for each task group. Fig-
ure 2(B) shows that the participants using the Aigh gain (M = 1.98, SD = 1.19) missed
more lumps than using the default gain (M = 0.90, SD = 0.77; Z = —3.426, p = .001).

Covered Area: we calculated the proportion of the searched area based on the
movement and the radius of HIP. Using the high gain (M = 83.29, SD = 4.96) caused
searching a smaller area than using the default gain (M = 88.39, SD = 4.68;
Z =—4.229, p <.001). Figure 2(C) shows that using the high gain (M = 78.02,
SD = 7.37) led to searching a smaller area than using the default gain (M = 88.17,
SD =4.91;Z = —4.286, p < .001) in searching the large area. There was no difference
in searching small areas. A participant’s pattern for searching a large area is shown in
Fig. 2(E) as an example.

@3 High Gain @3 Default Gain Default
%
4((5)2) Large  Small 4 ( "3 Large  Small 0.8
4
300 L5 90 ? @Ea 0.6 ieh
200 2 80 o
100 1 70 : :
0 0 . 60 L 02 . TH
(Sig) (Sig) (Sig) (Sig)  (Not Sig) (Sig)
(A) (B) © (D) (E)

Fig. 2. (A) shows the search times based on the gains and the area types (i.e., large and small);
(B) shows the number of the missed lumps based on two gains; (C) shows the area proportion the
participants searched based on the gains and the area types; (D) shows the average absolute
deviation of the HIP depth based on two gains; (E) shows a participant’s pattern for searching a
large area. The line in the boxplot is the median value and the cross mark is the mean value.
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Fig. 3. Subjective results of the study (a higher value is better).

Search Depth: The HIP stability in the search depth may directly affect the search
accuracy. To evaluate the stability, we calculated the average absolute deviation value
of the HIP data (along z-axis) at the lump depth (1.5 cm) for both gains. Figure 2(D)
shows that the high gain (M = 0.46, SD = 0.11) caused a lower stability of the HIP
than the default gain (M = 0.39, SD = 0.07; Z = —3.857, p < .001) in the search depth.

3.2 Subjective Data

The data were analyzed with the Wilcoxon signed-rank test (Fig. 3). There were no
statistically significant differences between two gains, in terms of perceived hand
fatigue, naturalness, pleasantness, as well as user confidence in searching small areas.
For the large area, using the high gain (M = 4.64, SD = 1.13) led to less confidence
than using the default gain (M = 5.41, SD = 0.76; Z = —3.312, p = .001).

4 Discussion

We experimentally examined the effect of CD gains on kinesthetic search. The results
show that CD gains and the area types have significant effects on task performance.

4.1 Differences in Task Completion Time and Search Accuracy

This study focused on the comparison of two different CD gains, where the movement
of the device arm led to the different amount of HIP movement (1x and 3.25x
respectively). Although the kinesthetic interaction involves complex hand behaviors
and interaction feedback, our results show that a large gain increases the movement
speed of HIP and thus reduces the task completion time, consistent with the common
effect of the CD gain in the pointing tasks using the mouse [9].

However, the search time while using the high gain was influenced by the area
types (Fig. 2(A)). It can be understood if we consider the search strategy used by our
participants. Participants typically adopted a strategy that involved horizontal or ver-
tical sweeping motions (Fig. 2(E)). Searching a large area easily enabled the partici-
pants to perform fewer sweeping motions. Searching multiple smaller areas made them
perform numerous sweeping motions, potentially leading to longer task times.
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While using the default gain, irrespective of the area types, participants performed
more sweeping motions and thus caused more search time than using the high gain.

The results on the search accuracy presents a different picture. Regardless of the
area types, using the high gain made participants miss more lumps than using the
default gain (see Fig. 2(B)). There may be two explanations for this phenomenon. First,
while using the high gain, the participants searched less area than using the default gain
(Fig. 2(C)). Thus, the participants had a higher probability of missing the lumps using
the high gain. Second, the lumps were fixed at the same depth inside the tissue. To find
the lumps effectively, the participants had to maintain a constant depth of the HIP that
could optimally touch the lumps while performing the sweeping motions. A more
stable HIP depth presents better probability to find the lumps. Our result (Fig. 2(D))
demonstrated that using the high gain causes an increased variability in the HIP depth
than using the default gain. Previous studies show that hand stability degrades under
the stress of the force [20] and fatigue [21]. For the high gain, the stability issues may
be amplified due to the scaling motion, and thus resulted in lower search accuracy.

4.2 Difference in User Experience

CD gain can potentially affect user experience, such as ease of use and pleasantness, in
some HCI applications (e.g., [10]). Surprisingly, we did not find any difference
between the two gain conditions in kinesthetic search, in terms of naturalness, pleas-
antness and hand fatigue. User confidence was influenced by two gains. Participants
were generally less confident in finding all lumps while using the high gain, specifically
while searching a large area. They likely had perceived the limited control over the HIP
movement and were aware that they missed many areas. Using the default gain made
participants more accurate in finding all lumps and subjectively more confident.

4.3 Limitations and Future Studies

This study has a few limitations. First, we examined two commonly used CD gains.
Technically, the CD gain values that lie between them are rarely used due to the
unsuitable workspace. Two levels (high and low) could sufficiently examine the gen-
eral effect of the CD gain. However, a very large gain (i.e., the resulted workspace is
much larger than the required space size) may cause different user performances (e.g.,
increase the task completion time, like [10]). Future work may examine this aspect.
Second, we used constant gains along Xx-, y- and z-axes. Dynamic gains were
proposed for the pointing tasks (e.g., [8, 22]). However, their feasibilities for kines-
thetic interaction are unknown. Dynamic gains (e.g., velocity-based) may lead to
dynamic kinesthetic feedback and affect touch perception. Further, different CD gains
could be potentially applied along the different axes. These should be studied further.
Third, the experiment involved a simple cuboid model with a flat surface. Practical
applications may include models with irregular shapes and uneven surfaces (e.g., a
heart model). The flat surface was a simple model that we could use to examine the
effects of CD gains. Future work should test how results differ for complex models.
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Fourth, we focused on kinesthetic search, a specific type of kinesthetic interaction.
The CD gains may have different effects on different kinesthetic tasks, such as weight
perception [11, 13]. Future work could examine CD gains in other kinesthetic tasks.

Fifth, this study included a short-term evaluation with new users. A prolonged
usage or recruiting users such as medical professionals who are familiar with kines-
thetic search may lead to different results. We propose these for the future research.

5 Conclusion

This study investigated the effects of CD gains on kinesthetic search. The experiment
shows that a large gain improves task efficiency at the cost of user control and thus
search accuracy. Our result experimentally demonstrates the significance to maintain
the unit CD gain for accurate kinesthetic interaction. In addition, the findings of the
study increase theoretical understanding of the CD gain effects on the task performance
and user experience, which provide an experimental basis for designing new interaction
techniques based on the CD gain for efficient and accurate kinesthetic interaction.
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Abstract. Given that mechanoreceptors are highly heterogeneously distributed
and there is no direct sensory signal of the distribution, it must be challenging
for the brain to identify stimuli in external space by remapping sensory inputs.
Some previous studies reported perceptual distortion of tactile space, reflecting a
difference in scales for different body parts. Here we report another example in
which the orientation of stimuli perceived on the arm is rotated regionally, or
even flipped. This illusion cannot be explained simply in terms of the resolution
difference of mechanoreceptors.

Keywords: Psychophysics * Orientation perception - Motion perception -
Arm - Braille - Reference frame

1 Introduction

Mechanoreceptors on the skin are heterogeneously distributed, and sampling of neural
signal in the brain may differ depending on the body part. Given that fact, it may be
challenging for the brain to robustly represent stimuli presented to different body sites.
In this study, perception of orientation and direction of stimuli presented on the hand
and on the arm was investigated. An example of perceptual distortion of tactile space at
the peripheral, wherein orientation (trajectory) of the stimuli on the forearm appears to
fool the responses of the receptors, is introduced.

Interesting discrepancies between a perceived spatial representation and a physical
space have been reported. Perceived space of the stimuli (i.e., the distance between two
points of contact) shrinks along the proximodistal axis [1-3] and perceived location
(i.e., the exact location of contact) shifts toward anchor points such as the wrist and
elbow [2, 4]. Still, the general understanding of haptic-space representation and how it
changes across the body remains poorly understood. In particular, whether it can be
ascribed to the somatotopic mapping (i.e., receptor distribution and receptive field size),
remains under discussion.

Variation of the distribution density of receptors is not a problem that occurs only
in regard to the skin. Another 2D sensor array, the retina, has a heterogeneous sensor
distribution, and computation of most of the basic visual features differ between central
and peripheral vision. For example, the signal detection threshold degrades from
central vision towards peripheral vision; however, this degradation is relatively weak in
detecting flickering and moving signal [5]. On the other hand, in the case of touch,
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differences in perception of motion and orientation due to different stimulation sites
have been sparingly studied [6].

In this study, the following two questions are addressed: (i) whether the direction of
a simple moving stimulus that can be easily captured and tracked by eye (and pre-
sumably by hand) can be discriminated by the arm and, if not, (ii) how does the arm
differ from the hand; that is, whether the difference can be ascribed to a difference in
receptor distributions and in which reference frame the difference occurs.

2 Method

As shown in Fig. 1A, tactile stimuli were presented to subjects by a piezoelectric
braille display (stimulator, hereafter) (Dot-view2, KGS, Japan) with an array of pins
with diameter of 1.3 mm and inter-pin distance of 2.4 mm. Each pin can be switched
independently to either the “on” position (maximum 0.7-mm normal displacement or
less when damped by the contacting hand) or the “off” position (no displacement), and
the status of the pins (“on” or “off”’) was updated every 100 ms. They touched the
stimuli with the volar surface of their left hand or forearm (Fig. 1B). Their view of the
display was occluded by a black cardboard plate, and the subjects wore earplugs to
mask noise made by the stimulator.

In the experiment on direction judgment (Fig. 1C), as the stimulus, one dot was
moved in one direction at 50 mm/s for two seconds. The dot moved every 0.1 to 0.2 s,
and this variation was unavoidable due to a characteristic of the display. The direction
of the dot movement was upward or downward to the right or left (LU, LD, RU, and
RD in Fig. 1C). Note that a new starting point of the dot was chosen in every trial, and
when the dot reached the edge of the stimulus area, it appeared from the opposite edge.
The length of the trajectory was varied across trials, but in all trials, the dot was moved
on the same trajectory for more than 5 cm (i.e., half the diagonal of the stimulus area).
The stimuli were presented within 32 x 32 pins for the “hand” condition and “arm”
condition, while they were presented within 8 x 8 pins for the “s_hand” condition and
45 x 32 pins for the “l_arm” condition. The dot stimuli moved in parallel to the
diagonal of these stimulation areas. The subjects were asked to answer two two-
alternative forced choices (2-AFCs): whether the stimulus moved upward or downward
(Q1) and leftward or rightward (Q2). After each response, a feedback signal was sent to
the subjects by beep sound. Ten subjects participated.

In the experiment on orientation description, the stimuli were 12 aligned dots,
presented within a circular area of 32 pins in diameter (74.4 mm), and their orientation
was one of eight possibilities (Fig. 1D). The dots were presented sequentially in one
direction [“move + condition”], in the opposite direction [“move—*], in random order
[“shuffle”], or presented all at once [“static”’] within 2 s. Partially spatially overlapping
with adjacent dots, each dot consisted of four to six “on” pins and appeared for 0.1 to
0.2 s. These variations were unavoidable due to a characteristic of the display. The
subjects were asked to report the perceived orientation of the stimuli with respect to the
stimulator surface by pressing two keys according to the response mapping (Fig. 1D)
presented on a screen in front of them on the keyboard (e.g., the subject pressed ‘4’ and
‘R> when they perceived vertical orientation). Since whether the line stimuli were
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perceived symmetrically remained obscure, both edges of perceived shape (rather than
one orientation) were recorded. The subjects did know that the presented stimuli passed
the centre of the stimulus area, but they did not know that the stimuli were straight
lines. No feedback signal was provided. Three different posture conditions were tested
for different groups of ten subjects: subject’s hands/arms oriented straight ahead
(“normal”), rotated outward (“divergent”), or rotated inward (“convergent”), as shown
in Fig. 4.

Hand cond.

Dot moves in

s_Hand cond.-
one of four directions

Dot appears anywhere
in area of 32 x 32 pins

NRN N

AN

>
744mm

Arm cond.

L_Arm cond.

32 pins 74.4mm

Fig. 1. (A) Braille-type stimulator. (B) View of the setup used in the experiments. The blue box
represents the braille stimulator. (C) Subjects reported perceived direction of the stimulus
trajectory in the direction-judgment experiment by pressing two keys (e.g., ‘up’ and ‘left’ for the
illustrated stimuli at the bottom of the diagram). (D) A response map for the orientation-
description experiment was presented on a screen in front of the subjects. The subjects reported
perceived orientation (both edges) of the stimulus trajectory with respect to the stimulator surface
by pressing two keys.

3 Results

3.1 Direction-Judgment Experiment

To investigate perceived direction through the skin, the moving-dot stimuli were
presented obliquely on the volar surface of the hand (palm) and on the arm (forearm) of
each subject by braille. When a dot reached the outer boundary of the presentation area,
it reappeared at the opposite end of its line of motion and started to move in the same
direction along that line (Fig. 1C). This repetitive motion could induce ambiguity of the
direction of motion, although the direction could be easily reported visually (prelimi-
nary reports). Note that a dot moved on the same trajectory for a longer distance than
the two-point discrimination threshold for the forearm [7].

As shown in Fig. 2A, averaged performances of ten subjects were above chance
level under the “hand” condition, while they were slightly lower when the dot was
moving to the upper right (RU). Meanwhile, under the “arm” condition, the observed
pattern of responses differed dramatically from that under the “hand” condition.
Contrary to intuition, the performance not only dropped but was biased in a particular
direction. The subjects tended to report the direction from upper left to lower right
instead of that from upper right to lower left, regardless of the physically presented
stimuli (see schematic illustrations in Fig. 2A). Note that the observed patterns do not
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simply reflect response “key-pressing” bias, since the subjects pressed “L” or “R” and
“U” or “D” at roughly equal probability.
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-IB o AN s Hand - | - v Q2 Left or Right
7 R
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L ]
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Fig. 2. Results of direction-judgment experiment. (A, B) Averaged response of 10 subjects. In
the confusion matrices, columns represent presented direction of the stimuli and rows represent
perceived direction. Diagonal lines represent correct responses. In the schematic pattern of the
observed trend, where blue arrows represent correct responses and red ones represent incorrect
responses. (C) Averaged correct rates of 10 subjects for each 2-AFC. Error bars represent 95%
confidence intervals. The table lists the main effect group comparison (Ryan’s method, o = .05)
of ANOVA. (Color figure online)

Two remaining conditions were designed to test whether mechanoreceptor distri-
bution or receptive-field size could explain this apparently odd anisotropic represen-
tation of perceived orientation on the arm. In the “s_hand” condition, the stimulus area
was reduced one-quarter of that under the “arm” condition to compensate for the
difference in two-point discrimination thresholds for the palm and the forearm [7].
Although the performance dropped, it did not show similar directional bias as that
under the “arm” condition (e.g., the RU stimuli were perceived roughly equally as
applied in all directions). Since previous literature reported that distances feel longer
along the mediolateral axis than along the proximodistal axis of the arm [1-4], the same
experiment was conducted under the “l_arm” condition, under which the stimuli area
was elongated 1.4 times in the vertical direction only. Although the direction dis-
crimination performance slightly improved, it showed a similar directional bias to that
under the “arm” condition. Subjects’ reports (Fig. 2C) were entered into a two-way
repeated ANOVA with four stimulus location and two 2-AFCs. The ANOVA results
indicated that all main effects and interactions were significant (F(3, 27) = 19.9,
p < 0.0001 for stimulus location; F(1, 9) =67.8, p <0.0001 for 2-AFC; F(3,
27) =322, p<0.0001 for interaction). Main-effect group comparison (Ryan’s
method, o = .05) revealed significant differences between all stimulus location pairs
except the pair of the “arm” and “l_arm” conditions (Fig. 2C). These statistical tests
suggest that neither the difference in two-point discrimination thresholds nor the dif-
ference in the tactile space can explain the difference between perceived orientation on
the hand and that on the arm.
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3.2 Orientation-Description Experiment

Since anisotropic distortion of perceived orientation on the arm was unexpectedly
observed, the experimental task was changed, and this phenomenon was investigated in
more detail. Subjects were asked directly to indicate the orientation of stimuli with
respect to the stimulator’s surface. The stimuli were dots aligned in one of eight
possible orientations (Fig. 1D) with four different dot sequences presented: dots appear
one by one in one direction (“move+” condition), in the other direction (“move—"), in
random order (“shuffle”), and appear at once (“static”).
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Fig. 3. Results of orientation-description experiment. Each column represents the results
obtained with a stimulus presented at 0 to 157.5°. A stimulus at 0° was defined with respect to the
front edge of the braille display placed parallel to the table. Black dashed lines represent
orientation of the presented stimuli, and each coloured line represents the proportion of reported
orientation under each condition. Bias represents the mean discrepancy between reported and
veridical orientations of the stimuli, while variance represents variability for each stimulus. Error
bars represent 95% CI. (Color figure online)

As shown in Fig. 3, ten subjects achieved good orientation-description performance
when the aligned dot stimuli were presented on the hand: the coloured radar charts have
well-defined peaks along the black dashed line. Calculated bias and variance are small
regardless of stimulus orientation or dot sequence (“move =£,” “shuffle,” or “static”).
Meanwhile, their performance degraded when the stimuli were presented on the arm:
both bias and variance became large with stimuli presented around 135° (enclosed by
the yellow dotted line in the figure). The intensity of bias was similar for different dot
sequences, but variance was smaller under the static condition (purple line in the
graph). Anisotropic distortion of perceived orientation on the arm was also observed in
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this experiment. Perceived orientation on the arm was biased inward (i.e., clockwise for
left hand/arm) when the stimulus angle was 135°; however, it was not biased outward
nor inward when the stimulus angle was 45°. Note that the 135° stimuli in this
experiment and the RU and LD stimuli in the direction-judgment experiment were not
identical, but they had the same orientation, and in both cases, the subjects could not
properly report the orientation of the stimuli. In addition, particular distortion patterns
of each stimulus depending on the area of stimulus presentation (e.g., the stimuli on the
lower half of the forearm are more biased compared to those on the upper half) were
not observed. Rather, the response patterns roughly kept a linear symmetric shape.
According to our pilot test with a smaller number of subjects, this phenomenon may
show “body-central symmetry”: perceived orientation on the right arm was biased
inward when the stimulus angle was 45°, but it was not biased when the stimulus angle
was 135°.

One unique characteristic of haptic modality is its multiple reference frames. People
can easily change their hand/arm posture, so the brain has to remap tactile input signals
on skin (somatotopic) coordinates into environmental (spatiotopic or allocentric)
coordinates. To consider in which reference frames the observed orientation distortion
on the arm occurred, the same orientation-description task was repeated with different
hand/arm postures. The subjects were asked to report perceived orientation in the
environmental (not skin) reference frame. The stimulator stayed in a constant location
with respect to the external world. If the distortion occurred in the environmental (i.e.,
eye/body-centred) reference frame, the reported orientation pattern would be similar
regardless of hand/arm posture. If, on the other hand, the distortion occurred in the skin
reference frame, the pattern would shift. In pilot test, it was observed that reported
orientations became obscure (i.e., radar charts do not show sharp peaks) with divergent
and convergent posture conditions. Thus, this experiment was conducted only with the
static stimuli with which the lowest variance of reported orientation was observed
under the normal posture.

Bias Variance

Jw

0

Normal Divergent Convergent 50

| .l

[HEAPN
it - -50 0
[10 repetition, N=10] 0 45 90 135° 0 45 90 135°

Stimulus orientation Stimulus orientation

Fig. 4. Results of orientation-description experiment with varied posture. Hands/arms of
subjects were oriented straight ahead (“normal,” represented in red), rotated outward
(“divergent,” blue), or rotated inward (“convergent,” green). The subjects were asked to report
perceived orientation of the static stimuli with respect to the stimulator surface (environmental
coordinate, represented as arrows in the figure). Note that the result obtained under the normal
condition is a re-posting of the result presented in Fig. 3. (Color figure online)
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Reported orientation was distorted in the “divergent” and “convergent” conditions
even when the stimuli was presented on the hand (Fig. 4), and this finding is in line
with that of the previous study that conducted an orientation-matching task with alu-
minium bars [8]. Observed variances in these conditions were higher than that in the
“normal” condition, suggesting a higher level of task difficulty under the former
conditions. According to the bias, the influence of the skin reference frame on per-
ceived orientation was observed. In the divergent condition, the orientation in the
environmental reference frame is shifted clockwise compared to that in the skin ref-
erence frame. Indeed, the reported orientation shifted clockwise. In contrast, the
reported orientation shifted counter clockwise in the convergent condition. Bias for
each posture condition was almost constant regardless of the stimulus orientation. On
the other hand, when the stimuli were presented on the arm, bias of reported orien-
tations varied according to the stimulus orientation in all posture conditions. The
baselines (i.e., averaged performances across all orientations) differed according to
posture condition, and this difference seems consistent with observed biases under the
hand condition. Observed patterns of biases seem to be roughly consistent with the
hypothesis that the distortion on the arm occurred in the skin coordinate, since it peaked
around 90° under the divergent condition and around 0° under the convergent condi-
tion. Note that it remains unclear at this moment that whether the observed discrepancy
with varied posture reflects the difference in discrepancy between the skin and envi-
ronmental reference frames or reflects the difference induced by remapping difficulty
and/or tightness of posture.

4 Discussion

Direction-discrimination performance and orientation-description performance at dif-
ferent body sites were measured. Reported orientations when the stimuli were pre-
sented on the arm were distorted in relation to those observed when the stimuli were
presented on the hand (palm). In particular, inwardly inclined trajectory/shape is per-
ceived more inwardly inclined. This distortion cannot be simply explained by the
difference in receptor distribution, and shifted according to the skin reference frame.
This study showed a clear example that the representation of simple stimuli is distinctly
different when the stimuli are presented on different body sites. There might be a
difference between central touch and peripheral touch in terms of computational
processing.

The perceptual asymmetry of the mediolateral axis and proximodistal axis
lines/motions on the arm has been reported. Jones et al. [4] presented moving stimuli
by a three-by-three array on the volar surface of the forearm, and they reported that
across-arm movement appears to be more easily recognized than along-arm movement.
That result suggests that the edges of the arm may serve as landmarks for localizing
cue. Closer-to-reality stimuli (in terms of resolution) were used in this study, and a
similar trend was observed: subjects made more mistakes when presented with two
alternative forced choices of direction between proximal or distal on the arm rather than
those between medial or lateral (Fig. 2C). Note that the reported proximal-distal
direction was even “flipped” in the present direction-discrimination experiment, and
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performance varied both under the movement and the static conditions in the present
orientation-description experiment. These results seem difficult to fully understand in
the context of previously introduced hypotheses on, for example, gravitation of anchor
points, stretching of tactile space, receptive field shape, and the pixel model [1-4].

The perceptual asymmetries of inwardly and outwardly inclined lines/motions on
the arm, on the other hand, have never been reported. Studies about distortion in haptic
perception of parallelity on the hand might be relevant to the current findings, though
the stimuli and task were not identical. Kappers, et al. [8] repeatedly and systematically
investigated the distortion of perceived orientation by using a matching task of two
oriented bars (a stable one for reference and a rotatable one for orientation matching).
Their findings are consistent with the results presented here in the sense that the
perceived orientation is not represented isotopically in all orientations and the distortion
pattern changes according to hand posture. It may also be worthwhile considering the
influence of dermatome difference. Mechanoreceptors on the hand/arms are distributed
across multiple dermatomes, and the responses of each dermatome are projected to the
brain through individual spinal segment. Though a previous study reported a minor
effect of dermatomes during intensity discrimination task on the arm [9], the orientation
(spatial relationship) might be calculated differently depending on whether the stimuli
are presented within or across dermatomes. It seems that our inwardly and outwardly
inclined stimuli were presented to the same degree over two dermatomes (C6 and T1)
[10]; however, roll rotation of the arm actually non-uniformly stretches and rotates
skin, and this uniformity remains unclear. In addition, the differences in cortical rep-
resentation of each skin area (i.e., cortical magnification) may be related to the
observed distortion on the arm, since the correlation with acuity of shape perception on
the finger has been reported [11]. These are issues awaiting further investigation. It
would be useful if the simple tasks used in this study could work as a probe to reveal
the underlying remapping process of spatiotemporal perception by touch.
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Abstract. Moisture sensation is an important determinant of clothing comfort.
Conventional studies have attempted to elucidate the mechanism behind mois-
ture sensation by using wet sample cloths that vary by water content. However,
these studies did not consider the impact of the moisture levels of the skin that
makes contact with the samples. In this study, we investigated changes in skin
moisture sensation in terms of perceived strength and detection thresholds,
based on contact with sample cloths, given various skin moisture conditions. In
the first experiment, participants reported their perceived moisture levels for
sample cloths that varied in water content and temperature, after making forearm
contact with each sample cloth. The result showed that participants felt small
amounts of moisture when skin moisture was increased. In the second experi-
ment, participants’ detection thresholds were evaluated using the staircase
method, based on forearm-sample contact. The results showed that skin mois-
ture did not affect the threshold of moisture sensation.

Keywords: Moisture sensation - Skin moisture - Perceived intensity *
Threshold

1 Introduction

Clothing comfort is a complex issue. It can be influenced by several factors, including
human physiology, human psychology, fabric characteristics, and climate [1]. For
clothing that makes skin contact, moisture sensation is also an important factor in
clothing comfort. However, the mechanism behind the perception of moisture sensation
is not fully understood.

Conventional studies of moisture sensation have shown that the major factor
affecting moisture sensation is changes in temperature or heat flow [2]. It has previ-
ously been found that moisture sensation varied for different parts of the skin [3].
Perceived humidity has been found to vary according to static and dynamic touch but
to be independent of changes in pressure. Specifically, in the case of dynamic touch,
participants rated stimuli that were dry and cold as being drier than similar stimuli with
relatively higher temperatures [4]. Conversely, in the case of static touch, contact with a
dry, cold cloth has been shown to lead to temperature changes in the skin that mirror
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those that result from contact with a damp cloth. This represents a case of the per-
ception of illusory moisture [5].

These and other conventional studies focused on the moisture level of the object in
question (e.g., fabric) but did not consider effects attributable to the moisture level of
the skin. The sensation of moisture in clothing is caused by the contact between the
fabric and the skin. If the skin is wet to any degree, heat transfer between the fabric and
the skin changes accordingly. Since heat transfer is an important factor in moisture
sensation, the moisture level of the skin could also affect sensation.

In this study, we focused on the moisture level of the skin and evaluated changes in
the moisture sensation by controlling the water content and temperature of the wet
cloth. The change in the threshold of moisture sensation was measured as well. We
expect that this study will contribute to the understanding of moisture perception and to
improving the comfort of clothing that comes into direct contact with the skin.

2 Experiment 1: Perceived Intensity of Moisture Sensation

Perceived intensity of moisture sensation is the degree to which a person can feel moisture
when the skin is in contact with a physical entity (e.g., a fabric). In order to confirm
changes in the perceived intensity of moisture sensation, based on different skin moisture
conditions, we had participants evaluate the strength of moisture sensation when their
forearms touched sample cloths with varying temperatures and moisture levels.

2.1 Experimental Materials

The size of the sample cloths (cotton broad) was 6.5 cm?. Each cloth was affixed to a
4 cm? Peltier element, for the purpose of temperature adjustment. A hotplate (Nissin
Kogyo Co., Ltd., NHP-M30N) set at 33 °C was prepared for adjusting the skin tem-
perature of the arm before it came into contact with the sample cloth. Skin moisture
levels were measured by using a triplesense (MORITEX Co., Ltd., TR-3).

2.2 Experimental Conditions

The participants were 20 female university students. This experiment was approved by
the Ethics Review Committee of Nara Women’s University. The participants were
informed of the relevant experimental procedure, and the experiment was conducted
with each participant’s consent. The test area in the experiment was the forearm seg-
ment of the dominant hand, 5 cm proximal to the wrist joint. The room temperature and
environmental humidity were kept at 23 °C £ 0.5 °C and 50 + 2%RH, respectively,
throughout the experiment.

For each trial, the skin temperature was adjusted to one of two levels: 27 °C (below
normal skin temperature) and 39 °C (above normal skin temperature). The moisture
content of the sample cloth was adjusted to one of three levels: dry, low moisture, and
high moisture. Using a dropper, the wet sample clothes were prepared with 100 pl and
300 pl of water for the low and high moisture conditions, respectively. During the
experiment, skin moisture was adjusted using a wet towel.
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Moisture sensation was evaluated using a four-point Likert scale, ranging from 0-3,
as shown in Fig. 1. We selected the four-point scale, as previous experiments [5] have
shown that participants can easily and precisely express their sensations of moisture,
using this a scale of this length. We analyzed these values on an interval scale [6].

DRY SLIGHTLY WET ~ WET VERY WET
0 1 2 3
Fig. 1. Moisture sensation rating scale. Fig. 2. Forearm experiment.

2.3 Experimental Procedure

Prior to the experiment, participants were asked to touch the dry and high-moisture
sample cloths in order to ensure they had knowledge of the two ends (0 and 3) of the
scale. Then, the initial skin moisture of participants’ forearm was measured by the
triplesense.

The participants closed their eyes during the experiment, so as not to see the sample
cloth. First, the skin temperature was adjusted with the hot plate for 1 min. Next, the
experimenter guided each participant’s dominant hand to their side and brought the
sample cloth into contact with the forearm for 4 s (Fig. 2). The forearm was then
removed from the sample cloth and moisture sensation was evaluated. Afterwards, the
arm was returned to the hot plate to restore each participant’s skin temperature. In the
above procedure, six conditions with different levels of water content and different
temperatures were evaluated in random order for each participant. Each condition was
repeated once.

Thereafter, a wet towel was placed on the arms of each participant for 5 min to
adjust skin moisture. After that, the Triplesense was used to confirm the projected
increase in skin moisture. This procedure was repeated six times (varied according to
condition) to evaluate outcomes in each of the six conditions.

2.4 Results

Skin moisture levels before and after adjustment are shown in Fig. 3. We confirmed
that skin moisture content was successfully increased for each participant, following
adjustment.

Averages of the results of the four-step evaluations were calculated, based on
moisture sensation ratings given before and after skin moisture adjustment, in each
condition. Summaries of moisture sensation ratings are shown in Fig. 4.

It can be seen from Fig. 4 that, when the wet towel was not used (i.e., skin moisture
was low), the moisture sensation rating was higher than when the wet towel was used
(i.e., skin moisture was high). This indicates that, when the skin moisture was high, the
moisture was perceived very little.
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Fig. 4. Moisture sensation at 27 °C and 39 °C. The horizontal axis shows the moisture content
of the sample cloth and the skin. The vertical axis shows the moisture sensation ratings. The
errors bars represent standard deviations.

A 2 (temperature) x 3 (cloth moisture) x 2 (skin moisture) ANOVA, at o = 0.05,
revealed a significant difference according to skin moisture (F (I, 19) = 26.11,
p < 0.001). In addition, the temperature X cloth moisture interaction was significant.
Multiple comparisons showed no significant simple main effects in the dry and low-
moisture conditions, but showed a significant effect in the high-moisture condition (F
(1, 57) = 17.17, p < 0.001). Furthermore, there were significant differences within the
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27 °C (F (2, 76) = 84.77, p < 0.001) and 39 °C (F (2, 76) = 20.66, p < 0.00]) tem-
perature conditions. Further, multiple comparisons with post-hoc tests, using Ryan’s
method, showed that there were significant differences among three cloth moisture
conditions (p < 0.001) in both temperature conditions.

Figure 5 depicts the relationship between recorded levels of skin moisture and
participant-rated moisture sensation. No significant correlation was found between
these measures (27 °C: R(Dry) = —0.60, R(Low) = 0.11, R(High) = —0.33, 39 °C: R
(Dry) = —0.28, R(Low) = —0.08, R(High) = 0.09).

27°C 39°C
3 3 (2]
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Fig. 5. The relationship between skin moisture and moisture sensation at 27 °C and 39 °C. The
horizontal axis shows skin moisture, and the vertical axis shows moisture sensation ratings. The
different dot colors represent the cloth moisture conditions. (Color figure online)

2.5 Discussion

Conventional studies of moisture sensation have focused on the moisture levels of
objects such as a cloth. These studies have found that higher levels of moisture are
associated with higher levels of heat transfer, making it easier to feel moistness [3, 5].
Similarly, it has been shown that the heat transfer increased when skin moisture was
higher. Conventional studies [7] have shown that the amount of heat transfer was
dependent on the thermal contact coefficient h:

h = (kpc)l/2 (1)

where k is thermal conductivity, ¢ is specific heat capacity and p is density. Moisture
had a higher thermal contact coefficient than skin, when the movement of heat was
larger. However, the current study (Fig. 4) showed that moisture sensation ratings
decreased when skin moisture increased. This trend depended not on absolute skin
moisture content but on relative content within individuals (Fig. 5).

Comprehensive judgments of moisture levels have been found to vary, based on
friction and softness, in addition to temperature. Conventional studies have shown that
contact with a cold object, with a high surface friction level, made people perceive the
object as soft and moist [5, 8, 9]. In this experiment, skin moisture increased after the
wet towel was applied. It is possible that, as the skin became softer, the sample cloth
increased in perceived, relative hardness. It is presumed that this would have impaired
individuals’ ability to feel moistness. Additionally, when skin moisture levels
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increased, the number of active mechanoreceptors might have changed, correspond-
ingly. Further research is required to test this assumption. In addition, skin sensations
before and after contact with the sample cloth could be affected. It is possible that the
amount of water on the skin’s surface changed slightly when the moist stimulus tou-
ched the skin. If judgments of moisture levels are based on the difference in sensation
between pre- and post-contact, it should be easier to perceive the change when the skin
is dry, initially.

Changes in clothes’ perceived moisture levels depended on the skin’s moisture
content. This is an important phenomenon not only for the design and development of
comfortable clothing but also for psychophysical research. For example, since the skin
temperature affects thermal and vibro-tactile stimulation, we adjusted the skin tem-
perature before the experiment [10, 11]. Our results indicate that, during research
measuring perceived moisture levels, it should be confirmed that the moisture content
of the skin does not change during the experiment.

3 Experiment 2: The Threshold of the Moisture Sensation

The threshold of moisture sensation is the minimum water content required to illicit the
feeling of moisture on the skin. We sought to confirm changes in the threshold of
moisture sensation on the skin, based on different skin moisture conditions. As such we
measured changes in sensation, based on cloths of varying moisture content coming
into contact with skin with varying surface moisture levels.

3.1 Experimental Materials

The experiment materials were the same as those used in the previous experiment
(Sect. 2.1).

3.2 Experiment Conditions

The participants were 20 female university students. This experiment was approved by
the Ethics Review Committee of Nara Women’s University. The participants were
informed of the relevant experimental procedure, and the experiment was conducted
with each participant’s consent. The test area in the experiment was the forearm seg-
ment of the dominant hand, 5 cm proximal to the wrist joint. The room temperature and
environmental humidity were kept at 23 °C £ 0.5 °C and 50 + 2%RH, respectively,
throughout the experiment.

As with the room temperature, the sample cloth was kept at 23 °C. The sample
cloths, each differing in water content by 5 pl, were prepared in advance and stored in a
container with a lid. During the experiment, skin moisture was adjusted by using a wet
towel.
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3.3 Experiment Procedure

The threshold was evaluated using the staircase method of psychophysical experi-
ments. The participants were asked to close their eyes until the end of the session.

First, the sample cloth with a water content of O pul was applied. The forearm of the
participant was placed in contact with a new sample cloth of 20 pl higher water content
than once before. Then, the participant stated whether they felt moisture or not. Once
moisture was perceived, a cloth 10 pl lower in water content was attached to the
forearm. This was repeated until moisture was no longer perceived. Once a participant
stopped perceiving moisture, a sample cloth 5 pl higher in water content was applied to
the forearm repeatedly, until moisture was perceived. The level of moisture, associated
with moisture perception, was then recorded. The duration of contact was 3 s. After the
sample cloth was removed from the forearm, the participants reported again on their
perception of any moisture. Then, the forearm was placed back on the hot plate to
recover skin temperature.

The whole process was repeated four times, and the average value of the four
repetitions was taken as the threshold. In order to prevent variation in the water content
of the sample cloth, a set of the sample cloths was prepared again, after the evaluation
was completed twice.

All of the participants’ skin moisture levels were adjusted with a wet towel that
stayed on the arm for 5 min. Thereafter, it was confirmed that the skin moisture
increased. The same evaluation was performed four times. To maintain skin moisture
levels, skin moisture was adjusted for 5 min again, after two evaluations.

3.4 Results

Skin moisture content before and after adjustment is shown in Fig. 6. We confirmed
that skin moisture content was successfully increased for each participant, following
adjustment.
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Fig. 6. The skin moisture content levels and ~ Fig. 7. The threshold of moisture sensation

after adjustment, in Experiment 2. before and after the adjustment of skin mois-
ture levels. The vertical axis represents the
threshold value for moisture sensation.
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Figure 7 is a graph summarizing the threshold values before and after the adjust-
ment of skin moisture levels. As shown by the boxplot, the thresholds are almost the
same regardless of the presence or absence of a wet towel (before and after the change
in the skin moisture). The Wilcoxon signed-rank test revealed no significant difference
in skin moisture (p = 0.34). It was found that skin moisture did not affect the threshold
of the moisture sensation.

3.5 Discussion

Experiment 1, in Chapter 2, showed that the participants felt little moisture, when skin
moisture was increased; when the level of the skin moisture was high, the threshold of
the moisture sensation was presumed to be larger. However, the observed experimental
result did not align with this hypothesis. It was found that skin moisture did not affect
the threshold of moisture sensation.

We propose that the water remaining on the skin surface, after the removal of the
wet towel, affected the observed threshold. When the skin moisture was increased by
the wet towel, a small amount of water was left on the skin’s surface. There is a
possibility that this water decreased the threshold value of the skin. It is also possible
that the moisture threshold (0-30 pl) was too low to be compared with the water
content of the sample cloth (0, 100, 300 pl) in Experiment 1. We propose that the low
water content of the sample cloth led to the diminished skin moisture effect. When an
experiment on perceived intensity is performed with a sample cloth having a low level
of water content, such as 30 pl, perceived moisture sensation is expected to be inde-
pendent of variations in skin moisture. Further research is necessary to characterize the
difference in results between the perceived intensity and detection threshold.

4 Conclusion

In this paper, we evaluated changes in perceived intensity and the threshold of the
moisture sensation in different skin moisture conditions. The results showed that, when
skin moisture was increased, participants felt a lower level of moisture. However, the
threshold value of moisture sensation was not affected by skin moisture.

In future, we aim to investigate how the discrimination threshold changes with
different temperatures and skin moisture conditions. Additionally, we will study how
moisture sensation differs across body parts, such as how thresholds differ between the
arm and the back.
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Abstract. Kinesthetic sensation is important for improving presence
and immersion in VR environments. However, presenting kinesthetic sen-
sation usually requires a large space so as to avoid users colliding with
objects or other users. One of the ways to tackle this issue is to use kines-
thetic illusion, which is a way of presenting kinesthetic sensation without
physical motion. However, realizing dynamic motion and fast movement
remains difficult. Considering that multiple synergist muscles are usually
involved in a movement such as walking or even simple arm movement,
stimulating multiple synergist muscles might enhance the illusion. Thus,
we investigated whether multi-point vibratory stimulation to multiple
synergist muscles enhances induced kinesthetic illusions. We found that
stimulating multiple synergist muscles created more vivid illusions. Addi-
tionally, we found that our method was effective for inducing steady illu-
sions. We also calculated the contribution of each proposed stimulation
point to the illusion.

Keywords: Kinesthetic illusion + Proprioception + Tendon vibration

1 Introduction

Presenting proprioception and kinesthetic sensation is important for improving
presence and immersion in VR environments. Usually, kinesthetic sensation is
presented using equipment that incorporates actual user motion such as walking.
However, this requires a large space. Otherwise users might collide with objects
and other people.

These issues can be resolved by inducing only kinesthetic sensation without
physical motion. Kinesthetic illusions, which are illusions of the position and
movement of one’s own body and induced by stimulating proprioceptors such as
muscle spindles [1], can achieve this goal.
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Kinesthetic illusions are often induced using about ~100-Hz tendon vibrations
[4]. Although skin deformation [2] and electrical stimulation of tendons [5] can
induce movement illusion, tendon vibration is more effective, considering that
muscle spindles contribute a great deal to kinesthetic sensation [7]. The intensity
of the illusion depends primarily on the vibration frequency and amplitude [8,10].
The preload force of the vibrator is also known to affect the threshold of vibration
amplitude for eliciting the illusion [3].

However, the intensity of the illusion induced by tendon vibration is not
enough for realizing dynamic and fast movement. One reason might be that the
stimulation point is limited. Yaguchi et al. [14] reported that kinesthetic illusion
was enhanced by stimulating two synergist muscles or tendons at both ends.
Even though previous studies have examined stimulating one or two synergist
muscles, actual movement involves many synergist muscles. Therefore, stimulat-
ing multiple synergist muscles can induce the more natural and large kinesthetic
illusion.

In our previous report [13], we preliminarily confirmed that multi-point vibra-
tory stimulation induced more steady illusion than the illusion induced by one or
two points of stimulation. In this paper, we investigate the effects of multi-point
vibration in more detail as well as the contribution of each vibration position to
the illusion.

2 Methods

Twelve participants (10 men and 2 women; aged 21 to 25 years old; all right-
handed) took part in the experiment. We presented vibration stimulation to
seven positions on the left chest, upper arm, and forearm to induce the arm
extension illusion, and Fig.1 (left) shows the vibrator positions (1 to 7) over
the same tendons that we tested in our previous report [13]. We hypothesized

Fig. 1. (Left) Positions of vibrators. (Center) The design of the vibrator case, and the
coordinate system (top view) used to record participants’ movement. (Right) Positions
of markers for measuring movement via optical tracking camera.
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that each vibratory stimulation would contribute differently to the illusion and
illusions induced by each vibration could be composited linearly as the vector
model of the illusion [9,11].

Optical motion capture (OptiTrack V120:Duo) was used to measure partic-
ipant movement. Figure 1 (right) shows seven positions on the neck, shoulders,
elbows, and wrists where we placed retroreflective markers. The marker positions
were recorded in a left-handed coordinate system, as shown in Fig. 1 (center).

2.1 Vibratory Stimulation

The vibrator (Acouve Lab VP 210) was hung on three springs (overall stiffness:
1.2 N/mm) in the vibrator case (Fig. 1, center) The bottom of the vibrator case
was covered by a sponge to avoid pain, and the case was mounted with rubber
bands and a supporter (Fig. 1, left). The preload force of vibrators was adjusted
from 1.2N to 2.4N by observing the displacement of the head contacting the
skin. Based on a previous study [8], we set the vibration frequency to 70 Hz. The
acceleration amplitude was adjusted to 90 m/s? with an accelerometer (Sparkfun
LIS331). The input signal to the vibrators was generated with the same system
as in our previous report [13].

2.2 Procedure

The experiments were carried out over two days by dividing the trials of pre-
senting vibration in half so as to prevent participants’ fatigue.

Participants were told the posture during the experiment and asked to wear
the experiment devices. In particular, the vibrator cases were mounted on the
target positions identified by touch. Each vibrator’s acceleration amplitude and
each OptiTrack marker were calibrated. After that, we measured the ability to
express movement, and collected data of the vibration-induced illusions.

Measurement of the Ability to Express Movement. Preliminarily, we
measured the ability to mirror the movement of the left arm with the right arm
in order to screen out participants who cannot accurately evaluate the illusions
by this method.

The experimenter moved the participant’s left arm sinusoidally around the
shoulder in two directions (flexion/extension and adduction/abduction) and par-
ticipants mirrored the movement with their right arm. Six trials (three in each
direction) were carried out randomly. The three trials in each direction included
two trials of slow movement (about 3°/s) and one trial of fast movement (about
10°/s). The order of trials was different for each participant. The duration per
one trial was 10s.

Data Collection of Induced Illusions. We applied 127 vibration patterns
(27-1), which included all combinations of the seven vibrators. Each vibration
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Table 1. The evaluation scales of the illusion [6,12].

The illusion was not vivid at all
) Perceived the illusion as if they were actually

Vividness

) the illusion evoked for stimulation

Magnitude The arm felt like it did not move very much

)
1)
10
1) There was no illusion
10
1)
10) The arm felt like it moved as much as was possible

(
(
(
Duration | (
(
(
(

pattern was applied one time and the order of patterns differed across partici-
pants. Vibration was applied for 5 s with closed eyes. A 5-s interval divided each
trial and a 1-min interval separated every 10 trials. Participants were alerted to
the timing of the next trial via headphones, which also served to mask sound
cues via white noise.

During the vibration, participants were asked to express the perceived illusion
by their right arm. After the vibration, participants answered three questions on
a scale of 1 to 10 (Table1), based on previous studies [6,12]

Prior to data collection, participants became accustomed to the measurement
procedure through a practice stage in which the five trials were carried out. The
order of vibration patterns differed from those in the actual measurement.

2.3 Data Analysis

We calculated the angular velocity by dividing the angle difference between the
initial and the end arm position by the vibration duration. The arm angle was
calculated using the arm vector from shoulder position to wrist position mea-
sured by OptiTrack. The flexion/extension (y-z plain; extension is the positive
direction) and adduction/abduction (x-z plain; abduction is the positive direc-
tion) directions were used for analysis.

3 Results

3.1 Measurement of the Ability to Express Movement

We calculated the error angle of right arm movement with respect to the left arm
movement. In the flexion/extension direction, the average error was 1.924+ 5.43°.
In the adduction/abduction direction, the average error was —5.79+ 3.91°.

There was no participant who was not able to mirror both arms at all. Thus,
we used the data of all participants for analyzing.

3.2 Data Collection of Induced Illusion

The 0.72% data (11 trials/1524 trials) was excluded from data analysis because
tracking was lost during vibration. We analyzed the angular velocity of the right
arm movement that expressed the illusory movement of the left arm.
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Vibration Pattern

Fig. 2. (Above) Average wy for each vibration pattern. (Below) Average wsy for each
vibration pattern. vibration pattern corresponds to vibrators 1 through 7 (from the

top).

10 10 10
9 |r=0.790** 9 [ r=0.782%* 9 [r=0.771%*
8 8 I 8
7| .. o 7 7t
26 | o b1 2 g6 | A
o) = o : .
25| R . L= by
< ] L =t o [ I
2 o4 i &4 | . 2 84 54t .
2 H H & . I : 5 I
53 . . = 3t I SR I ; [
2| ¢ @ 2 b, l ! 2 | :
P P : B . ¢
0 . L 0 L 0 A L
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
Vibration Points Vibration Points Vibration Points

Fig. 3. Correlations (r) between vibration points and each subjective evaluation. **, p
< 0.01

The angular velocity in the extension/flexion direction is represented by wy.
and the angular velocity in the adduction/abduction direction is represented by
wzy. Figure2 shows the average angular velocity of each vibration pattern in
each direction. Vertical vibration patterns on the horizontal axis indicate which
vibrators used (1 to 7 from the top). The open circles indicate a vibrator was
not used and closed circles indicate that it was.

A multiple regression analysis of the average angular velocity in each direction
based on the vibration pattern (each vibrator was coded as ON=1, OFF =0)
yielded the coefficients shown in Table 2. The regression equations for each angu-
lar velocity were statistically significant (w,. model: F(7 119y = 32.942, p <0.001,
the adjusted R? = 0.640, wzy model: F(7 119y = 29.204, p < 0.001, the adjusted
R2 = 0.610) and expressed as follows: w,, = —0.042v; + 0.385v2 + 0.112v3 +



190 K. Ushiyama et al.

Table 2. The results of multiple regression analysis of each average angular velocity
based on vibration patterns.

Collinearity
statistics

Unstandardized Standard Standardized
p  Tolerance VIF

coefficients error coefficients

(Constant) —0.347 0.067 —5.20 <0.001

Vibrator 1 —0.042 0.046 —0.049 —0.913 0.363 1.000 1.000

Vibrator 2 0.385 0.046 0.449 8.396 <0.001 1.000 1.000
wy. model V%brator 3 0.112 0.046 0.131 2.440 0.016 1.000 1.000

Vibrator 4 0.254 0.046 0.296 5.537 <0.001 1.000 1.000

Vibrator 5 0.411 0.046 0.479 8.958 <0.001 1.000 1.000

Vibrator 6 0.138 0.046 0.161 3.003 0.003 1.000 1.000

Vibrator 7 0.292 0.046 0.340 6.361 <0.001 1.000 1.000

(Constant) —0.111 0.038 —2.921 0.004

Vibrator 1 —0.005 0.026 —0.010 —0.179 0.859 1.000 1.000

Vibrator 2 0.229 0.026 0.489 8.788 <0.001 1.000 1.000

Vibrator 3 0.038 0.026 0.080 1.441 0.152 1.000 1.000
wgy model

Vibrator 4 0.216 0.026 0.460 8.275 <0.001 1.000 1.000

Vibrator 5 0.023 0.026 0.049 0.883 0.379 1.000 1.000

Vibrator 6 0.112 0.026 0.238 4.288 <0.001 1.000 1.000

Vibrator 7 0.171 0.026 0.364 6.547 <0.001 1.000 1.000

0.254v4 + 0.441vs + 0.138vs + 0.292v7 — 0.347, wyy = —0.005v; + 0.229v5 +
0.038v3 + 0.216wv4 + 0.023v5 + 0.112v6 4+ 0.171v7 4+ 0.111 (v;: vibrator i).

Figure 3 shows scatter plots of correlation coefficients between the average
value of each evaluation scale and the applied vibration points. Subjective eval-
uation values were averaged for each vibration pattern.

4 Discussion

4.1 Multiple Regression Analysis of Average Angular Velocity
Based on Vibration Pattern

In w,, model (Table2), vibrators 5, 2, and 7 had the highest standardized coef-
ficients, in that order. Actually, vibrators 5 and 2 were always included in the
higher order patterns in Fig.2 (above). In w,, model, vibrators 2, 4 and 7 had
the highest standardized coefficients in that order. Vibrators 2, 4 and 7 were
always included in the higher order patterns in Fig. 2 (below).

It was common for vibrators 2 and 7 to have large effects in each model. The
main difference was that vibrator 5 had the largest effect in the w,, model and
vibrator 4 had a relatively small effect, while in the w;, model, the vibrator 4 had
one of the largest effects. This can be understood by considering a vector model
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of muscle spindles [9,11], that is composed of the vectors of expected illusion
directions and magnitudes when the muscle is stimulated. The coracobrachialis
(vibrators 2 and 4), and the wrist flexors (vibrator 7) have vectors that point
toward the compounded direction of extension and abduction, and the biceps
brachii (vibrator 5) have a vector purely in the extension direction.

More interestingly, wrist flexors, which are not related to the motion of the
shoulder joint directly, contributed a great deal to the illusion. We considered it
is possibility because vibration applied to wrist flexors induced a motor image
similar to what is experienced when the arm is moved by external force exerted
on the hand. This image could have enhanced the kinesthetic illusion. The par-
ticipants actually commented that they felt passive arm movements.

In Fig. 2, the minus value means that participants expressed flexion. This is
because tonic vibration reflex (TVR) was evoked in the experiment accidentally.
In some participants, the reflex was induced even for the vibration patterns that
induced strong illusions in others. These data decreased the accuracy of the
models of multiple regression analysis.

4.2 Relationship Between the Strength of the Illusion and the
Points of Vibration

We found significantly positive correlations between each subjective evaluation
scale and the vibration points (Fig.3). This means that vivid and large kines-
thetic illusions can be induced by multi-point vibratory stimulation. It also sug-
gests that even though vivid illusions can be induced by strong vibration applied
to single point, the same effect can be elicited by mild vibration distributed over
several points.

4.3 Tendons and Muscles of the Stimulation Points

In this experiment, the tendons were not stimulated directly in all positions.
Albeit the tendons of the coracobrachialis were located under the deltoid (vibra-
tor 2) and biceps brachii (vibrator 4), each position was effective for illusion.
This result indicates that the illusion was elicited by indirect vibration to the
tendon, and the muscle spindles can be stimulated effectively through coracoid
process (located in vibrator 2). In particular, the vibrator 4 contributed differ-
ently to the direction of the illusion than vibrator 5 did. Kinesthetic illusion can
be induced even by stimulating muscle belly [3,4]. This implies that the deltoid
contributed to the illusion induced by vibrator 2 and the biceps brachii also
contributed to the illusion induced by vibrator 4.

5 Conclusion and Future Work

The purpose of the present study was to investigate the effect that increasing the
number of vibratory stimuli has on the kinesthetic illusion. Vibrators were placed
at seven positions on the synergist muscles around the chest, upper arm, and
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forearm, and all vibration combinations were tested. We found that multi-point
vibration induced illusions steadily and found the optimized vibration pattern
which evoke more rapid illusion than the illusion induced by seven vibratory
stimuli (Fig. 2).

In this experiment, the average angular velocity of the illusion was about 2
deg/s at most. Thus, we think that the limit of vibration-induced illusions is
suggested. In future, further analysis of the data needs to be performed, and
combinations with other modalities should be investigated.
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Abstract. Several studies highlighted differences in behavioral performance
between the two hands, either due to hand dominance or to specialization of the
brain hemisphere. In a previous study, right-handed individuals performed a
bimanual isometric force-matching task with the arms in different configura-
tions. There we found that the accuracy of the performance depended on the
position of the left hand. Matching performance was worse when the left hand
was in the lower position, regardless the symmetry of the arm configurations. In
the present study, we tested the hypothesis that this effect is related to hand-
edness, i.e., that in both right- and left-handed individuals the performance
depends on the position of the non-dominant hand. Left-handed and age-
matched right-handed participants were required to apply simultaneously the
same amount of force in the upward direction, with the arms in symmetric or
asymmetric configurations. No visual feedback of limb positions was provided.
We found that for both groups the absolute and the signed (bias) difference of
force between the sides depended on the position of the left hand. Thus, this role
of the left arm was not determined by handedness, but likely by the special-
ization of the brain hemisphere. However, handedness influenced the perfor-
mance: left-handers had a higher absolute error than right-handers in almost all
conditions. No main effect of the left hand position was found for the variable
error, but left-handers in most configurations had higher variable error when the
left hand was in the lower position.

Keywords: Handedness - Bimanual task - Laterality

1 Introduction

About 89.5% of the world population prefers using the right hand [1] in the execution
of various uni-manual motor tasks. This high number of right-handed individuals has
led to a bias also in the study of sensorimotor abilities and motor control [2, 3]. In fact,
the majority of researches on the upper limb focused only on right-handed individuals
performing uni-manual tasks with their preferred arm, also called dominant arm. This
approach reduces the experimental design complexity, but does not take into account
the interaction between the two arms [4]. In addition, it limits the possibility to
determine sensorimotor differences between left- and right-handed individuals (see also
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[2] for a review) and the ability to determine whether the upper limb asymmetries were
due to the hand dominance or to a specialization of the brain hemisphere unrelated to
handedness. Actually, some tasks showed upper-limb behavioral asymmetries in left-
handed individuals identical to the right-handers, suggesting that these observed effects
were not determined by handedness, but likely by the specialization of the brain
hemisphere. For example, this is the case of stiffness [5] and weight perception [6]. In
other tasks, instead, the upper-limb behavioral asymmetries, such as target reaching
accuracy [7] and finger pinch movement discrimination [4], were found mirrored with
respect to right-handers, suggesting that the observed effects were due to handedness.
To explain upper-limb asymmetries Goble et al. [3, 7] proposed the dichotomous
model, based on study on right-handed individuals. According to this theory, the
dominant arm, in bimanual reaching and position matching tasks, relies more on visual
feedback, whereas the non-dominant arm relies more on proprioceptive feedback. This
model could also explain results on the sense of effort [8] and grasp force [9] in
bimanual tasks. However, to the best of our knowledge the handedness effect on
behavioral asymmetries has not been evaluated in bimanual force control tasks with
both hands are actively engaged toward a common goal.

In a previous study on right-handed individuals [10], we investigated the ability to
simultaneously apply an equal amount of isometric force in the upward direction with
the two arms either in symmetric or asymmetric configurations. There, we found that
performance was not influenced by the symmetry of the arms configuration, but by the
position of the left hand, indicating a leading role of the non-dominant limb on the
bimanual performance of such task. We hypothesize that this effect is related to the
participants’ handedness and therefore that the results would be mirrored in left-handed
individuals. For testing our hypothesis, in this study, we repeated the same experiment
on a population of young left-handers and on an age-matched group of right-handers.
Our hypothesis will be supported if in both populations the performance will depend on
the position of the non-dominant hand. Conversely, if force performance will depend
on the position of the left hand, results, contrary to our hypothesis, will indicate a
hemispheric specialization in the brain, independent of handedness.

2 Materials and Methods

2.1 Experimental Set-up

The experimental set-up has been previously described in [10]. Briefly, we used a
device composed of a base plane and two vertical bars, each with a metal linear guide,
where a custom-made handle could slide or be fixed (Fig. 1a). In this experiment, the
handles were locked in fixed positions by a mechanical block. The force exerted on the
handle in the upward direction was measured by a micro load cell (CZL635, Phidgets
Inc; full range scale of 5 kg, precision of 0.05%; Fig. 1a, detailed view). The force
recoded by the load cells were sent to a DAQ board (NI USB-6008, National Instru-
ments) connected to a laptop via USB. The control software was developed in Lab-
VIEW (National Instruments). During the experiment the participants were sitting in
front of the device (Fig. 1b), on such way that to move the handles at the top of the
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metal guide they had to completely extend their arms. They had to grasp the handles,
maintaining their thumb and index fingers in contact with the bottom surface of the
plates (Fig. 1b, detailed view) and push in the upward direction. The view of their
hands, arms and shoulders was blocked by a black curtain attached to the device for the
entire duration of the experiment. The instructions were displayed on a screen placed in
the middle of the two vertical bars.

a) b)

'(ml.’
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Fig. 1. (a) Rendering of the device. It is composed of a base plane and two vertical bars, each
with a metal linear guide, where the handle could be fixed in different positions. Between the two
bars there is a screen where a horizontal line indicates the target force that the participants have to
match applying simultaneously the same amount of force with the two hands. The height of the
blue bar in the screen is controlled by the sum of the force recorded by the load cells placed in the
two handles, as shown in the detailed view. (b) Experimental set-up. Participants were sitting in
front of the device grasping the two handles -as shown in the detailed view- locked in different
configurations. A black curtain attached to the device prevented the visual feedback of the upper
limbs. (Color figure online)

2.2 Protocol: Bimanual Isometric Force Matching Task

Participants were required to apply simultaneously the same amount of isometric force
on both handles. In each trial the handles were placed in one of the four different
configurations (HC; Fig. 2a) corresponding to all the possible combinations of two
different heights, respectively 0.10 m (Down, D) and 0.30 m (Up, U) above the
baseline position, i.e. handle in contact with the base plane. Accordingly, in two
configurations the handles were in symmetric positions: both down (DD) or both up
(UU) while in the other two they were in asymmetric positions: left down and right up
(DU), and vice versa (UD). During each trial, participants did not receive any feedback
of the force applied by each hand, but they could see on the device’s screen the total
force exerted as a vertical bar whose height was equal to the sum of the two forces. On
the screen we also provided the target force to match, displayed as a horizontal line that
has to be reached by the bar controlled by the bilateral force applied by the participants
(Fig. 1a). Two different target force levels were presented: 9.8 N or 19.6 N (Fig. 2b).
Each target force was presented five times for each hand configuration, in random
order, for a total of 40 trials (4 hand configurations * 2 target forces * 5 repetitions).
To complete each trial, participants had to communicate to the experimenter when they
reached the required amount of force and to maintain it for 0.5 s (holding time interval).
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There was no time constrain to complete each trial. If they attempted to apply the forces
sequentially with the two hands an error message was provided and the trial was
discarded.

A familiarization phase was performed before the task. During this phase, partic-
ipants had the additional visual feedback of the force applied by each hand, displayed
as two additional bars on each side of the main bar representing the total force. During
this phase, they performed four trials, with different combinations of hand configura-
tion and target force. Then, we asked if they correctly understood the task, otherwise
they could extend the familiarization phase. The entire experiment lasted about 30 min;
participants could rest anytime they needed, but they did not ask for any pause.

&
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6N

©

Fig. 2. Protocol of the bimanual isometric force matching task. The participants were asked to
push upward the handles applying simultaneously equal isometric force with the two arms.
(a) The handles could be placed in four configurations (two symmetric: DD, UU; two
asymmetric: DU, UD). (b) We required to match one of the two possible levels of force: 9.8 N
and 19.6 N. Each required target force has to be matched by the sum of the force applied to each
handle.

2.3 Participants

36 participants (20 females, aged 23-33 yo) voluntarily participated to this study.
Before starting the experiment, we evaluated the hand dominance by the 10-item
Edinburgh Handedness Inventory (laterality quotient (LQ) score —100: 100) [11].
Based on this score, we divided participants in two age-matched groups: 13 left-
handers (LQ score below —50; 8 F; 25 4+ 3 yo (mean =+ std); LQ score: =86 & 14) and
23 right-handers (LQ score above 50; 12 F; 26 & 2 yo; LQ score: 75 + 14).

Inclusion criteria were: (i) no evidence or known history of neurological disease;
(i1) normal joint range of motion and muscle strength; (iii) no problems of visual
integrity that could not be corrected with glasses or contact lenses, as i.e. they could
clearly see the feedback displayed on the device’s screen. Each participant signed a
consent form to participate in the study and to publish the results of this research. The
research and the consent form were conformed to the ethical standards of the 1964
Declaration of Helsinki and approved by the local Ethical Committee.
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2.4 Data Analysis

We focused on the difference of force applied by the two hands in the holding time
interval. Our primary outcome was the Absolute Error (AE, Eq. 1), computed as the
absolute value of the difference between the forces exerted by the left (£, ) and the right
(Fgr) arms, averaged for each participant over the N trials performed in the same
experimental condition (i.e., same hand configuration and target force):

N
i1 |FLi — Fri
AE:Z‘:‘|§ ril ()

The absolute error could be influenced by two concurrent factors: (1) a systematic
tendency to exert more force with one arm, i.e. the bias error, (2) a variable component
accounting for trial-to-trial consistency, i.e. the variable error. Therefore, to further
understand the participants’ performance we computed also these two errors as follow:

> Bias Error (BE, Eq. 2), as the signed difference of force applied by the two hands,
averaged for each participant over the N trials performed in the same experimental
condition:

> (FLi — Fri)

BE = - . (2)

> Variable error, as the standard deviation of the difference of force applied by the
two hands over the N trials performed in the same experimental condition.

Statistical Analysis. Our primary goal was to investigate whether the ability to exert
equal isometric forces with the two arms in different configurations was influenced by
handedness. The secondary goal was to verify if the performance of left-handed par-
ticipants depended on the symmetry of the hand configuration, the position of the left
hand and the target force. Using IBM SPSS Statistics 25 (International Business
Machines Corporation), we performed a repeated-measures ANOVA on the three
indicators (absolute, bias and variable error) with one between-subjects factor:
‘handedness’ (2 levels: left- and right-handed participants) and with three within-
subject factors: ‘symmetry’ (2 levels: symmetric HC and asymmetric HC), ‘left hand
position” (2 levels: up and down), and ‘target force’ (2 levels: 9.8 N and 19.6 N). We
verified the normality of the data using Anderson-Darling test [12]. The null hypothesis
was rejected for the absolute and the variable error, thus these data were corrected
applying the fractional rank method [13]. We tested for the sphericity of the data using
Mauchly’s test, and it was verified for all indicators. We performed a post-hoc analysis
(Tukey’s method) to further investigate statistically significant effects. Statistical sig-
nificance was set at the family-wise error rate of oo = 0.05 and applying Bonferroni
correction for multiple comparison the threshold required for significance was set to o
= 0.05/3 = 0.0167.
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3 Results

Left-Handed Participants Had Worse Performance in the Bimanual Force-
Matching Task. The absolute error (Fig. 3a) was influenced by handedness (group
effect: Fy34 = 6.75; p = 0.014). Specifically, left-handers performed the task with a
higher difference of force between the sides than right-handers. However, this popu-
lation effect for each participant could be due to the bias or to the variable error, as well
as to their combination, regardless of handedness. Indeed, for both the bias and the
variable errors (Fig. 3b and 3c), the handedness main factor did not reach the threshold
of significance (bias and variable error: p > 0.05).

The Bimanual Performance was Influenced by the Position of the Left Hand
Regardless of Handedness: also in Left-Handed Participants the Difference of
Force Applied by the Two Hands Depended on the Position of the Left Hand and
Not of the Non-dominant (Right) Hand. The absolute error significantly depended
on the position of the left hand for both groups (left hand position effect: F; 34 = 22.09;
p < 0.001), i.e. when the left hand was in the lower position the absolute error was
higher. This could be explained by the bias error, which showed that participants of
both groups tended to apply more force with the left hand when it was in the lower
position (left hand position effect: F; 34 = 16.44; p < 0.001). However, this effect was
more marked when the hands were in asymmetric configurations, i.e., the performance
were not different in symmetric configurations (symmetry*left hand position interac-
tion: Fy 34 = 16.00; p < 0.001; post-hoc: DD-UU: p = 0.759; DU-UD: p < 0.001). As for
the variable error, no effect of the left hand position was found in the overall population
(left hand position effect: p > 0.05), while only the left-handers in most configurations
(3 out of 4) had higher variable error when the left hand was in the lower position (left
hand position*group interaction: F; 34 = 11.86; p = 0.002). For all the three indicators
there were not significantly main effect of the symmetry of the arm configuration
(symmetry effect: absolute, bias, and variable error: p > 0.05), consistently for both
groups.

The Error was Influenced by the Required Total Amount of Force, Regardless of
Handedness. The level of the target force had a significant - or close to significance -
effect on all the three indicators (absolute-error: Fy 34 = 6.89; p = 0.013; variable-error:
Fy34 = 11.86; p = 0.002; bias-error: F 34 = 6.22; p = 0.018), i.e. as expected these
indicators were higher for higher target force, regardless of handedness, symmetry of
the hand configuration and position of the left hand (all interactions for all indicators:
p > 0.05).

All the above-mentioned results were confirmed also on the sex-matched subgroup.
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Fig. 3. Indicators of performance computed on the difference between the forces applied by the
left and the right hand in terms of: (a) absolute error, (b) bias error and (c) variable error. Each
indicator has been reported for the four hand configurations (symmetric: DD and UU;
asymmetric: DU and UD, with D-down and U-up are the lower and the higher position
respectively, and the first and the second letter are the position of the left and the right hand
respectively). The left hand in ‘U’ position is represented by the ‘X’ symbol, while in the ‘D’
position by the ‘diamond’ symbol. Data are reported separately for each target force: white
background indicates 9.8 N, light gray background 19.6 N. All the panels show the results
(mean £ SE) separately for the left- and the right- handed population (in light blue and dark
gray, respectively). (Color figure online)

4 Discussion

The Difference of Force Applied by the Two Hands in Term of Absolute Error
was Influenced by Handedness in all the Experimental Conditions. Indeed, left-
handed participants had higher absolute error than right-handed participants. This result
supports the conclusions of previous studies, such as [4], suggesting that bimanual
proprioception was less accurate in left-handed individuals. This study extends this
finding to a bimanual isometric force matching task, where participants integrated the
proprioceptive information from their arms positioned in symmetric or asymmetric
configurations, not relying on visual feedback.

Bimanual Force Matching Performance Depended on the Position of the Left
Hand Regardless the Handedness, i.e. the performance seemed to be influenced by
the specialization of the brain hemisphere, evolving independently from handedness.
The significant effect of the left hand position in right-handed individuals [11] was
supported by the dichotomous model [3] observed in motor [7] and force tasks [8, 9].
This model suggests that during bimanual activities, the dominant right arm relies more
on visual feedback, while the non-dominant left arm on proprioceptive feedback. Thus,
in our experiment, where participants could not rely on visual feedback, the left arm
might be advantaged and play a key role in solving the task. The present study on left-
handed individuals extends this finding, suggesting that the observed asymmetry in
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bimanual force matching performance with different arm configurations could be due to
a specialization of right hemisphere, evolving independently from handedness. This
result is also supported by a study [14] on people with unilateral stroke, suggesting a
specific contribution of the right hemisphere in controlling the production of bilateral
force. Also other studies found a specialization of the right hemisphere in different but
related tasks, such as controlling limb impedance for stabilizing limb position at the
end of movement [15] and generating force for adapting to dynamic variation, such as
unexpected perturbation [16]. Note that the signed difference between the forces
applied by the two hands was higher and significant when the two arms were in
asymmetric configurations. This was expected, since in this case the central nervous
system has to apply different neural commands for each side of the body, accounting
for the difference in arm configuration. However, humans have a universal tendency to
perform coordinated bimanual movements, by activating homologous limb muscles in
synchrony (e.g. [17]). The present results suggest that this tendency could be present
also in bimanual isometric force matching tasks, explaining at least in part the more
similar performance in symmetric configurations. We also found that the performance
variability was partially influenced by handedness, since only left-handed individuals
tended to have higher variability when the left hand was in the lower position than in
the other configurations. A crucial role of the right hemisphere for variability of
bilateral force control has been suggested in [14], but its interaction with handedness
has not been extensively studied.

The Error is Influenced by the Required Total Amount of Force, Regardless of
Handedness. The total amount of the requested force had a relevant effect on the
performance, increasing the difference between the two hands and its variability.
Further, the bias error highlighted that the left hand applied more force than the right
for the lower target force, but this effect was decreased and even inverted for the higher
target force, consistently with previous results in sequential [8, 9] and concurrent [10]
matching task. The results of the present study extend the previous findings, high-
lighting that this effect was not influenced by the handedness.

Limitation and Future Directions. The results obtained in the right-handers were
consistent with what reported [10] for both the absolute and the bias error. Instead, the
variable errors in our young participants were lower and in a different relation to hand
configurations. The difference was due to the older participants included in the previous
study who had significantly higher variable errors, as found also in [18]. We plan to
further investigate the influence of aging on this specific task in a future study.

Acknowledgement. This study was supported by Ministry of Science and Technology, Israel
(Joint Israel-Italy lab in Biorobotics “Artificial somatosensation for humans and humanoids™).
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Abstract. Understanding the response of Pacinian Corpuscle (PC) for
an electrical stimulus through a computational model can give better
insight into the physiology. Although there are simpler models avail-
able in the literature, models simulating spike-rate and threshold char-
acterizations are still missing. These characterizations may lead to the
development of tactile displays combining both electrical and mechan-
ical stimuli, especially high-frequency vibrations. We developed a PC
model with equivalent circuits of the electrode-skin interface, PC’s neu-
rite, and the first Ranvier node. The input electrical stimulus is a cur-
rent pulse with varying amplitude (0 to 2mA) and varying frequency
(5Hz to 1600 Hz). The model is characterized initially for the frequency
response, and then the spike-rate and threshold characteristics were sim-
ulated. The spike-rate traces for electrical stimuli show the phase-locking
phenomenon similar to the mechanical stimuli responses of PC, however
the plateau lengths are larger for the spike-rate traces with electrical
stimuli compared to that of the mechanical stimuli. This is reflected as a
large difference in the threshold characteristics for one and two impulses-
per-cycle. Moreover, threshold characteristics are little influenced by the
neural noise. This model can be extended to study the combination of
electrical and mechanical stimuli.

Keywords: Electrical stimulation - Neurite - Ranvier node *
Spike-rate - Threshold.

1 Introduction

The electrical stimulus applied over the skin elicits different sensations such as
continuous or intermittent touch depending on the frequency, phase, and ampli-
tude of the stimulus [14]. The variations in the electrical stimulus can induce the
receptors of various modalities such as mechano-, chemo-, and thermoreceptors.
These variations are then decoded by the CNS to perceive various aspects of
touch and other sensations [15]. Pacinian corpuscle (PC) being the most sen-
sitive mechanoreceptor in the human body is responsible for the sensation of
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high-frequency vibrations. PC neurite and the axon can be selectively stimulated
by an electrical stimulus to induce the sensation of high-frequency vibration. To
understand the physiology of a PC for mechanical or electrical stimuli, it is nec-
essary to understand the morphology of a PC in finer details [6,6,7,11,22,25]
and the computational models [3,19,23,26,27].

The PC is made of an onion-like lamellar structure filled with interlamellar
fluid [22]. The lamellar structure of the capsule acts as a mechanical band-pass
filter [9,19], which is the main reason for the rapid adaptiveness of the PC for
a mechanical stimulus. Although the lamellar structure of the PC helps it to
be the most rapidly adaptive mechanoreceptor, the neurite membrane and inner
core also contribute to its rapid adaptiveness [1]. Due to the presence of stretch-
activated and voltage-activated ion channels (SAICs and VAICs) in PC neurite
[21], the applied mechanical stimulus gets converted into electrical spikes. Since
lamellae are attached to each other by tight junctions, fluid in the inner core is
considered to be electrically isolated from that in the outer core [12]. Moreover,
the outer core is electrically isolated from the transductive portion of the neurite
[1].

The exact location of action potential generation is still in controversy. It
was believed that the core of the PC is rigid [17,19], however, it was discovered
later that the neurite of the PC contains SAICs and VAICs [1]. Models were
developed, assuming that the action potential spikes from the first Ranvier node
[14]. The controversy related to the site of initiation of action potential inside
the PC capsule started from the discovery of the generator or local potential of
PC inside the capsule [10]. Based on the majority of the evidence, it appears
that the action potential at 1st Ranvier’s node can be generated by the direct
electrical stimulation at the nerve fiber [1].

1.1 Motivation and Objective

From the literature, it is clear that the characterization of a PC model for elec-
trical stimuli in terms of spike-rate and threshold characteristics is still missing.
Neural spikes encode different features of the stimulus which include amplitude,
frequency and even the location of the stimulus over the skin [27]. Spike rate and
threshold characteristics of a neural spike train help in understanding how the
stimulus features are conveyed to the CNS. Such characterizations would be use-
ful in comparing the physiological characteristics of a PC stimulated electrically,
and that of a PC stimulated mechanically. Our objective in this work is to model
and characterize the response of a PC for an electrical stimulus applied over the
skin. We characterize our model based on frequency response, spike-rate, and
threshold characteristics.

2 Method

The computational model of a Pacinian corpuscle excited by electrical stimuli is
described in this section. This model is an extension of our previous modeling
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work (BMS model) [2-4] for an isolated PC excited by mechanical stimuli into
a PC model excited by electrical stimuli. The model includes the electrode-skin
interface, neurite, and the first Ranvier node of a PC. The simulation involves the
application of electrical stimuli of various frequencies and the characterization
of the model for frequency response, spike-rate and threshold characteristics.

Active Reference
Electrode Electrode

Epidermis

Dermis

w

Fig. 1. Electrical stimulation of a Pacinian nerve through the skin surface. The stim-
ulus current pulse is applied through a two-electrode electrical circuit. The axon of
PC located deep within the skin gets excited by the current stimulus applied perpen-
dicular to it. The frequency and amplitude of the current pulse can be varied for the
measurement of a threshold of sensation.

2.1 Model Description

The electrode-skin interface, PC’s neurite, and the first Ranvier node are mod-
eled using electrical parameters available from Chan [8], Saadi et al. [24], Khor-
shid et al. [16] and Biswas et al. [2]. The conceptual depiction of the proposed
model is shown in Fig.1. The electrical current pulse is applied over the skin
through active and reference electrodes. PC has a myelinated axon and it is
located deep within the skin compared to other mechanoreceptors [6]. In our
model, we assume that the axon of the PC is perpendicular to the application
of an electrical stimulus. The applied electrical stimulus gets filtered by the skin
layers, and then the filtered stimulus undergoes two-stage non-linear neural-spike
generation. This spike generation process is modeled as an Adaptive Relaxation
Pulse Frequency Modulator (ARPFM) which was introduced by Biswas et al.
[4]. The ARPFM is similar to the integrate-and-fire neuron model except that
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Fig. 2. (a) Equivalent circuit model of the electrode-skin interface, PC’s neurite, and
the first Ranvier node. The values of potential and impedance are adapted from [2,8,
16,24]. (b) Current pulse with variable amplitude and frequency, and with fixed duty
cycle (50%). (c) Block diagram of a PC model with a representation of signals at each
level.

the integrator is lossy, and the threshold is adaptive. The neural noise for the
ARPFM stage is modeled as an additive random noise and multiplied with the
adaptive threshold for the spike generation.

The proposed model of a PC for electrical stimulation is shown in Fig. 2.
It consists of three stages, as shown in Fig. 2c, electrode-skin interface model,
PC’s neurite model, and the first Ranvier node model. Each of them is modeled
with electrical components whose parametric values are adapted from Chan [8],
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Saadi et al. [24], Khorshid et al. [16] and Biswas et al. [2]. The electrode-skin
interface model, as shown in Fig.2a (I), consists of tissue impedance Rr, skin
resistance R, double layer impedance Ry, Cy, and half cell potential. Since there
are two electrodes, active and reference, the same model is mimicked for both.
That is, the electrical properties and parameters of both electrode-skin interfaces
are assumed to be identical. The skin impedance measurement reviewed in Lu
et al. [20] explains that the electrical impedance of the skin is mainly due to
stratum corneum (the uppermost layer of the epidermis) and the impedance of
the other layers is comparatively low. The impedance function is given as

0.0259s + 1859
K(s) = G orsoss 11 (1)
The second stage of the model contains a circuit equivalent of the PC’s neurite
as shown in Fig.2a (II). This stage introduces non-linearity in the generation
of the receptor potential. It consists of a non-linear dependent charge source
qvatce and its impedance Zyaice. The impedances of extra-cellular Zgc and
intra-cellular Zic matrices are also included in the model along with impedance
of axolemma membrane Zy;. The PC’s neurite parameters and the values of
impedances are the same as given in Biswas et al. [2]. The output of the second
stage is the receptor potential. It is assumed that the receptor potential from the
second stage is the input to the third stage. The third stage of the model includes
the equivalent circuit of the first Ranvier node, as shown in Fig.2a (IIT). This
circuit contains a non-linear dependent charge source gyaici and the impedance
parameter Zyaici, both models the VAIC located in the first Ranvier node.
The ARPFM threshold is actually a measure of the refractoriness of the VAICs
to go for the next avalanche opening. In comparison to the model of VAIC, as
ARPFM, the threshold is adaptive and amplified by the threshold amplification
factor in the refractory period, as found in Loewenstein and Altamirano-Orrego
[18]. It is observed that after the time (t) = 2.5 ms, the experimental data have an
exponential decay with a time constant of 0.56 ms. The threshold amplification
factor (TAF) considered for the ARPFM [4] is given as

TAF =1+ (7.75 % t %1% x exp(—0.561)) (2)

The electrical stimulus is shown in Fig. 2b, which has variable amplitude from
0 to 2mA and variable frequency from 5Hz to 1600 Hz. The duty cycle of the
applied electrical stimulus is always 50%.

Model Parameters: The model parameters for the PC model are same as
given in [3,19] and also the parameters and approximations for the electrode-
skin interface model are same as given [8,16,24].

R;, R4, Rs, R : Resistance of electrical stimulation circuit, double layer, skin
and tissue, respectively
Cy4 : Double layer capacitance
qvAIC2, Qvalct : Voltage activated ion channels in neurite (2) and 1st Ranvier
node (1) are modeled as voltage dependent charge sources.
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Zgc,Zic, Zy - Impedance of extracellular matrix, intracellular matrix and
membrane of axolemma, respectively.
K (s) : Transfer function of electrode-skin interface model in Laplace
domain.

Model Approximations: The following are the approximations assumed for
the developed model,

a) We consider only one type of mechanoreceptor under the skin, the PC,
although the Meissner is also a rapidly adaptive receptor.

b) The axon of a PC is perpendicular to the direction of the electrical stimulus.

c¢) The half cell potential of the electrode-skin interface model is assumed to be
identical. Moreover, elements of the electrode-skin interface model for both
the electrodes are identical, according to [8].

d) All the simulations are limited to only the vibrotactile stimulus with the
frequency ranging from 5 Hz to 2000 Hz with 50% duty cycle.

3 Results and Discussion

The objective of this work is to develop a PC model for an electrical stimu-
lus and characterize the model for frequency response, spike-rate and threshold
characteristics.

3.1 Frequency Response

Figure 3a shows the bode plot of the electrode-skin-PC model, including the
electrode-skin interface, PC’s neurite, and the first Ranvier node. It may be
observed that the overall model is a typical high-pass filter. The slope of the
magnitude plot changes significantly; from 1Hz to 10 Hz it is ~10dB/decade,
from 10 Hz to 10kHz it is ~20 dB/decade and from 20 kHz the slope approaches
zero. On the other hand, the phase difference is found to be within 90 to 45° for
the frequencies from 1 Hz to 10 kHz, reaching its peak phase shift of ~90°.

The bode plot shown here can be compared to that of the PC model with a
mechanical stimulus [3]. Although the magnitude plot is almost the same as that
of the PC model with a mechanical stimulus, the phase plot differs slightly for
frequencies lesser than 5Hz. Since the present model focuses on frequencies of
more than 5 Hz, this small difference may be ignored. Also, at this low frequency
other mechanoreceptors respond better than the PC [15].
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Fig. 3. (a) Magnitude response (top) and phase response (bottom) of the PC model
for electrical stimuli. The magnitude in (a) indicates the gain in dB with respect to
1mA electrical stimulus. (b) The response of the electrode-skin interface model (top),
the spike response at the output of the first Ranvier node (bottom). The dashed lines
in (b) indicate the applied electric stimulus as shown in Fig. 2b. All the amplitudes are
normalized for the representation. The ordinate unit for dashed lines is mA and that
for the solid lines is in pV.

3.2 Spike-Rate Characteristics

The spike response of the developed model is shown in Fig.3b. The electrical
stimulus that gets filtered by the electrode-skin interface model reaches the PC’s
neurite then the first Ranvier node to fire the neural spikes, as shown in Fig. 3b.
The response shown here is the typical one impulse-per-cycle (ipc) response for
the applied electrical stimulus.

The spike-rate versus stimulus amplitude plots for various stimulus frequen-
cies are shown in Fig. 4a and 4c. We have also shown the spike-rate plots gener-
ated by a PC model for a mechanical stimulus in Fig. 4b and 4d (images adapted
from Biswas et al. [4]), which are given adjacently for comparison. For each
stimulus frequency of Fig. 4a, the spike-rate is zero until the stimulus reaches a
certain threshold. Once the threshold is reached, it increases steeply and reaches
a series of plateaus at spike-rates that are multiples of stimulus frequency. This
phenomenon is known as phase-locking [5]. For instance, a 50 Hz stimulus gets
plateaued during 50 Spikes Per Second (sps), 100 sps, 150 sps and 200 sps
which are consistent with one, two, three and four impulse-per-cycles respectively
according to Johnson [13] who recorded the population response from median
nerves of 26 monkeys. This phase-locking, non-linear jumps, and plateau of the
spike-rates depend on the stimulus frequency, as mentioned in [5]. The spike-rate
gets saturated for 800 Hz and 1600 Hz at around 1000 sps.

Unlike the spike-rate plot for mechanical stimulus as given in Fig. 4b which
contains short plateau lengths, the spike rate plot for electrical stimulus con-
tains longer plateaus. These longer plateaus are reflected in the threshold char-
acteristics as well which we are discussing subsequently in the next subsection.
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Fig.5. (a) Stimulus amplitude versus stimulus frequency, for various noise weights.
Except for NW = 10, we can observe that there is only little influence of noise weights in
the threshold. (b) Minimum stimulus amplitude required to elicit one and two impulse-
per-cycle (ipc) for varying stimulus frequency. This plot can be compared with the
plataeu lengths of Fig. 4a to understand the shift in 2 ipc from 1 ipc curve here.
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Physiologically, longer plateaus may be due to the various levels of saturation
in the VAIC characteristics of the first Ranvier node induced by the electrical
stimuli. Moreover, both the electrical and mechanical stimuli spike rate plots in
Fig. 4 contain varying thresholds for each stimulus frequency to initiate spikes.
This can be correlated with the increasing magnitude response of the model, as
shown in Fig. 3a. Moreover, we can observe the saturation of spike-rate traces for
the stimulus frequencies greater than 400 Hz as shown in Fig. 4d around 600 sps,
whereas in Fig. 4c the saturation occurs only after 1000 sps.

3.3 Threshold Characteristics

The threshold characteristics simulated in this model are for one impulse-per-
cycle (ipc) for various neural noises, which is shown in Fig. 5a. We can observe
that the model response is not much influenced by the neural noise, except for
noise weight (NW) of 10. The threshold characteristics simulated here may be
considered as consistent with the well known psychophysical VPT curve [28] and
the lowermost threshold is achieved for 200 Hz electrical stimulus. Moreover, the
minimum stimulus amplitude required to elicit one and two impulse-per-cycle
(ipc) for varying stimulus frequency is plotted and shown in Fig.5b. We can
observe that each trace of the threshold curve is unique and further away. This
may be due to the longer plateaus as shown in Fig. 4.

3.4 Possible Extensions

In this paper, we assumed that the electrical stimulus reaches the first Ravier
node only through the PC neurite, not directly. A special case can be considered
for this model in which the applied electrical stimulus reaches both PC’s neurite
and the first Ranvier node simultaneously. In this case, input to the first Ranvier
node will be the sum of the output from PC’s neurite (receptor potentials) and
the electrical stimulus itself, both acting together to reach the threshold in the
Ranvier node. Although this special case is not explicitly shown in the model
figures, it can also be simulated from the same model by simple addition, as
mentioned here. The model can also be simulated for various duty cycles of
electrical stimuli whereas in the present work we have considered a fixed duty
cycle of 50%.

4 Summary

We developed a model for the response of Pacinian Corpuscle excited by an elec-
trical stimulus. We adapted and combined the models of the electrode-skin inter-
face, PC’s neurite, and the first Ranvier node, and characterize them together
for frequency response, spike-rate, and threshold characteristics. Although there
are models known for the electrical stimulus to a PC, none of them explain
in terms of the aforementioned characteristics. We have shown the frequency
response using a bode plot, which shows constant gain after 10 kHz. The spike-
rate plots for varying stimulus amplitudes were simulated and the plateaus were
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observed for each stimulus frequencies. The threshold characteristics were sim-
ulated for one and two impulses-per-cycle (ipc). Furthermore, for a 1 ipc, the
threshold characteristics were simulated for various noise weights. We compared
our results with the existing models of PC for mechanical stimulus. The future
work may include developing a PC model 1) for the combination of electrical and
mechanical stimuli (hybrid stimuli) and perform psychophysical experiments to
validate the model responses, and 2) for two different electrical stimuli of varying
amplitude, frequency, and phase applied in two different locations over the skin
to elicit various sensations.
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Abstract. We present a new device, the SwitchPaD, to generate an
active lateral force on a bare fingertip over a large touch area. Like our
previous device, the UltraShiver, the SwitchPaD uses synchronization of
in-plane ultrasonic oscillation and out-of-plane electroadhesion to gener-
ate force. The UltraShiver, however, relied on a single longitudinal res-
onance to produce oscillations, resulting in an inconsistent force profile.
The SwitchPaD switches between the first and the second longitudinal
mode based on the finger position, resulting in a much more consistent
force profile across the touch surface. Experiments are used to compare
the performance of two different modal switching strategies. Results indi-
cate that the SwitchPaD can generate 250 mN peak active lateral force
over a large area, and that, with the proper switching strategy, the switch
itself is imperceptible.

Keywords: Active lateral force feedback - Resonant modes switch -
Ultrasonic oscillation - Electroadhesion

1 Introduction

Compared with friction modulation methods (ultrasonic friction modulation [1,
2], electroadhesion [3,4]), a surface providing active lateral force feedback may
render a wider range of haptic effects. Included are effects such as potential
well rendering [5] that require propulsive forces, and effects such as button click
rendering [6] that require active forces on a stationary finger. In an effort to
realize these benefits, a variety of interesting devices have been developed with
the goal of providing active lateral force feedback. For instance, Gueorguiev et
al. [7] proposed a traveling-wave based device that could provide 100 mN active
lateral force with a pressing force of 0.5 N. Since devices employing traveling
waves typically operate off resonance, a bulky actuator was required to generate
strong lateral forces for haptic rendering. Our group has developed a range of
resonant devices that can provide active lateral force, including the ShiverPaD [§]
and eShiver [9]. In those devices (and a similar device in [10]), the touch surface
© The Author(s) 2020
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was oscillated by a voice coil actuator. Even though this approach generated
a strong lateral force, the voice coil actuators were bulky, and the resonant
frequencies were within the range of human hearing, resulting in noise.

The UltraShiver, for the first time, combined piezoelectric excitation of an
ultrasonic resonance with electroadhesion to achieve both high forces and silent
operation [11], but provided only a small touch area. This paper proposes a new
haptic device, the SwitchPaD, that can achieve active lateral forces (£250mN)
over a large area and in the inaudible region. It oscillates an electroadhesive sur-
face in-plane by selectively exciting the first (22,390 Hz) or the second (53,320 Hz)
resonant longitudinal mode based on the finger position. Experiments described
in Sect.5 were used to evaluate two different modal switching strategies and to
investigate the ability of the SwitchPaD to provide consistent lateral force over
a large area.

2 Background and Motivation

The UltraShiver consists of two piezoelectric actuators glued symmetrically on
opposite sides of a sheet of anodized aluminum [11]. Forces are produced by
synchronizing in-plane ultrasonic oscillation and out-of-plane electroadhesion.
The former is tuned to the first longitudinal resonance of the UltraShiver. Even
though the device shows good ability to control the lateral force, render con-
vincing haptic effects, and localize them [6,11], it cannot provide a consistent
magnitude of the lateral force over a large area due to the mode shape. The
lateral force decreases to zero as the finger moves toward the nodal line, which
is close to the center of the surface.

To remove this limitation, one possible solution is to take advantage of the
second longitudinal resonance of the surface, because the anti-node line of the
second mode lies at the same location as the node line of the first mode. In
general, there are two methods: two-mode superposition and two-mode switch-
ing. In modal superposition, the first mode and the second mode are excited at
the same time. Unfortunately, the combination of two modes produces a com-
plicated spatiotemporal variation of the surface velocity, making it difficult to
synchronize properly with electroadhesion. Additionally, due to the limitation
of the power source and the PZT material, two modes cannot be excited fully
at the same moment. They have to share the total power and the ability of the
PZT material.

For these reasons, we chose to explore the modal switching strategy. In this
strategy, when the finger slides from one end of the surface to the other, crossing
the boundary where the lateral force generated by the second mode starts to
be greater than that by the first mode, the resonance is switched from the first
mode to the second. We call this approach the “SwitchPaD”. The challenge here
is how to design the SwitchPaD with optimal @Q factors for each resonance so
that it can generate high lateral force (greater than 125 mN peak), yet switch
modes without perceptual artifact.
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3 Method and Experiment

3.1 SwitchPaD Design

Structure. The structure of the SwitchPaD (as shown in Fig.1 and Fig. 2) is
similar to the UltraShiver (shown in [11]), and consists of two piezoelectric disc
actuators and a sheet of anodized aluminum. The dimensions of the anodized alu-
minum are 104 x 22 x 1 mm. The two soft piezos (SMD22T25R211WL, Steminc
and Martins Inc, Miami, FL, USA) are 22 mm diameter x 0.25 mm thick. They
are excited in-phase with one another to provide strong coupling to the longi-
tudinal rather than flexural modes, and they are located 26 mm (= 104 mm/4)
from the edge of the aluminum plate as a “sweet spot” for exciting both modes.
This location ensures that the surface can generate enough lateral velocity in
both modes and also attenuate quickly during the switch. This “sweet spot” was
optimized via a series of FEA simulations and experiments which are beyond
the scope of this paper.

Lateral Force Generation Principle. A detailed model of force generation
with the UltraShiver is given in [11]. The SwitchPaD produces lateral force
in the same way: as a result of friction being greater when electroadhesion is
turned high than when it is turned low, and this effect being synchronized with
in-plane oscillation. The direction and magnitude of the lateral force can be
adjusted by varying the phase between the oscillation and the electroadhesion.
The SwitchPaD is different, however, insofar as the resonant mode is switched
depending on finger position. This ensures a high oscillation velocity wherever
the finger may be on the touch surface.

Nodal line of Nodal line of Nodal line of
the second mode thefirstmode the second mode

Fig. 1. Top view of the SwitchPaD.

3.2 Experiment Setup

Figure 2 shows the experiment setup, in which the SwitchPaD was mounted to
mechanical ground (acrylic block) with four brass flexures, and the electrically
grounded index finger of the dominant hand was constrained to move only up
and down.

Two different sensors were used in this experiment setup, including a six-axis
force sensor (ATT Nano 17 Force/Torque sensor) and a Laser Doppler Vibrometer
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(LDV, IVS-500, Polytec, Inc). The force sensor was used to measure the lateral
force on the surface and the LDV was used to measure the lateral velocity at
the end of the surface (in Sect.5.1) or at the side of the finger (in Sect.5.2). In
addition, a CCD sensor was used to track the finger position. The setup in Fig. 2
was placed on a linear rail controlled by a DC motor, which was used to move
the SwitchPaD at a constant velocity (more details in Sect.4.1 and 5.2).

The piezoelectric actuator voltage and the electroadhesive current were con-
trolled with a custom voltage amplifier and a custom transconductance amplifier,
respectively (more details were reported in [11,12]). All signals were recorded
using a NI USB-6361 Multifunctional I/O Device with a 200 kHz sampling fre-
quency.

Actuator Aluminum

Finger 3 E Piezoelectric Anodized

Acrylic
Block

Force
Sensor

LDV

Flexure

DC Motor and Linear Rail

Fig. 2. Experiment platform.

4 Force Profile Measurement for Each Mode

4.1 Experiment Protocol

As a first experiment, the lateral force profile (force as a function of finger posi-
tion) generated by each resonant mode was measured. The frequencies of the first
and second modes were 22,390 Hz and 53,320 Hz, respectively. The input voltage
of the piezoelectric actuator and electroadhesion were 30 V peak and 100V peak
with an offset of 200 V, respectively. The phase between the piezoelectric voltage
and the electroadhesive voltage was set to generate peak lateral force (in Fig. 2).

During the experiments, the electrically grounded finger lightly touched the
surface and kept a constant pressing force (0.3 N) as effectively as possible while
the SwitchPaD was moved at 50 mm/s by the DC motor and the linear rail. The
finger moved from the left end of the surface to the left side of the piezoelectric
actuator. Each resonant mode was excited in one trial individually, and each
trial was repeated ten times.
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4.2 Results and Discussions

As shown in Fig. 4, both the first mode and the second mode can achieve around
300 mN active lateral force, but at different positions. For the first mode (blue
curve in Fig.4), the lateral force keeps a constant value (around 300 mN) from
Omm to 25 mm and decreases to zero at 60 mm, which is consistent with the
model prediction in [11]. For the second mode (red curve in Fig.4), the lateral
force is approximately constant from 25 mm to 65 mm. Thus, these results sug-
gest that combining the first mode and the second mode is a promising method
to provide a constant lateral force from 0 mm to 65 mm.

5 Resonant Mode Switch

Based on the results in Fig. 4, a switch located anywhere from 25 mm to 41 mm
could be used to achieve an approximately constant lateral force (around 250
mN). In this section, the switch point was placed at 41 mm, and two different
modal switching strategies were compared.

5.1 Mode Switch Strategy

When the finger slides from the left side to the right side and crosses the switch
line (41 mm), the resonant mode is switched from the first mode to the sec-
ond mode, vice versa. We explored two different switch strategies: instant and
gradual.

For the instant switch, input voltage for the first mode is turned off at the
same time input voltage for the second mode is turned on. Thus, there is only one
resonant mode being driven at any instant, although there are ring-up (3.9 ms)
and ring-down (6.9 ms) times for both modes due to their high Q values (first
mode: 482, second mode: 651). When the LDV was used to measure the lateral
velocity at the left end of the surface (in Fig. 2), a spike of the lateral velocity was
found at the switch point (shown as the blue solid and dashed curves in Fig. 3(a)).
The spike is due to the ring-up and ring-down times and is strongly perceived
by the subject. This perceptual artifact makes the instant switch unacceptable
for applications that require continuous force feedback on the surface.

To avoid the spike at the switch point, the idea of a gradual switch was
investigated. In this strategy, the input voltage to the piezoelectric actuator at
the first mode decreases gradually, and at the same time, the input voltage at
the second mode increases gradually. This process takes around 100 ms, a time
frame that was roughly optimized via simulation (see Fig.3(b)). During this
transition period, both resonant modes were excited, and electroadhesion was
also operated at both frequencies with amplitude ramps that tracked those of the
piezoelectric input voltages. The experiment results (red solid and dashed curves
in Fig. 3(a)) show good agreement with the simulation results. More importantly,
lateral force was preserved and the gradual switch could not be perceived.
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Fig. 3. Lateral Velocity simulation and measurement during switches. All the lateral
velocity simulations and measurements are at the left end of the surface. (Color figure
online)

5.2 Experiment Protocol

This experiment is similar to that in Sect.4.1, however, the LDV was used to
measure the lateral velocity at the left side of the finger while the force sensor
measured the lateral force on the surface. Experiments were performed with the
two different switch strategies and repeated ten times.

5.3 Results and Discussions

The results are shown as force sensor measurements (in Fig.4) and LDV mea-
surements (in Fig. 5). Figure 4 shows that both the instant switch and the gradual
switch can generate constant lateral force (around 250 mN) from 0 mm to 65 mm.
The bandwidth of the force sensor, however, is below 50 Hz, so that it unable
to detect rapid transients. LDV measurements instead were used to investigate
performance up to 10 kHz.

Since the whole experiment setup was moved by a DC motor and a linear
rail, which was operated via open-loop control of the velocity (more details in
Sect. 4.1), the five trials in Fig.5 do not align temporally. Figure5(a) shows
that, in every trial, there is a spike of the finger motion. This spike occurs
when the finger crosses the mode switch line (41 mm). The peak velocity of this
spike is around 35 mm/s with 10 ms width, which is above the human detection
threshold of vibration [13,14]. In contrast to the instant switch, velocity spikes
are essentially absent during the gradual switch. The lateral velocity varies within
+5mm/s with 40 ms width, which cannot be perceived by subjects.

Thus, the instant switch strategy can only be used for specific haptic appli-
cations, such as button click rendering, in which a spatially discontinuous lateral
force is acceptable. Since the gradual switch strategy can provide consistent lat-
eral force over a large area, it can be used for more general haptic applications,
such as shape rendering.
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Fig. 5. Lateral velocity measurement at the left side of fingertip during instant switches
and gradual switches. Each colored curve represents one trial. (Color figure online)

6 Conclusion

The SwitchPaD presented in this paper employs the first (22,390 Hz) and second
(53,320 Hz) resonant longitudinal modes to achieve a strong active lateral force.
By gradually switching between the first and second modes when the finger
crosses a threshold position, the SwitchPaD can keep the lateral force consistent
(250 mN peak) over a large area. This significantly improves the ability to render
more general haptic effects compared to our previous device, the UltraShiver [11].

Acknowledgment. This material is based upon work supported by the National Sci-
ence Foundation grants number IIS-1518602.
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Visuo-haptic displays that are used to provide visual and tactile sensations to
users and maintain these two sensations consistent, both spatially and tem-
porally, can promote natural and efficient user interaction in augmented reality
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Abstract. Visuo-haptic augmented reality (AR) systems that represent
visual and haptic sensations in a spatially and temporally consistent
manner are used to improve the reality in AR applications. However,
existing visual displays either cover the user’s field-of-view or are lim-
ited to flat panels. In the present paper, we propose a novel projection-
based AR system that can present consistent visuo-haptic sensations on
a non-planar physical surface without inserting any visual display devices
between a user and the surface. The core technical contribution is con-
trolling wearable haptic displays using a pixel-level visible light com-
munication projector. The projection system can embed spatial haptic
information into each pixel, and the haptic displays vibrate according
to the detected pixel information. We confirm that the proposed system
can display visuo-haptic information with pixel-precise alignment with a
delay of 85 ms. We can also employ the proposed system as a novel exper-
imental platform to clarify the spatio-temporal perceptual characteristics
of visual and haptic sensations. As a result of the conducted user studies,
we revealed that the noticeable thresholds of visual-haptic asynchrony
were about 100 ms (temporal) and 10 mm (spatial), respectively.
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(AR) applications. To facilitate effective visuo-haptic AR experiences, it is essen-
tial to ensure the spatial and temporal consistency of the visual and haptic sen-
sations. Conventional systems allowed achieving the consistency by using optical
combiners such as a half-mirror [10] or video see-through systems including a
head-mounted display [2] to overlay visual information onto a haptic device.
However, these systems require inserting visual display devices between a user
and the haptic device, which constrains the field-of-view (FOV) and interac-
tion space, and potentially deteriorates the user experiences. They also prevent
multi-user interactions. A possible solution to this problem is to integrate a tac-
tile panel into a flat panel display [1]. This enables a spatiotemporally consistent
visuo-haptic display to facilitate multi-user interactions without covering their
FOVs. However, such displays are limited to flat surfaces at the moment.

Another promising approach of visuo-haptic AR display to overcome the
above-mentioned limitations is to combine a projection-based AR system for
displaying visual information and a haptic display attached on a user’s finger
which is controlled by the luminance of each projected pixel [6,9]. This app-
roach can be used to maintain the temporal and spatial consistency between the
visual and haptic sensations while not being limited to flat surfaces owing to
the projection mapping technology. However, potentially, the displayed image
quality may be significantly degraded, as the luminance of the original image
needs to be spatially modulated depending on the desired haptic information.

In this paper, we propose a visuo-haptic display based on the projection-based
AR approach to provide both visual image and haptic control information. The
proposed system controls a haptic display attached to a user’s finger using tem-
poral brightness information imperceptibly embedded in projected images using
pixel-level visible light communication (PVLC) [4]. The embedded information
varies with each pixel. We embed the temporal brightness pattern in a short
period of each projector frame so that the modulation does not significantly
affect the perceived luminance of the original projection image. Owing to the
short and simple temporal pattern, the haptic feedback is presented with an
unnoticeably short latency. We can design a visuo-haptic display with various
surface shapes as the projection mapping technique can overlay images onto a
non-planar physical surface. Multiple users can experience the system in which
no visual display device needs to be inserted between the users and the surface.

We develop a prototype system comprising a high-speed projector that
embeds spatially-varying haptic information into visual images based on VLC
principle and a haptic display device that changes vibrations according to the
obtained information. Through a system evaluation, we confirm if the proposed
system can consistently represent visuo-haptic sensations. We can also use the
system as a novel experimental platform to clarify the spatio-temporal perceptual
characteristics of visual-haptic sensations. A user study is conducted to investi-
gate whether the delay time and misalignment of visual-haptic asynchrony are
within an acceptable range for user experiences.
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2 Methods and Implementation

The proposed visuo-haptic AR display can represent haptic sensations corre-
sponding to projected images when users touch and move the haptic display
device on a projection surface. The system keeps the consistency of time and
position between the visual and haptic sensations at a pixel level. Figure 1 shows
the concept of the proposed system. The system comprises a projection system
that can embed imperceptible information in each pixel of images and a haptic
display device that can control a vibration.

Haptic Device

Projected

Object Light Signals
\

Vibrator -~ Control Signals

A Y

Photo
Diode

N Projected
Surface

....... . | (Rear Projection) i
Microcontroller

Projector

Projected images in a frame

Fig. 1. Concept of the proposed system

2.1 Projection System

We utilize PVLC [4] for embedding haptic information into projected images
using a DLP projector. When a projector projects an original image and its
complement alternately at a high frequency, human eyes see only a uniform gray
image owing to the perception characteristics of vision. Although human eyes
cannot distinguish this imperceptible flicker, a photosensor can detect it and use
it as signal information.

We employed a high-speed DLP projector development kit (DLP
LightCrafter 4500, Texas Instruments) to project images using PVLC. We can
control the projection of binary images using the specified software of the devel-
opment kit. Each video frame consists of two segments. The first segment consists
of 36 binary images that correspond to each bit of synchronization information
and data for controlling haptic displays and takes 8.5ms for projection. The
second segment displays a full-color image for humans, which also compensates
for the luminance nonuniformity caused in the first segment and takes 12ms
for projection. Thus, the time for projection in a frame is 20.5 ms, which means
the frame-rate is 49 Hz. We embedded the 26 bits data on = and y coordinates
(z=10bits, y=11bits) and the index number of the vibration information (5
bits) corresponding to a projected texture image using PVLC.



Visuo-Haptic Display by Embedding Imperceptible Information 229

2.2 Haptic Display Device Controlled by PVLC

We developed a wearable haptic display controlled by PVLC. It comprises a
receiver circuit with a photodiode (S2506-02, Hamamatsu Photonics), a con-
troller circuit, a vibration actuator, and a Li-Po battery. The controller circuit
has a microcontroller (Nucleo STM32F303K8, STMicroelectronics) and an audio
module (DFR0534, DFRobot) for playing the audio corresponding to the vibra-
tion. The microcontroller is used to acquire the position and spatial haptic infor-
mation by decoding the received signals to determine a type of vibration, and
send it to the audio module that drives the vibration actuator. We use the linear
resonant actuator (HAPTIC™ Reactor, ALPS ALPINE) as a vibration actua-
tor. This actuator responds fast and has good frequency characteristics over the
usable frequency band for haptic sensation. Therefore, the proposed haptic dis-
play device (hereinafter referred to as “Device HR”) can present various haptic
sensations.

Figure 2 provides an overview of the proposed system and the appearance of
its user interface. We employed the data obtained from the LMT haptic texture
database [8] as a source of projected images and the spatial haptic information.
This database provides image files with textures and audio files with correspond-
ing vibrations. We stored the vibration information in the audio module of Device
HR in advance, and the device presents haptic feedback by playing the received
index number of vibration information.

Audio module

o
o
E Microcontroller

"5 ! #= Vibrator

Photodiode .

Fig. 2. Overview of the proposed system—the system comprises a projection system
with a screen and a haptic display device controlled by the obtained light information

2.3 Latency Evaluation

The latency of the proposed system is defined as the duration from the time
when the haptic display device is placed inside an area to the time when the
device performs vibration. This latency (T4t ) can be calculated as follows:
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71lu,te = Lwait + Trecv + Tvib (1)

where T4 is the waiting time for synchronization, T;..., is the time to receive
the data, and Ty;;, is the time to perform vibration using the actuator. According
to the estimation of the previous work [3] and settings of the proposed system,
we calculate Ty, equal to 8.5ms and T),4;: equal to 10.2 ms.

We measure T,;, by calculating the time from the moment when the micro-
controller sends a control signal to the actuator of the two devices to the moment
when the actuator is enabled. We project the sample image with the control
information embedded for turning on the actuator in the left half of a projected
image and that for turning off in the right half. We attach an acceleration sensor
(KXR94-2050, Kionix) to the devices to detect vibration. We place the device
at each on and off areas on the screen and conduct the measurement a 100 times
using the microcontroller at each boundary of the area. As a result, the averaged
values of T,;, are 66.5 ms for the Device HR.

Table 1 shows the values of Tyait, Trecv, Tviv, and Tjqte corresponding to
each device. T,; of the Device HR is a sum of latency values of the audio
module and that of the actuator (HAPTIC™ Reactor) itself. We measure the
latency of the audio module 100 times and the average value was 48.8 ms.
Therefore, we can estimate that the latency of the HAPTIC™ Reactor is about
66.5 —48.8 =17.7ms.

Table 1. Delay time between providing the haptic information and visual information
when using the proposed system—the evaluation was performed for Device HR

Twait [ms] T’V‘EC’U [ms] Tvib [ms] T‘late [ms]
Device HR (with an audio module) | 10.2 8.5 66.5 85.2

3 User Study

We conducted a user study to investigate the human perception characteristics
of the threshold time of perception of the visual-haptic asynchrony and the mis-
alignment tolerance of the visual-haptic registration accuracy of the proposed
system. According to the previous studies, this threshold time was approxi-
mately 100 ms [7], and this misalignment tolerance was approximately 2 mm [5].
However, we could not simply apply these values to the proposed system. The
visuo-haptic displays of the previous studies covered the user’s view by visual
displays from the user’s fingers to which the haptic feedback was provided, while
our system allows the user to see the finger directly. In the present user study,
we performed the two experiments using the proposed system. The first exper-
iment was focused on the evaluation of the threshold time of perception of a
visual-haptic asynchrony, and the second was aimed to estimate the misalign-
ment tolerance of the visual-haptic registration accuracy.
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3.1 Setup for User Study

Figure 3 represents the experimental situation of the user study. We employed
a tabletop display in which the proposed projection system was built-in. The
screen size of the tabletop display was 0.77 m x 0.48 m, and its height was 0.92 m.
We embedded the data of vibration control and the delay time into a projected
image in each of the green and red areas separated by numbers. The haptic
device turned on the vibration in the green area after the set delay time and
turned off in the red area. We set the width of the moving area equal to 182
pixels in the projected image, and the resolution of the projected image was
1.22 pixels/mm in this setup; therefore, the actual width of the moving area was
approximately 150 mm.

We implemented an alternative haptic display device for this study, which
can present vibrations faster than Device HR by function limitation; this means
it focuses on on/off of a constant vibration without the audio module. We used
another actuator (LD14-002, Nidec Copal) in the device (hereinafter denoted
as “Device LD”), and revealed the latency of Device LD is 34.6 ms by the same
latency evaluation. Given that we could set the waiting time for sending a control
signal to an actuator using the embedded data, the system was able to provide
haptic feedback in the specific delay time (>34.6 ms).

Fig. 3. Experimental situations considered in the user study, (a) appearance of the
experiment related to the threshold time of perception of visual-haptic asynchrony, (b)
appearance of the experiment related to the visual-haptic registration accuracy (Color
figure online)

3.2 Participants and Experimental Methods

Ten participants (seven males and three females, aged from 21 to 24, all right-
handed) volunteered to participate in the present user study. They were equipped
with a haptic device on the index finger of their dominant hand. In the first
experiment, we prepared 12 variations of the delay time from 50 to 160 ms at
intervals of 10ms (these delay times included the device-dependent delay time).
The participants were instructed to move their index fingers from a red to a green
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area and answer whether they noticed the delay corresponding to the haptic
sensation with respect to the moment when they visually identified the finger
entering the green area. In the second experiment, we prepared 12 variations
of misalignments from 0 (0mm) to 26 px (21.32mm). The participants were
instructed to move their index fingers between the white boundary lines within
each of the red and green areas as many times as they wanted. Then, they
answered whether the timing of haptic feedback matched with crossing the red
and green boundaries of the projected image. To influence the moving speed of
the user’s fingers, we displayed a reference movie in which a user was moving
his/her finger at the speed of 150 mm/s during the experiment. The participants
performed each procedure 12 times as the projected image had 12 areas in both
the experiments. We defined the 10 different patterns of interconnections between
providing haptic sensations with a delay time or a misalignment and the areas
to cancel the order effects. The participants experienced these patterns in each
experiment, thereby repeated each procedure 120 times in total.

3.3 Results and Discussion
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Fig. 4. Percentages of positive answers in the experiment for a threshold time of a
visual-haptic asynchrony (left) and that for a visual-haptic regisration accuracy (right).

Figure 4 represents the averaged percentage of positive answers obtained in the
first experiment. Herein, error bars represent the standard error of the means,
and the curve is fitted using a sigmoid function defined as below:
B 1

1+ exp(—k(z — x0))

y % 100 (2)

In Figure4 (left), we obtained the following values of parameters: k = 0.04
and zo = 103, as a result of the fitting and used these values in calculations.
We identified the threshold time of perception of the visual-haptic asynchrony
(Tin); Tt was set as the time at which users perceive the delay with a 50%
possibility. The results indicated T, = 100 ms, as presented in the fitted sigmoid
curve. Similar results of Ty, were reported in the previous research [7], that
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supported the result of this experiment. As the latency of Device HR is 85.2 ms,
the proposed haptic displays meet the requirement of having the delay time such
that users cannot perceive visual-haptic asynchrony with their eyes.

In Fig. 4 (right), we obtained the values of parameters: k = 0.22 and o = 9.7,
as a result of the fitting and used these values as parameters of the sigmoid func-
tion. We identified the misalignment tolerance of the visual-haptic registration
accuracy (denoted as L) equal to the length perceived as a misalignment by
half of the users. The results indicated L;;, ~ 10 mm, as presented in the fitted
sigmoid curve. The result indicates that the proposed system can provide hap-
tic feedback to users without a perception of misalignment if it is kept within
10 mm, which can be considered as design criteria for visuo-haptic displays. Addi-
tionally, L;;, (10mm) is larger than the value (2mm) reported in the previous
research [5]. We can also conclude that the proposed system can extend the mis-
alignment tolerance of the visual-haptic registration accuracy as the users can
visually observe their finger with the haptic display in the system.

4 Conclusion

In the present paper, we proposed a novel visuo-haptic AR display that allowed
eliminating visual-haptic asynchrony of the time and position perceived by the
users. We implemented the projection system that could embed information
into each pixel of images and the haptic display device that could control vibra-
tions based on the obtained information. We conducted the user studies and
revealed that the threshold of visual-haptic asynchrony obtained using the pro-
posed visual-haptic display was about 100 ms for the time delay and about 10 mm
for the position. From this result, we can conclude that the proposed display
device can represent visual and haptic sensations in a synchronized manner as
the system can represent them with the pixel-precise alignment at the delay of
85ms. As future work, we will conduct similar user studies with various direc-
tions of the hand moving and with more participants to investigate the system-
atic thresholds. Furthermore, we will design a model to determine the vibration
intensity and frequency of the haptic display based on haptic information corre-
sponding to the texture image and the user’s movements on a display.
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Abstract. Wind displays, which simulate the sensation of wind, have
been known to enhance the immersion of virtual reality content. How-
ever, certain wind displays require an excessive number of wind sources
to simulate wind from various directions. To realize wind displays with
fewer wind sources, a method to manipulate the perceived directions of
wind by audio-haptic cross-modal effects was proposed in our previous
study. As the visuo-haptic cross-modal effect on perceived wind direc-
tions has not yet been quantitatively investigated, this study focuses
on the effect of visual stimuli on the perception of wind direction. We
present virtual images of flowing particles and three-dimensional sounds
of wind as information to indicate wind directions and induce cross-
modal effects in users. The user study has demonstrated that adding
visual stimuli effectively improved the result corresponding to certain vir-
tual wind directions. Our results suggest that perceived wind directions
can be manipulated by both visuo-haptic and audio-haptic cross-modal
effects.

Keywords: Wind display - Wind perception * Cross-modal.

1 Introduction

Improving immersion is necessary for most virtual reality (VR) content. An app-
roach to ensure an immersive VR experience involves multisensory presentation.
In this context, “wind displays” that simulate the sensation of wind for their
users have become a popular topic of study. Heilig used wind along with odors
and vibrations in Sensorama [1]. Moon et al. proposed WindCube [9], which
simulates wind from several directions using 20 fans.

As many people experience the sensation of wind on their entire body every
day, we can easily immerse ourselves in VR presentations with wind displays. The
latter can improve immersion by faithfully reproducing the motion of objects in
VR environments [5], self-motions [6,12], and climates [11].
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Virtual wind image
Actual wind direction

|—Virtual wind direction
3D wind sound is perceived

Fig. 1. Manipulation of perceived wind directions by multimodal stimuli

The reproduction of wind blowing from various directions is often crucial to
simulate realistic wind. An array of fans [9] is the easiest and most applicable
approach to this problem. However, the number of wind sources must match
the number of desired directions of simulated wind. Therefore, wind display
devices tend to be complicated and large under this implementation. VaiR [12]
addresses this problem by implementing two rotatable bow-shaped frames that
enable continuous change in wind directions. This approach could reduce the
required number of wind sources, but requires actuators and mechanisms to move
the device. We propose the presentation method of wind directions without an
entire reproduction of physical wind by changing human perception.

Human perception of the directions of wind is investigated to design effective
wind displays. Nakano et al. [10] demonstrated that the angles with respect
to the human head corresponding to just noticeable differences (JND) in wind
directions are approximately 4° in the front and rear regions and approximately
11° in the lateral region. Saito et al. [13] investigated the wind JND angles by
presenting users with audio-visual stimuli. They reported that the JND angle
values were much higher than those reported by Nakano et al. and suggested
that the accuracy of wind perception was lowered by multisensory stimuli.

When we receive multisensory stimuli, different sensations are sometimes
integrated with each other and our perception is altered. These phenomena are
called cross-modal effects and they can alter the perception of physical stimuli.
It has already been established that haptic sensations are altered by the visuo-
haptic [7] and audio-haptic integrations [4]. Through cross-modal effects, we can
provide rich tactile experiences without reproducing the stimulating physical
phenomena completely faithfully.

We proposed a method to manipulate perceived wind directions by audio-
haptic cross-modal effect [2] in order to simulate directional winds with simple
hardware. We performed experiments that simultaneously presented wind from
two fans and three-dimensional (3D) wind sounds, and concluded that the per-
ceived wind directions could be changed by up to 67.12° by this effect.

It is suggested that congruent stimuli from two modalities strengthen the
effect of cross-modal illusion on an incongruent stimulus from the other modality
in tri-modal perception [14]. Therefore, we designed AlteredWind [3], which com-
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bines congruent visual and audio information about the wind direction to more
effectively manipulate the perceived wind. We presented the audio-visual infor-
mation through a head-mounted display (HMD) and headphones, as depicted
in Fig. 1. Although we evaluated the perceived wind directions in a user study,
there was only qualitative analysis and the sample size was small. In this study,
we redesigned the experiment to quantitatively verify the visuo-audio-haptic
cross-modal effects on wind direction perception. Our experiment compares the
perceived wind directions across the combinations of different sensory modali-
ties and placements of wind sources. Our result suggests new designs of wind
displays utilizing cross-modal effects.

2 Implementing Visual, Audio, and Wind Presentation

In this paper, we define “virtual wind direction” as the direction of wind which
is presented by multimodal stimuli and is different from the physical one. We
implemented software for visual and audio presentations of the virtual wind
directions and hardware for actual wind presentation.

2.1 Visual Presentation of Virtual Wind Directions

The virtual wind direction can be visually conveyed to a user by two primary
methods—Dby suggesting the generation of wind or the existence of wind. The
former effect can be realized by displaying a virtual image of a rotating fan.
However, the wind approaching from behind the user cannot be expressed by
this technique because the images would lie outside the field of vision. The
latter technique uses images of particles being blown by the wind and images
of flags or plants swaying in the wind. This technique can be used to convey
wind originating from any direction. In this study, images of particles moving
horizontally were used to verify the effects of visual information in a simple
environment. We used an HMD (HTC Vive Pro) to display the image three-
dimensionally and immersively. We programmed 1000 particles to emerge per
second so that they were visible in the HMD along any flowing direction, as
depicted in Fig. 2.

2.2 Audio Presentation of Virtual Wind Directions

We manipulated the perceived directions of wind by using 3D sounds recorded
by a dummy head [2], which is a life-sized model of the human head with ears.
The perception of a sound source can be localized around listeners when recorded
sound is played binaurally. We installed a dummy head and a fan in an anechoic
room and recorded the sound of the fan blowing wind against the dummy head
from directions 30° apart from each other [2]. The sound was presented to users
through noise-cancelling headphones (SONY WH-1000XM2). A-weighted sound
pressure level (L4) near the headphones measured with a sound level meter
(ONO SOKKI LA-4350) was in the range of 46.8 dB-58.1 dB (it varied depending
on the direction of the sound image). The direction of the audio information was
always congruent with that of the visual one.



238 K. Ito et al.

w20

E

8 15F

S

2

.G 10 -

o]

o

> 05 1.4 + 0.6cos6

° —— 1.4-0.6cos8
(a) Approaching from the (b) Approaching from the = 00525755780 340 300 360
front right front Virtual Wind Direction 6[°]
Fig. 2. Examples of the images of flowing Fig. 3. A Plot of wind velocity
particles

2.3 Proposed Device for Wind Presentation

We had designed a wind display device by placing a fan in front of the users and
another behind them in our previous study [2]. In this experiment, we placed
four fans (SANYODENKI San ACE 172) around the users’ heads at 90-degree
intervals. Each fan could be independently controlled by Arduino UNO con-
nected to a computer. During the experiment, wind was generated from the fans
at the front and the back or from those to the left and right. The four fans were
affixed to camera monopods on a circular rail of 800 mm diameter and directed
to the users’ heads in about 300 mm ahead. In our previous study, results may
have been affected by the participants’ prior knowledge of the positions of fans.
To ensure that the participants were not aware of the placement of the fans,
we made the monopods detachable from the circular rail. The fans and the
monopods were removed from the rail and hidden before the experiment and
attached to the rail after the participants had worn the HMD.

We had continuously controlled the wind velocities corresponding to the two
fans facing each other in the previous research [2] and confirmed that it was
effective for manipulation of the perceived wind direction. “Continuously” here
means that the wind from a particular fan was weakened as it moved further
away from the virtual wind direction. We applied the same method in this study
also and changed the wind velocities from 0.8 m/s to 2.0m/s as shown in Fig. 3.

3 Experiment Regarding Perceived Wind Directions

3.1 Experiment Design

We conducted an experiment to verify the visuo-audio-haptic cross-modal effects
on perceived wind directions. We presented the virtual wind directions which are
not congruent with the actual wind directions by visual and audio information
in this experiment. Six conditions were prepared by varying the existence of
multimodal information (visual and audio, visual only, and audio only) and the
placements of the fans (front-behind and left-right). Since we confirmed that
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the actual directions of wind are perceived without multimodal information [2],
we omitted that condition in this user study. The experiment had a within-
subjects design. For each condition, we presented wind coming from 12 virtual
wind directions at intervals of 30° and each direction was repeated twice. Thus,
there were a total of 144 presentations for each participant.

The Ethics Committee of the University of Tokyo approved the experiment
(No. 19-170). Written informed consent was obtained from every participant.
Each participant was instructed to sit in a chair and wear the HMD. As men-
tioned in Subsect. 2.3, the fans were attached after the participants wore the
HMD, preventing them from being aware of the exact location (Fig. 4). To make
the wind apparent on the head and neck of the participants, the lower ends of
the fans were adjusted to match the height of the participants’ shoulders. We
asked the participants to stare toward the frontal direction marked in the VR
view.

Each presentation consisted of a stimulation time of 12s and an answering
time of a few seconds. Considering the delay in starting and stopping the fans, the
timing of wind presentation was advanced by 2s compared with that of the other
stimuli. The order of the presentations was randomized for each participant,
and neither the participants nor the experimental staff was aware of the order
beforehand. The participants responded with perceived wind direction of wind
indicating the direction on the trackpad of a controller as shown in Fig. 5. Finally,
they answered questionnaires about their experiences during the experiment.

Please answer the direction of the wind.

Qil Heater
(to avoid getti

(a) Before experiment  (b) During experiment

Fig. 4. Apparatus for the experiment Fig. 5. Interface for answering
directions

As the participants wore the HMD and the noise-cancelling headphones, fan
operations could not be seen or heard by them. All the windows of the experiment
room were closed and the air conditioner was turned off to ensure that there was
no wind except the wind from the apparatus. Instead of air conditioning, two
oil heaters which produce no airflow were used for warming. The apparatus was
at least 1 m away from the walls so that they would not affect the airflow.
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3.2 Results

Twelve people of ages 22-49 participated in the experiment (7 men
23.9+ 1.2 years old and 5 women 30.0 £+ 11.0 years old). Two of them had ever
researched haptics. Ten persons sensed that the perceived wind directions were
affected by visual and audio stimuli. Six persons answered that the effect of
the auditory stimuli was stronger and four answered that the visual one was
stronger.

We calculated the average perceived wind direction (6perceivea) for every vir-
tual wind direction (6,ieuar). The directions represent clockwise angles from the
front. If 0,ciceivea Was close to corresponding 6,41, We can judge that the per-
ceived wind directions are manipulated effectively to 6,i.cua. We define such con-
ditions as “good performance” of the manipulation. Figure 6 shows correspon-
dence between 0,ccceivea and O.ieua. Data points near diagonal lines mean the
good performance. Ones near horizontal lines mean a bad performance because
it means that the actual wind directions are perceived instead of 0ieuar.

We performed statistical tests following the methods of directional statis-
tics [8] for Operceivea under three conditions corresponding to each fan placement.
The Mardia—Watson-Wheeler test, which is a non-parametric test for two or
more samples, was applied because Watson’s U? test showed that some of the
perceived directions do not arise from von Mises distribution. For directions
with significant differences, post-hoc Mardia-Watson-Wheeler tests, with Hom-
mel’s improved Bonferroni procedure, were performed. The results have been
tabulated in Table 1.
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Table 1. Results of statistical tests on 0, ccivea for each 6, If there is a significant
difference, the condition with 0,..ceivea closer to . ;,cua is indicated.

Fans Pair 0° | 30° | 60° | 90° 120° | 150° | 180° | 210° | 240° | 270° | 300° | 330°
Front and All * * * * n.s T n.s n.s * n.s n.s n.s
Behind

VA and V |n.s | n.s | n.s | VA® n.s n.s

VA and A | n.s | A* | A* | A" VAT VAT

Vand A |V* | A* |ns |ns n.s n.s
Left and Right | All * * n.s | * + * n.s n.s n.s n.s n.s n.s

VA and V | n.s | n.s n.s n.s n.s

VA and A | n.s | n.s VA* | vA* | AT

V and A vl | v* n.s n.s n.s

VA: visual and audio, V: visual, A: audio, *: p < .05, {: p < .1, n.s:p > .1

3.3 Discussion

We abbreviate visual and audio as VA, visual as V, and audio as A in the
following discussion. Under the condition of the front-behind fans, the condition
VA caused better performance of manipulation than the condition V when 6,;.;ya
was 90°. The condition VA was marginally better than the condition A when
(0virtua = 150,240°). On the other hand, the performance was better under
the condition A than under the condition VA or V for several 0, tua. Under the
condition of the left-right fans, the condition VA had a significantly (6virsua = 90°)
or marginally (6.iwa = 120°) better performance than the condition A. It was
confirmed that the condition V was significantly (0, = 30°) or marginally
(0yirtua = 0°) better than the condition A. From these results, the combination
of visual and auditory stimuli and the fans in a front-back position has shown
overall better performance in the manipulation of the perceived wind directions.

Still, the performance of manipulation with the condition V or A was better
than ones with the condition VA in several virtual wind directions. In these
directions, the performance was already sufficient (the differences of 6,ccceivea
and 6,i,.ua were at most 12°) with the condition V or A. Therefore, we conclude
that the manipulation of the perceived wind directions is improved by using
visuo-audio-haptic cross-modal effects under the condition that the perception
cannot be sufficiently changed by using only visual or auditory stimuli.

For the left-right fan placement, the performance was worse than in front-
behind one in condition VA and A, and there were little differences between
condition VA and V. The reason may be that the participants did not localize
correct sound images due to front-back confusions. Improvement of 3D sounds
may enhance the cross-modal effects under left-right placements of fans.

Using more realistic images than the simple flowing particles could increase
the effectiveness of visual stimuli. Further, the image of the particles may disturb
the contents in practical applications. If the manipulation of the perceived wind
can be realized with more diegetic visual information such as flags or swaying
trees, it may be effectively used in practical applications using the wind display.
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4 Conclusion

In this study, we proposed a method to manipulate the perceived directions of
wind through visuo-audio-haptic cross-modal effects. We used virtual images of
flowing particles as visual stimuli and 3D sounds of the wind as audio stimuli to
make users perceive virtual wind directions. The user study demonstrated that
combining visual and audio stimuli exerted significant effects than each stimulus
alone corresponding to certain virtual directions. Combining the two modali-
ties are considered to be effective when the perception cannot be sufficiently
manipulated by only visual or auditory stimuli.

These results suggest that perceived wind directions can be altered by both
visuo-haptic and audio-haptic cross-modal effects. Further improvements of the
visual and audio stimuli used for manipulation should be considered in the future.
The findings of this study can be applied to wind display technology to present
various wind directions with limited equipment.
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Abstract. Continuous collision detetion is required for haptic interac-
tions with thin and fast-moving objects. However, previous studies failed
to eliminate the force artifacts caused by the tool’s inertia. In this paper,
we propose a multi-sphere proxy method for a 6-DoF deformable virtual
tool with continuous collision detection. We use Zero-order Dynamics to
avoid force artifacts caused by the tool’s inertia. In addition, we eliminate
the “tunneling” problem introduced by the use of Zero-order Dynamics.
As a result, we support fast motions of both the tool and the virtual
object with sphere-mesh-level contacts and real-time simulation. Stabil-
ity is guaranteed via a position-based dynamics simulator and an optional
multi-rate architecture.

Keywords: Haptic rendering - Continuous collision detection -
Deformable objects

1 Introduction

Haptic interaction requires accurate collision detection in order to render the
contact force between the virtual tool and the virtual environment. The “tun-
neling” problem, also called the pop-through effect, caused by using discrete
collision detection can be avoided by using continuous collision detection (CCD).

Garre et al. [3] presented a deformable 6-DoF tool which was able to interact
with deformable objects using CCD. However, they used bidirectional viscoelas-
tic coupling between the device and the tool, which introduced force artifacts
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caused by the force of the tool’s inertia. These artificial forces reduce render-
ing transparency, and fast motion input from the device may trigger stability
problems when interacting with heavy objects.

To the contrary, the traditional proxy method [11] can directly manipulate
the proxy position without force artifacts. This simulation method is called Zero-
order Dynamics (ZoD) [6].

In this paper, we propose a multi-sphere proxy (MSP) model to achieve
6-DoF haptic interactions with ZoD. In addition, this method is also able to
perform CCD by using the method from [2] to handle collisions between the
proxy sphere and triangle meshes.

However, ZoD may induce the “tunneling” problem if the collisions are not
identified during the constraint computation. In this paper, we perform an addi-
tional CCD to solve this problem. Therefore, constraints, such as deformation,
can be performed correctly without causing the “tunneling” problem. We list
our contributions below:

— An MSP model which enables 6-DoF haptic interactions with dynamic and
deformable objects through sphere-mesh-level CCD contacts;

— A ZoD simulation of a deformable 6-DoF haptic tool which eliminates the
force artifacts caused by the tool’s inertia as well as the “tunneling” problem.

2 Background and Related Works

2.1 Haptic Rendering with Zero-Order Dynamics

ZoD [6] was proposed to describe the simulation of the traditional virtual proxy
method [11]. This method uses a virtual finite-radius sphere, i.e., the proxy, to
represent a 3-DoF virtual tool. When the device moves, the proxy tries to follow
its path via iterative collision detections. If contact occurs, the proxy finds the
closest position to the device constrained by contacts. If there is no contact, the
proxy tracks the device perfectly. The time integration has no mass or velocity
involved.

When considering the dynamics of the 6-DoF haptic tool, many studies use
second-order dynamics [3,4] with virtual coupling [10], thus producing force arti-
facts. Meanwhile, the constraint-based [9] and configuration-based optimization
[12] methods can be used to remove force artifacts. However, these methods are
limited to rigid tools. Mitra et al. [6,7] used first-order dynamics but position
constraints must be transferred into velocity constraints making contact forces
difficult to compute.

2.2 Haptic Rendering with Continuous Collision Detection

The traditional virtual proxy method [11] checks just the collisions between the
moving proxy and static virtual objects. Therefore, if a dynamic thin virtual
object is moving quickly or deforming greatly during one time step and pass
through the proxy position, the collision will not be detected.
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Ding et al. [2] proposed a method utilizing triangle-proxy CCD and Proxy
Pop-out processes to solve this problem. Triangle-proxy CCD computes the CCD
between the triangle and the proxy by solving the coplanar condition between
the moving triangle and the proxy center. After that, the Proxy Pop-out carries
our iterative discrete collision detections between multiple triangular meshes and
the proxy sphere. These processes are used to secure the start of the proxy to
avoid the “tunneling” problem.

For the CCD used in 6-DoF haptic rendering, Ortega et al. [9] used a
constraint-based god-object method for rigid-rigid haptic interactions. Garre et
al. [3,4] can simulate deformation on both the tool and the object. Other haptic
rendering approaches can be found in the survey [10].

3 Proposal

3.1 Multi-sphere Proxy Model for a Virtual Tool

As described in Sect. 2.2, CCD between the proxy and dynamic triangular models
can be computed using a sphere proxy[2]. Here, we extend the method used in
[2] via the MSP model.

The Oriented Particles (OP) [8] method uses ellipsoid particles to simulate
solid deformations. We directly use the particles of the OP model as our MSP
model. The particle of the virtual tool is called the tool particle, and the particle
representing the device is called the device particle. Since we apply CCD and
proxy method described in [2] for each tool particle, we use spherical particles
instead of ellipsoids for better performance. However, since ellipsoids can be
used to represent a more precise contact model compared to spheres, it will be
interesting to conduct further research using ellipsoids.

Since the number of tool particles is related directly to both collision accu-
racy and simulation speed, collision accuracy and system efficiency should be
balanced. In this paper, we use the same method as [8] to create the OP model.
An example is shown in Fig. 3.

This method is similar to that employed in [1] and [12], which also utilize
spheres. However, their methods cannot handle CCD contact between the sphere
and the triangular mesh, and method in [1] cannot avoid force artifacts caused
by the tool’s inertia.

3.2 Six Degree-of-Freedom Haptic Rendering

Force and Torque Feedback. We calculate the force and torque feedback from
the discrepancy between the virtual tool and the device. As shown in Fig. 1, we
first calculate force and torque of each pair of tool and device particles. Only
the particles that have collided are considered in the calculation. Next, we sum
all the forces and all the torques, respectively. Finally, we divide each of these
sums by the total number of tool particles. We use translational and rotational
springs to adjust the feedback magnitude.



A 6-DoF Zero-Order Dynamic Deformable Tool for Haptic Interactions 247

O O=
Tool Particle Q -« (

’

Device Particle

X O O

Device Pose
(a) (b)

Fig. 1. Force and torque calculation of the multi-sphere Proxy model. (a) The start.
(b) The deformable tool encounters a contact. (¢) The force f; and f; and, (d) the
torque r; X f;; and r; x f;; of tool particle ¢ and j, respectively.

Haptic Contact Force Computation. The contact force applied to the vir-
tual object is computed using the method in [2], which uses a distributed point-
like contact force applied as an external force of PBD to the corresponding OP
particle of the virtual object.

Multi-rate Architecture. To improve interaction stability, we use a multi-rate
architecture. First, we simply synchronize all the tool particle positions from the
physics thread to the haptic thread. The feedback force and torque are calcu-
lated in the haptic thread. However, the delay caused by synchronization may
induce “dragging” forces. Therefore, we also synchronize the collision informa-
tion (collision occurs or not) to eliminate the force artifacts when no contact
occurs.

3.3 Zero-Order Dynamic Deformable Haptic Tool

As introduced in Sect. 2.2, the traditional proxy method [11] uses ZoD to avoid
force artifacts. We achieve ZoD by manipulating the position of the tool particle
directly with a position-based haptic constraint.

Haptic Constraint. The haptic constraint helps us to apply the haptic device
input to the virtual tool by computing current position of the device particle as
the goal position. The computation is as follows:

g = Qdevoi + dgeo- (1)

Here, o; represents the tool particle’s original barycentric coordinates before
deformation, while Q4 and dge, represent for the device’s orientation matrix
(3 x 3) and position, respectively. The variable with a bold font refers to a 3 x 1
vector.

After the goal position is computed, we perform the traditional proxy method
[11] to update tool particles to the goal positions, i.e., the positions of device
particles (shown in Fig. 2(b)).
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The “Tunneling” Problem Caused by Constraints. Since we use a stiff
haptic constraint in PBD, it cancels the effect of the other constraints. To solve
this problem, we apply the haptic constraint only once before the other con-
straints. Therefore, the other constraints, e.g., the deformation constraint, can
be performed correctly.

However, if we perform the constraint calculation, the result may violate the
collision constraints and cause the “tunneling” problem (shown in Fig.2(c)).
Unfortunately, it is impossible to identify all of the collision constraints ahead
in the proxy method collision detection we executed when applying the haptic
constraint since they have different starts and goals.

Solving the “Tunneling” Problem. To solve the “tunneling” problem caused
by the constraint calculation, our proposal is to run an additional CCD, which is
the same as the proxy method, for the constraint calculation (shown in Fig. 2(d))
to revise the particle positions. In order to do so, we record the tool particle
positions before and after the PBD constraint calculation. After that, we perform
the proxy method between the recorded start and end. The whole progress is
shown in Fig. 2.

Violated
Particles

(a). Device moved (b). Apply (c). Apply (d). Additional (e). Revised
Haptic Constraint Other Constraints Proxy CCD Result

Fig. 2. Simulation of a zero-order dynamic deformable haptic tool

3.4 Simulation of a Zero-Order Dynamic Deformable Haptic Tool
Our simulation loop of the physics thread is executed as follows:

1. Physics thread start:
2. Simulate the virtual tool:
(a) Perform triangle-CCD and Proxy Pop-out for tool particles; (Sect. 2.2)
(b) Calculate and apply haptic constraint; (Sect. 3.3)
(¢) Perform the traditional proxy method for each tool particle;
(d) Record current tool particle positions;
(e) Perform and recored the result of other PBD constraint iterations;
(f) Perform proxy CCD with the recorded start and end; (Sect. 3.3)
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(g) Update the tool particle position;

(h) Calculate haptic contact forces; (Sect.3.2)
3. Apply haptic contact forces as external forces to the contact object;
4. Simulate the other virtual objects.

== Tool Position == Force on Horizon == Torque on Pitch

1000 1500 Hand model
Timestamp with tool particles

Fig. 3. Evaluation of interactions. Left: the recorded tool position, feedback force, and
torque are presented with screenshots of a deformable hand interacting with a yellow
curtain. Right: the hand model and its tool particles with the proxy radius. (Color
figure online)

4 Evaluations

In this section, we will introduce two evaluations of our method. The evaluations
were performed on an Intel i5-7300 4-core CPU PC without GPU. A Spidar-G6
was used as the haptic device. We also provide a supplementary video.

4.1 The Evaluation of Interactions and Efficiency

In this evaluation, we used a deformable 1kg hand model [5] as the tool to inter-
act with a double-faced, 8-m, 200 g curtain model. The curtain model contained
1089 vertices and 4096 triangles, while each vertex was modeled with one OP
particle and connected with another eight nearby particles. The hand model
had 3919 vertices and 3906 triangles with 37 OP particles (the placement of
the tool particles can be further optimized). Only shape-matching and distance
constraints were simulated for the two models. The PBD iteration counts were
two and four for the curtain and the hand models, respectively. The feedback
springs were both set to 20 N/m. No damping of virtual coupling was used.
The result is displayed in Fig.3. A series of interactions were performed,
including tapping and pressing, on the curtain model. From Fig. 3, we can see
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that the tool moved freely in the air without the force caused by the inertia. The
system was stable even fast motions were inputted with strong impacts while the
tool and the device deformation were performed correctly. The whole simulation
took 2.5s. The data was collected from the haptic thread which was running at
1kHz, while one time-stamp indicated one loop of the calculation.

The simulation ran at an average rate from 45 to 59 FPS, depended on the
collision number. The calculation of the PBD constraints took 4 ms. The CCD,
including triangle-proxy CCD and Proxy Pop-out, required 3 ms, while the two
runs of the proxy method required 8 to 12 ms depending on the collision count.
We used a basic pruning method which ignored far-off meshes (at least 1m
from every tool particle). The computational efficiency was highly related to the
number of tool particles; therefore, we also ran a test of this scene using tool
particles numbering from 1 to 50 (illustrated in Fig.4(a)).

4.2 The Evaluation of Multi-rate Haptic Rendering

We conduct a comparison between multi-rate and single-rate haptic rendering to
evaluate the force artifacts caused by multi-rate simulation. In this evaluation,
the device slid along a virtual horizontal plane using the same hand model of
the first evaluation. The results in Fig.4(b) and (c¢) show that the horizontal
“dragging” forces (forces on X and Z axis) arise only in the multi-rate case as
the device moves. During our tests, the magnitude of the force artifacts was
proportional to the computation time of the physics simulation.

B Proxy Collision [l Simulation == Force(X) == Force(Y) w=w= Force(Z) == Device(X)
40
3 3 3 3
30 2
ms 20 1
N
10 0=
-1
0
T-25Rg83%583%3 2 e 2 2 2
Number of tool particle Timestamp Timestamp
(a) Efficiency Evaluation (b) Multi-rate Rendering (c) Single-rate Rendering

Fig. 4. Evaluation of efficiency (a) and Comparison Between Multi-Rate (b) and Single-
Rate (¢) Haptic Rendering. The efficiency evaluation utilized the average computation
time for the simulation and proxy method using 1 to 50 tool particles. The label with
“*” indicates collisions are occurred in the simulaiton while others are not.

5 Conclusion, Limitations, and Future Works

We propose a 6-DoF deformable tool that can interact with another deformable
virtual object. The contact is handled between spherical proxies and triangular
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meshes. The force artifacts caused by the tool’s inertia were eliminated, and tool
deformation was performed without the “tunneling” problem. Our simulation is
stable even with fast motion input using a large feedback spring. We also provide
a multi-rate haptic rendering option which improves the stability but induces
other force artifacts.

Compared to other studies, our system uses a less accurate contact tool model
compared to the one in [3], in which the tool has 1441 triangular meshes for
collision detection (not sure about the deformable object). The hand model we
used in the evaluations does not have a rigid-body or joint constraint; therefore,
the physics behavior of the hand model is less accurate than that used in [3].
Also, as we represent the tool with spherical particles, objects that are thinner
than the gap between particles may result in penetrations. In the future, we plan
to find solutions to cover this gap and use ellipsoids to handle accurate contacts.

Acknowledgment. This work was support by JSPS KAKENHI Grant Number
17HO1774. Here, we are also grateful to the support of Springhead physical engine
and the developers.

References

1. Cirio, G., Marchal, M., Otaduy, M.A., Lécuyer, A.: Six-oof haptic interaction with
fluids, solids, and their transitions. In: 2013 World Haptics Conference (WHC),
pp. 157-162. IEEE (2013)

2. Ding, H., Mitake, H., Hasegawa, S.: Continuous collision detection for virtual
proxy haptic rendering of deformable triangular mesh models. IEEE Trans. Haptics
12(4), 624-634 (2019)

3. Garre, C., Hernandez, F., Gracia, A., Otaduy, M.A.: Interactive simulation of a
deformable hand for haptic rendering. In: 2011 IEEE World Haptics Conference,
pp. 239-244. IEEE (2011)

4. Garre, C., Otaduy, M.A.: Haptic rendering of objects with rigid and deformable
parts. Comput. Graph. 34(6), 689-697 (2010)

5. gotferdom: Free hand 3D model (2018). https://www.turbosquid.com/3d-models/
hand-hdri-shader-3d-model-1311775. Accessed 25 Jan 2020

6. Mitra, P., Niemeyer, G.: Dynamic proxy objects in haptic simulations. In: 2004
IEEE Conference on Robotics, Automation and Mechatronics, vol. 2, pp. 1054—
1059. IEEE (2004)

7. Mitra, P., Niemeyer, G.: Haptic simulation of manipulator collisions using dynamic
proxies. Presence Teleoperators Virtual Environ. 16(4), 367-384 (2007)

8. Miiller, M., Chentanez, N.: Solid simulation with oriented particles. ACM Trans.
Graph. 30, 92 (2011)

9. Ortega, M., Redon, S., Coquillart, S.: A six degree-of-freedom god-object method
for haptic display of rigid bodies. In: IEEE Virtual Reality Conference (VR 2006),
pp. 191-198. IEEE (2006)

10. Otaduy, M.A., Garre, C., Lin, M.C.: Representations and algorithms for force-
feedback display. Proc. IEEE 101(9), 2068—2080 (2013)

11. Ruspini, D.C.,; Kolarov, K., Khatib, O.: The haptic display of complex graphi-
cal environments. In: Proceedings of the 24th Annual Conference on Computer
Graphics and Interactive Techniques, pp. 345-352 (1997)


https://www.turbosquid.com/3d-models/hand-hdri-shader-3d-model-1311775
https://www.turbosquid.com/3d-models/hand-hdri-shader-3d-model-1311775

252 H. Ding and S. Hasegawa

12. Wang, D., Tong, H., Shi, Y., Zhang, Y.: Interactive haptic simulation of tooth
extraction by a constraint-based haptic rendering approach. In: 2015 IEEE Inter-
national Conference on Robotics and Automation (ICRA), pp. 278-284. IEEE
(2015)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.


http://creativecommons.org/licenses/by/4.0/

®

Check for
updates

Evaluating Ultrasonic Tactile
Feedback Stimuli

Antti Sand'®®, Ismo Rakkolainen®, Veikko Surakka'@®,
Roope Raisamo!®, and Stephen Brewster?

! Tampere University, Tampere, Finland
antti.sand@tuni.fi
2 University of Glasgow, Glasgow, UK

Abstract. Ultrasonic tactile stimulation can give the user contactless
tactile feedback in a variety of human-computer interfaces. Parameters,
such as duration, rhythm, and intensity, can be used to encode infor-
mation into tactile sensation. The present aim was to investigate the
differentiation of six ultrasonic tactile stimulations that were varied by
form (i.e., square and circle) and timing (i.e., movement speed and dura-
tion, and the number of repetitions). Following a stimulus familiarization
task participants (N =16) were to identify the stimuli presented in the
same order as in the familiarization phase. Overall, the results showed
that it was significantly easier to identify stimuli that were rendered at a
slower pace (i.e., longer duration) regardless of the number of repetitions.
Thus, for ultrasonic haptics, rendering time was one important factor for
easy identification.

Keywords: Ultrasonic haptics + Mid-air haptics - Stimuli design -
User study

1 Introduction

Haptic feedback is commonly used in mobile phones, but so far the feedback
has required physical contact with a device or the use of wearable actuators.
Ultrasound tactile actuation [7] is a new approach for providing tactile feedback.
It removes the limitation of contact and creates true mid-air haptic sensations.

Parameters such as duration, rhythm, and intensity, can be used to encode
information into tactile sensation. Yet, it is unclear how to combine these for
easy identification of stimuli. The ability of transducer arrays to rapidly update
focal point location to create movement and shapes opens up new possibilities as
to how much and what kind of information can be encoded into haptic feedback.
However, this brings with it new open questions about how to best design haptic
cues to convey information.

To better understand the technical and human limitations of ultrasonic hap-
tic information transfer, we conducted a study to evaluate six different haptic
feedback stimuli in terms of how quickly and accurately they could be identified
and how well they would work as mobile phone notifications (e.g., receiving a
phone call or a notification).
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2 Related Work

Mid-air haptics can be made with a number of technologies that allow for tactile
feedback on touchless interaction. Tactile sensations can be rendered to interac-
tive spaces in 3D. Technologies such as pressurized air jets [16] or air vortex rings
[18] can provide strong but rough feedback with some inherent time lag. Lasers
[8,11] or electric arcs [17] are possible for very precise short range feedback.

Focused airborne acoustic air pressure produced by ultrasonic phased arrays
[2,6,7] is particularly good at generating a range of tactile stimuli on the user’s
palm or fingertips. This technology allows for fast rendering of single points or
multiple simultaneous ones for patterns such as volumetric shapes [9)].

These inaudible sound waves (typically 40 kHz [7] or 70 kHz [6]) can be
focused into a single location in space. As the human hand can not feel vibrations
at 40 kHz, the emitted ultrasound is modulated at the focal point to a frequency
of around 200 Hz. This frequency is detectable by mechanoreceptors sensitive to
vibration and pressure [5]. At a focal point, the acoustic pressure becomes strong
enough to slightly indent the human skin and stimulate the Pacinian corpuscles,
thus generating a touch sensation.

For the most common hardware types, rendering multiple focal points simul-
taneously makes each point feel weaker as there are less transducers used for
each point. The temporal resolution of touch perception is only a few millisec-
onds [10]. Hence, fast moving single points, through spatiotemporal modulation
[4], can be used to create the sensation of an entire shape being rendered at once.

Tactons [1], or tactile icons, have been used to communicate messages non-
visually to users through ultrasonic actuation [3] and have been used with imma-
terial [15] and virtual screens [14].

Previous work on identifiability of mid-air haptic shapes [13] found that users
are better at identifying shapes with a single focal point or shapes organized in
straight lines compared to circular shapes. However, there has been little research
into the range of parameters that can be used in ultrasound haptics to find out
what makes the most effective tactile cues. Therefore, we designed a study to
find out what parameters can make the stimuli more identifiable.

3 Methods

Sixteen voluntary participants (11 male), aged 20 to 42years (median age
29 years, SD 6.07) with normal sense of touch by their own report, took part
in the study. Seven of them had no previous experience using ultrasonic haptics
and the rest had experienced it once or multiple times.

3.1 Pattern Design

Preliminary testing indicated that stimuli using variation in duration and rhythm
resulted in more reliable identification of six different haptic stimuli than vari-
ations in shape. Pretesting also suggested that a 3 x 3cm stimulation area
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Table 1. Haptic stimuli parameters used in the experiment.

Stimulus id | Total duration (ms) | Pulse duration (ms) | Repetitions | Breaks (ms) | Shape
1 400 400 1 0 Square
2 1100 400 2 300 Square
3 1800 400 3 300, 300 Square
4 1100 1100 1 0 Circle
5 500 100 2 300 Square
6 900 100 3 300, 300 Square

PP e

Fig. 1. Rendered shapes and repetitions. In stimuli 1 to 4, the focal point movement can
be perceived, as shown by the arrow. Stimuli 5 and 6 use spatiotemporal modulation,
making the entire shape concurrently perceivable.
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provided stronger and clearer stimulus perception than larger areas and was
therefore selected for the experiment.

Based on above the following six stimuli were designed. Each stimulus con-
sisted of a rhythm formed by either one, two or three pulses, followed by a
300 ms break. Stimuli 1 to 3 had a 400 ms pulse duration, stimulus 4 had a sin-
gle long pulse, and stimuli 5 and 6 had short, 100 ms pulses. Stimuli 5 and 6 used
spatiotemporal modulation in which the focal point was rapidly and repeatedly
updated to create a sensation of a single tactile shape.

Stimulus 4 had a circular shape, while the other stimuli had a square shape. It
was also rendered in counterclockwise direction with the others rendered clock-
wise to see if the change in direction could be reliably noticed. Stimuli used in
this experiment are described in Table 1 and visualized in Fig. 1.

3.2 Procedure

The UltraHaptics UHEV1 ultrasonic transducer array with 256 40 kHz trans-
ducers was used (see Fig. 1) to deliver haptic feedback.

Participants were to rest the wrist of their dominant hand comfortably on
a foam pad with their palm facing down about 10cm above the centre of the
array. All participants used their right hand. They were instructed to keep their
hand in the same position throughout the experiment. Near their left hand they
had a keypad for input. No visual feedback was provided.

The experiment started with a written and verbal introduction and instruc-
tions, followed by a short training period, where the participants experienced
each stimulus in a specific order (1 to 6), and repeated four times. They were



256 A. Sand et al.

instructed to try to remember the order number. In the experiment, the same
stimuli were presented randomly, with each occurring three times (for a total 18
of stimuli). The participants wore headphones playing white noise to mask any
audible noise from the array.

After each stimulus, a 500 ms audio sample was played as a cue for action. The
participants were instructed to identify the stimulus by pressing a corresponding
numeric key on the keypad in front of them as fast and accurately as possible.

Response times from the onset of the audio cue to the key press, as well
as the key selected, were automatically logged in the database. Timing started
after the stimulus had ended so that the stimulus duration would not affect the
identification times. After an answer was given the experiment proceeded to the
next stimulus and continued until all the stimuli were presented.

After the identification task, the participants were given the same stimuli
again and they rated them on scales of valence (—4, unpleasant to 4, pleasant)
and arousal (—4, calming to 4, arousing). They also rated the functionality of the
stimuli as potential mobile phone notifications and incoming call notifications
using a scale from 0 = does not suit at all to 7 = suits very well. At the end
of the experiment, they were asked to freely describe their perceptions of the
stimuli to see if the change in shape or drawing direction were detected.

The identification times were analyzed using one-way repeated measures
analysis of variance (ANOVA). Bonferroni corrected t-tests at the .05 level were
used for pairwise post hoc comparisons of the 15 pairs. The number of incor-
rect identifications, the valence and arousal ratings, and the stimulus suitability
for mobile phone notifications ratings were first analyzed with Friedman tests
and Bonferroni corrected Wilcoxon Signed Ranks tests were used for post hoc
comparisons.

4 Results

One participant had trouble in sensing any of the stimuli. Therefore, this data
was removed from the data set.

The ANOVA for the identification times showed a statistically significant
effect of the haptic stimulus (F(5,75) = 5.824, p < 0.01). Post hoc tests showed
that identification times were statistically significantly different between stimuli
1 and 3 (MD = 949.193, p = 0.019), 3 and 5 (MD = 1235.229, p = 0.003), and
3 and 6 (MD = 551.813, p = 0.029). Comparing just the duration, stimuli 2 and
3 were on average 500 ms and 700 ms quicker to identify than stimuli 5 and 6
respectively (See Fig. 2).

The Friedman test for the number of incorrect identifications showed a sta-
tistically significant effect of the haptic stimulus X? = 18.673, p = 0.02. Post
hoc pairwise comparisons were not statistically significant.

Figure 2 shows the percentage of incorrect identifications made for each stim-
ulus. Accuracy rate across all stimuli was 66%.

Three participants were able to identify each stimulus without errors. Stim-
ulus 5 saw an 118% greater error rate compared with stimulus 2 and stimulus 6
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Fig. 2. Left: identification time distributions in ms from the start of the audio cue.
Right: percentage of incorrect identifications for each stimulus.

saw an 150% increase compared with stimulus 3,