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Preface

Knowledge of magnetism spans from Ancient Greece to present day. Current theories of 
magnetism bring to light new applications, new features, and new models.

Magnetism is the source of two phenomena in physics: electric current and spin 
magnetic moments of elementary particles. As such, much attention is paid to low-
dimensional structures. As the space dimension of a physical system decreases, magnetic 
ordering tends to vanish as fluctuations become quite significant. As known, there is no 
spontaneous magnetization in systems in one dimension at any nonzero temperature; for 
instance, the isotropic spin-s Heisenberg model, hard-core, and any system with finite 
range interactions. Nevertheless, the mean-field approximation constitutes an example 
of the state of magnetic ordering of a chain of spins with long-range microscopic 
interactions giving anomalous ferromagnetism cases in one dimension. Therefore, an 
accurate description of magnetic ordering phases illustrates concepts about the critical 
behavior and phase change and possible applications of new magnetic devices.

Following the Introductory chapter, four chapters cover topics related to recent advances 
in the modeling and application of magnetometers.

M. Hsini, S. Zemni, In Chapter 2 “Modeling the Magnetocaloric Effect of 
Nd0.67Ba0.33Mn0.98Fe0.02O3 by the Mean Field Theory,” M. Hsini and S. Zemni combine 
mean-field theory and the Bean–Rodbell model to justify the magnetocaloric effect 
(MCE) in a sample. They derive expressions to rating the magnetic entropy change 
under various magnetic fields and compare theoretical to experimental curves.

H. López Loera, In Chapter 3 “The Magnetometry—A Primary Tool in the Prospection 
of Underground Water,” H. López Loera presents a geophysical methodology that shows 
the potential of combining natural and induced methods to locate confined aquifers in 
zones with a high probability of locating groundwater in the Mexican Mesa Central.

In Chapter 4 “Atomic Scale Magnetic Sensing and Imaging Based on Diamond NV 
Centers,” M. Lee, J. Yoon, and D. Lee review the basic sensing mechanisms of the 
nitrogen-vacancy (NV) center and introduce imaging applications based on scanning 
magnetometry and wide field-of-view optics.

Finally, in Chapter 5 “SQUID Magnetometers, Josephson Junctions, Confinement and 
BCS Theory of Superconductivity,” N. Khaneja discusses some theoretical aspects of 
a SQUID magnetometer, as its sensitivity makes it possible to apply to biomagnetism, 
materials science, metrology, astronomy, and geophysics.

Sergio Curilef
Universidad Católica del Norte,

Antofagasta, Chile
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Chapter 1

Introductory Chapter: Statistical 
and Theoretical Considerations on 
Magnetism in Many-Body Systems
Sergio Curilef

1. Long-range interactions

The description of systems with long-range interactions is relevant to statistical 
physics because we find appealing properties that deserve to be studied in detail. In 
this line, some variations of the Ising model that involves not only first neighbors, 
but also distant neighbors are employed; for instance, the Hamiltonian Mean Field 
(HMF), and the recently introduced dipole-type Hamiltonian Mean Field (d-HMF) 
model. We emphasize that the Ising model is a recurrent tool to study magnetic 
properties and the statistical behaviors of many-body systems in the broadest 
context [1–5].

In concern about long-range interactions, there are various challenges to face; 
these are related to the dynamics, size of the systems, and the theoretical frame-
work to explain the behavior of systems, among others. In this type of system, we 
have typical consequences such as the loss of additivity and extensivity. The loss 
of additivity takes place for ensembles of interacting particles that cannot trivi-
ally separate into independent subsystems, which is explained by the presence of 
underlying interactions or correlation effects, whose characteristic lengths are 
comparable or more significant than the system linear size [6–8]. Additionally, the 
loss of extensivity frequently accompanies the loss of additivity [5, 9].

If we have a system composed of N spins that interact one to each other as a 
power law of inter-particle distance, the total energy of the system is E. The system 
divided into two subsystems, 1 and 2, both composed of N / 2 particles with energies 

1E  and 2E , respectively. If the spins in subsystem 1 are up, and those in the subsys-
tem 2 are down, the energies satisfy 1E = 2E . Since the sum of energies, +1 2E E  is not 
equal to the total energy E; the system is nonadditive. In general, < +1 2E E E . Besides, 
the extensivity ( /E N →constant) is another fundamental property to consider in 
this kind of analysis. The recent literature shows a way to recover this property 
through Kac’s prescription that has a standard thermodynamic structure because it 
preserves the Euler and Gibbs-Duhem relations. Therefore, this procedure allows us 
to recover the extensivity, while the loss of additivity remains because of the 
long-range interactions [5, 9].

At equilibrium, an analytical procedure leads to solving the problem for obtain-
ing the magnetization, the inverse temperature, the specific heat, in the canonical 
ensemble. Also, it is possible to get the microcanonical entropy. The caloric curve, 
ascertained using both, exactly coincides. At this stage, we emphasize that the 
solution to this system with long-range interactions becomes analytical, which 
solutions are not abundant in statistical physics. Nevertheless, out of equilibrium, 
we have data from simulations obtained from carrying out molecular dynamics. 
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The evolution of simulations permits us to observe several properties that are not 
possible to identify with any theoretical description. The interpretation comes from 
perceiving regularities in the dynamics of systems as HMF and d-HMF models.

2. Equilibrium

As generally noticed, at low energy, a phase of a single cluster of particles 
appears; at high energy, a homogeneous phase emerges.

For theoretical and numerical modeling, we consider a system of N identical, 
coupled, dipole-type particles with a mass equal to 1. The dynamics evolves in a 
periodic cell described by a one-dimensional, dipole-type HMF model (d-HMF) 
[9, 10] given by

 ( )λ θ θ θ θ
= ≠

 = + − − −∆ ∑ ∑2
,

1

1 cos 3cos cos ,
2 2

N N

i i j i j i j
i i j

H p
N  (1)

where the variable ip  is the momentum of the particle i, and θi  is its corre-
sponding angle of orientation (integer i ∈ [1,N] for the system size N). The param-
eter λ   stands for the coupling and ∆ ,i j suitably denotes the zero of the potential.

The equations of motion are derived by the following set:

 ( )ε θ θ−
= −2 sin cos ,

2i x i y ip M M  (2)

where the components of the magnetization vector are defined as

 ( ) ( )θ θ
≠

= ∑1, cos ,sin .
N

x y i i
i j

M M
N

 (3)

After deriving thermodynamic properties in both, the canonical and microca-
nonical ensembles, the caloric curves come from the following coincident result:

 
( )( )

β
ε λ

=
+ + ∆2

12 ,
/ 2m

 (4)

combined with the extremal solution

 ( )
( )
βλ
βλ

= 1

0

2
,

2
I m

m
I m

 (5)

where ( )…kI  is the kth-order modified Bessel function, β  is the inverse of 
temperature, ε  is the energy per particle; m  is the magnetization per particle. We 
analytically obtain the parameters that define the critical point, such as the critical 
inverse temperature βc = 1, critical internal energy εc = 3/2, and critical magnetiza-
tion cm = 0. The specific heat diverges with the temperature 1/ β −→ 1  and remains 
in a constant value for 1/ β > 1 , which corresponds to an ideal gas in one dimension. 
Therefore, systems with magnetic behavior are recently studied in [11, 12], giving 
an approach to the understanding of magnetic materials.

As said before, this system denotes an analytically solvable many-body problem. 
This type of solutions is not common in physics and particularly in statistical  
mechanics, especially regarding long-range interactions [9]. Baxter gives a 
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comprehensive overview in his book [13]. The spherical model is an additional solv-
able problem that includes long-range interactions.

3. Quasi-stationary states

The statistical mechanics thoroughly explains the equilibrium, which is the 
statistical state reached in the long-lasting evolution. Nevertheless, in intermediate 
intervals of the evolution time, the dynamics is abnormal, and the description is 
not complete. Therefore, there are at least two regimes in the evolution of systems 
with long-range interactions: the equilibrium and the quasi-stationary states 
(QSS). In the first case, we have the Boltzmann-Gibbs statistics to describe the state 
of the systems entirely. In the second, it is an open problem that possesses several 
theoretical attempts susceptible to improve them.

Generally speaking, when the modeling neglects all of the spatial structure 
of the system but considers long-range interactions, mean-field approximations 
should be good alternatives to consider. The d-HMF model is curious because it 
neglects the structure of systems and space interactions, and only keeps the part 
related to orientations, but shows axiomatic and pertinent properties.

To identify the QSS, we search for intervals where the thermodynamic values 
keep constant. Therefore, Figure 1(a) illustrates two plateaus in the behavior of 
magnetization per particle as a function of time, before equilibrium. A comple-
mentary perspective of the first QSS given in [10] considers the shape of the mean 
kinetic energy per particle, aiding us to obtain the power-law duration depicted in 
Figure 1(b) that characterizes the nature of QSS. States defined by the plateaus of 
mean kinetic energy per particle are lower than the canonical temperature, whose 
values only coincide in equilibrium [10].

Finally, this system constitutes an example of a non-symmetric HMF that 
shows a phase transition, the appearance of a spontaneous magnetic ordering. The 
symmetry is compared to the HMF model that remains invariant under a typical 
rotational transformation, which is not valid for the d-HMF model, but presents a 
second-order phase transition; therefore, a possible application found in the litera-
ture is the phase transition of non-symmetric spin glasses. Theoretical background 
for systems out of equilibrium is not unique and fundamental questions related 

Figure 1. 
The magnetization per particle is depicted as a function of the time in (a). In (b), the relaxation time τ, of the 
first QSS that goes to the second QSS, is depicted as a function of 1/N in log–log scale, whose power law of the 
duration of the first QSS in terms of the system size is obtained from the behavior of the kinetic energy.
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to this issue are still open; a possible description based on a family of solutions of 
Vlasov equation is in progress [14].

The understanding of these thermodynamic properties can be fundamental 
in future demands as the manufacturing of magnetic instruments, sensors, and 
magnetometers.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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to this issue are still open; a possible description based on a family of solutions of 
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The understanding of these thermodynamic properties can be fundamental 
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Chapter 2

Modeling the Magnetocaloric
Effect of Nd0.67Ba0.33Mn0.98
Fe0.02O3 by the Mean Field Theory
Mohamed Hsini and Sadok Zemni

Abstract

In this paper, we have exploited the mean field theory combined with
the Bean-Rodbell model to justify the magnetocaloric effect (MCE) in
Nd0.67Ba0.33Mn0.98Fe0.02O3 sample. The simulation of some magnetic properties has
been investigated. Modeling magnetization curves have been successfully achieved
using this model. The second-order ferromagnetic-paramagnetic (FM-PM) phase
transition of our system has been verified through the value of the parameter which
controls the transition nature in the Bean-Rodbell model. Theoretical and experi-
mental expressions, which have rated the magnetic entropy change (�ΔSM) under
various magnetic fields, have been derived. Theoretical (�ΔSM) curves have been
compared to the experimental ones.

Keywords: mean field theory, Bean-Rodbell, magnetocaloric effect, magnetization,
magnetic entropy change

1. Introduction

In recent years, magnetic materials exhibiting high magnetocaloric effect (MCE)
have been extensively studied experimentally and theoretically because of their
intensive necessity in magnetic refrigeration (MR) [1–3]. This recent cooling tech-
nology, which is expected to replace traditional expansion/compression gas refrig-
eration technology, has many particular interests because of its significant
economic benefits [4–6]. The magnetic entropy change (�ΔSM) is interestingly
important for rating the refrigerant properties [7, 8]. Thus, numerous materials
exhibiting high MCE have been widely developed in the last decades for exploita-
tion as promising materials in MR technology [9–14].

The mean field model [15, 16] is an efficient tool in the study of magnetic
materials [17]. Currently, Amaral et al. have signaled a scaling method based on this
model [18].

According to the work of Amaral et al., we have reported, in this paper, our
studies on the magnetocaloric properties of the Nd0.67Ba0.33Mn0.98Fe0.02O3 sample
which exhibits a second-order ferromagnetic-paramagnetic (FM-PM) phase
transition [19], by scaling the experimental magnetization. We have showed, in this
work, how the mean field theory may adequately model the magnetic and the
magnetocaloric properties of this magnetic system, which may be applicant in MR
technology.
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The scaling method based on the mean field model leads us to estimate directly
the saturation magnetization M0ð Þ, the exchange parameter λð Þ, the total angular
momentum Jð Þ, and the Lande factor gð Þ of our sample. These parameters are
necessary for simulating magnetization isotherms, M H;Tð Þ, which are used for the
calculation of the magnetic entropy change (�ΔSM) of Nd0.67Ba0.33Mn0.98Fe0.02O3

material. In addition, the second-order phase transition FM-PM of this sample is
confirmed by analyzing the Bean-Rodbell model [20, 21].

2. Theoretical and experimental study

2.1 Brief overview of the experimental study

In this section, we have summarized the primary results of the structural and
magnetic analysis of the manganite sample Nd0.67Ba0.33Mn0.98Fe0.02O3 reported in
our precedent work [19].

This compound has been prepared by the solid-state ceramic method at 1400°C
in a polycrystalline powder form. Rietveld structural analysis has showed a good
crystallization of the sample which presents a pseudo-cubic structure of ortho-
rhombic Imma distortion, with unit cell parameters a = 0.54917 (1), b = 0.77602 (1),
c = 0.551955 (4) nm, and unit cell volume V = 0.235228 (3) nm3. Scanning electron
microscope (SEM) analysis has indicated that the sample presented a homogeneous
morphology which consists of well-formed crystal grains. The SEM analysis coupled
with the EDX has confirmed that the chemical composition of the sample is close to
that nominal reported by the above chemical formula (19).

The evolution of the magnetization as a function of temperature, under a 0.05 T
magnetic applied field in FC and ZFC modes, is depicted in Figure 1. This figure
shows a FM-PM transition at a Curie temperature which has been estimated in the
inset by determining the minimum value of the derivative magnetization versus
temperature in ZFC mode at 0.05 T applied field TC ¼ 131 Kð Þ. However, Figure 1
shows a non-negligible monotonic decrease of the magnetization between 10 and
100 K. This indicates a canted spin state between the Nd3þ and the (Mn3þ, Mn4þ)
spin sub-lattices, with canted angle, θ, assumed to be between 0° (ferromagnetic
coupling) and 180°(antiferromagnetic coupling).

Figure 1.
M versus T in 0.05 T applied magnetic field for the Nd0.67Ba0.33Mn0.98Fe0.02O3 versus T in FC and ZFC
modes. The inset is dM

dT versus T for ZFC mode.
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Figure 2 shows the variation of the magnetization as a function of the varied
magnetic field up to 10 T, at very low temperature (10 K), for the undoped com-
pound Nd0.67Ba0.33MnO3 and for the doped compound Nd0.67Ba0.33Mn0.98Fe0.02O3.

It is apparent in this figure that in spite of the intense magnetic applied field
(10 T), the magnetization does not attain saturation. This is due to the presence of
the magnetic moments of Nd3þ( Xe½ � 4f3Þ which have three electrons in the 4f
orbital. Effectively, a comparison between magnetization of the two compounds
Nd0.67Ba0.33MnO3 [19] and La0.67Ba0.33MnO3 [22] are depicted in Figure 3. This
figure shows obviously that the lanthanum compound rapidly reaches saturation
even under low applied magnetic field. This is because of the non-contribution of
the La3+ ion ( Xe½ �Þ in magnetism which has no electrons in 4f orbital. Figure 2
also indicates that a 2% iron doping proportion in Nd0.67Ba0.33Mn0.98Fe0.02O3

decreases the magnetization by 0.12μB (3.94 μB for Nd0.67Ba0.33MnO3, whereas
Nd0.67Ba0.33Mn0.98Fe0.02O3 presents 3.82 μB) under a 10 T applied magnetic field of,
in a good agreement with an antiferromagnetic coupling betweenMn3þ and Fe3þ spin
sub-lattices as demonstrated by the Mössbauer spectroscopy studies [23, 24]. As
knowing, the orbital momentum is quenched by the crystal field in the octahedral site
of manganite for transition elements, so only the spin of Fe3þ ([Ar]3d5) contributes to

Figure 2.
Comparison of M versus H at T ¼ 10 K for Nd0.67Ba0.33MnO3 and Nd0.67Ba0.33Mn0.98Fe0.02O3 samples.

Figure 3.
Comparison of M versus H at T ¼ 10 K La0.67Ba0.33MnO3 and Nd0.67Ba0.33MnO3 for samples.
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the magnetization; therefore, we have found that the experimental value (0.12μB) is
very near to that calculated MFe3þ ¼ gSμB ¼ 0:02� 2� 5=2 μB ¼ 0:1μBð ).

2.2 Theoretical calculation

The magnetic moments of a ferromagnetic material, made under external mag-
netic field Hð Þ, tend to align in the H direction. The increase of parallel magnetic
moments then leads to rising magnetization. Magnetization values could be rated by
the Weiss mean field theory [15, 16, 18].

In fact, Weiss has enunciated that in a ferromagnetic, an exchange interaction
between magnetic moments could be created, at least in a magnetic domain, where
the magnetic moments could be ordered in a same direction. This interaction may
be considered as an average over all interactions between a given magnetic moment
and the other N magnetic moments of the Weiss domain. This internal interaction
contributes to an exchange field or a Weiss mean field:

H
!

W ¼ H
!

exch ¼ λ M
!

(1)

where λ is the exchange parameter and M is the magnetization of the ferromag-
net, given by

M ¼ M0BJ xð Þ (2)

where

M0 ¼ NJgμB (3)

is the saturation magnetization,

BJ xð Þ ¼ 2Jþ 1
2J

coth
2Jþ 1
2J

x
� �

� 1
2J

coth
x
2J

� �
(4)

is the Brillouin function, and

x ¼ JgμB
kB

HþHexch

T

� �
(5)

where kB is the Boltzmann constant, μB is the Bohr magnetron, N is the number
of spins, and T is the temperature.

Eq. (2) can be written as a function of HþHexch
T

� �
as follows:

M H;Tð Þ ¼ f
HþHexch

T

� �
¼ M0

2Jþ 1
2J

coth
2Jþ 1
2J

JgμB
kB

HþHexch

T

� �� ��

� 1
2J
coth

1
2J
JgμB
kB

HþHexch

T

� �� �� (6)

Applying the reciprocal function f�1 of f, we can obtain the relations:

H
T
¼ f�1 Mð Þ �Hexch

T
;H ¼ Tf�1 Mð Þ � λM: (7)

The magnetic entropy change can be expressed by the Maxwell relations [6, 25]:
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∂S
∂H

� �

T
¼ ∂M

∂T

� �

H
(8a)

∂S
∂M

� �

T
¼� ∂H

∂T

� �

M
(8b)

Using experimental isotherm magnetization data, measured at discreet values of
both applied magnetic field and temperatures, and Eq. (8a), the magnetic entropy
change can be approximated as

ΔSM T;ΔHð Þ ¼
ðH2

H1

∂M
∂T

� �

H
dH≈ ∑

n

Mnþ1 �Mnð ÞH
Tnþ1 � Tn

ΔHn (9a)

Eqs. (7) and (8b) allow us to determine the theoretical estimation of the mag-
netic entropy change:

ΔSM Tð ÞH1!H2
¼ �

ðMjH2

MjH1

f�1 Mð Þ � ∂Hexch

∂T

� �

M

� �
dM (9b)

To study the nature of the magnetic transition, we have called the Bean-Rodbell
model to our magnetization data. As reported earlier [26–28], system exhibiting
first- or second-order phase transitions have been interpreted using this model [29].
It considers that exchange interactions adequately depend on the interatomic
distances; the Curie temperature TC is expressed as follows:

TC ¼ T0 1þ βωð Þ (10)

where ω ¼ v�v0
v0

, v is the volume, v0 presents the volume with no exchange
interaction, and T0 is the transition temperature if magnetic interactions are taking
into account with no magneto-volume effects. β is the slope of the critical temper-
ature curve on volume. The Gibbs free energy, for a ferromagnetic system, is given
in Ref. [30] with the compressibility K, the magnetic entropy S, and the reduced
magnetization σ xð Þ ¼ BJ xð Þ as

G ¼ � 3
2

J
Jþ 1

� �
NkBTCσ2 �HgJμBNσþ 1

2K
ω2 � TS (11)

The above free energy minimizes dG
dω ¼ 0
� �

at

ω ¼ 3
2

J
Jþ 1

� �
NkBKTCσ2 (12)

Substituting Eq. (12) into Eq. (11) and minimizing G with respect to σ,
according to the work of Zach et al. [29] and Tishin and Spichkin [6], we can obtain
the magnetic state equation:

σ Yð Þ ¼ BJ Yð Þ (13)

with

Y ¼ 1
T

3T0
J

Jþ 1

� �
σþ gJμB

kB
Hþ 9

5
2Jþ 1ð Þ4 � 1

2 Jþ 1ð Þ½ �4 T0ησ3
" #

(14)
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where the parameter η checks the order of the magnetic phase transitions. For
η. 1, the transition is assumed to be first order. For η, 1, the second-order mag-
netic phase transition takes place.

After combining Eq. (2) and Eq. (13), we have got two interesting equations,
M xð Þ ¼ M0BJ xð Þ (giving simulated M versus H) and M Yð Þ ¼ M0BJ Yð Þ (giving sim-
ulated M versus T).

On the other hand, for weak values of x, the magnetization may be written as

M ¼ M0gμB
H
kT

Jþ 1
3

þ λM0gμB
1
kT

Jþ 1
3

M ¼ χH (15)

The resolution of Eq. (15) gives easily the Curie-Weiss magnetic susceptibility:

χ ¼ NJ Jþ 1ð Þg2 μ2B
3kB

T� λNJ Jþ 1ð Þg2 μ2B
3kB

¼ C
T� Tc

(16)

where Tc ¼ λC is the Curie temperature and C is the Weiss constant.
To determine accurately the exchange constant, we use the famous law of inter-

action between two magnetic atoms with spins S1
!

et S2
!

by the Hamiltonian [12]:

H ¼ �2JS
!
1 S
!
2 (17)

given by Heisenberg, where J is the exchange constant.
If we consider an individual atom i with its magnetic moment μ!i in a ferromag-

netic system. This moment interacts with the external applied magnetic field H
!
and

with the exchange field H
!

exch. The total interaction energy is given as

Ei ¼ �μ!i H
! þH

!
exch

� �
(18)

From the Heisenberg model’s viewpoint, the energy Ei of a ferromagnetic system
is the sum of interaction energy of a given moment, μ!, with the external field and
that with all near neighbors to atom i. Let us consider that each atom has z near
neighbors which can interact with spin i with the same force, i.e., that exchange
parameter has the same value for all z neighbors. Then, the energy Ei may be
written as

Ei ¼ �μ!i H
! � ∑

Z

k¼1
2JS

!
i S
!
k (19)

where the index k runs over all z neighbors of the atom i.
It is practical to express the Heisenberg energy in Eq. 17 in terms of the atomic

moments μ! rather than in terms of spins S
!
. It can be easily done if we consider that

the relation between the spin and the atomic magnetic moment is μ!¼ �gμB S
!
. So,

Eq. (19) would be rewritten as

Ei ¼ �μ!i H
! þ 2J

gμBð Þ2 ∑
z

k¼1
μ!k

 !
(20)

In fact, the two expressions of the energy Ei, in Eq. (18) and Eq. (20), are not

similar. However, the sum term in Eq. (20) is not the same as H
!

exch because it is the
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interaction made by the individual spin i. But, H
!

exch in the spirit of the Weiss theory
presents the average of all interaction terms in the total system. As a result, we
should carry out such averaging over all N atoms:

H
!

exch ¼ 2J

gμBð Þ2 ∑
z

k¼1
μ!k

* +
¼ 2J

gμBð Þ2
1
N

∑
N

i
∑
Z

k¼1
μ!i,k

� �
(21)

By summing on k, we could obtain

H
!

exch ¼ 2J

gμBð Þ2
1
N
z ∑

N

i
μ!i

� �
¼ 2J

gμBð Þ2
1
N
z M

!
,

(then,)

Ei ¼ �μ!i H
! þ 2Jz

gμBð Þ2N M
!

 !
(22)

Eq. (21) contains a term proportional to the magnetization, in perfect agreement
with Weiss’ postulate. We can write now

H
!

exch ¼ 2Jz

gμBð Þ2N M
!

(23)

from which we immediately obtain the formula for Weiss’ “effective field
constant”:

λ ¼ 2Jz

gμBð Þ2N (24)

Comparing this equation with Eq. (16), i.e., the phenomenological expression
for λ, we obtain the solution for the critical temperature:

Tc ¼ λC ¼ 2Jz

gμBð Þ2N
NJ Jþ 1ð Þg2μB2

3kB
(25)

Therefore

J ¼ 3kBTc

2zJ Jþ 1ð Þ (26)

2.3 Mean field theory application

We begin by the determination of J, g, λ, and M0 parameters, which are crucial
for magnetocaloric effect simulation of Nd0.67Ba0.33Mn0.98Fe0.02O3.

• Total angular momentum Jð Þ determination

To determine the total angular momentum Jð Þ, we must quantify the canted spin
angle, θ, between Nd3þand (Mn3þ, Mn4þ) spin sub-arrays, using the difference
between magnetizations of Nd0.67Ba0.33MnO3 [19] and La0.67Ba0.33MnO3 [22] sam-
ples at 10 T 0:33μBð Þ as shown in Figure 3. By writing the contribution of Nd3þ

magnetic moment network (spin-orbit coupling) under the form
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interaction made by the individual spin i. But, H
!

exch in the spirit of the Weiss theory
presents the average of all interaction terms in the total system. As a result, we
should carry out such averaging over all N atoms:

H
!

exch ¼ 2J

gμBð Þ2 ∑
z

k¼1
μ!k

* +
¼ 2J

gμBð Þ2
1
N

∑
N

i
∑
Z

k¼1
μ!i,k

� �
(21)

By summing on k, we could obtain

H
!

exch ¼ 2J

gμBð Þ2
1
N
z ∑

N

i
μ!i

� �
¼ 2J

gμBð Þ2
1
N
z M

!
,

(then,)

Ei ¼ �μ!i H
! þ 2Jz

gμBð Þ2N M
!

 !
(22)
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MNd3þ ¼ 0, 67 JNd3þgNd3þμB cos θ ¼ 0:33μB, where JNd3þ ¼ 4:5 and gNd3þ ¼ 0:727 are,
respectively, the values of angular momentum and gyromagnetic factor for free ion
Nd3þ as indicated in Ref. [16]. Therefore, we deduce.

cos θ ¼ 0, 33
0:67J Nd3þ

� �
g Nd3þ
� � ¼ 0:33

0:67 � 4:5� 0:727
¼ 0:15, so, θ ¼ 81:34°:

Using the Hund’s rule for 4f orbital less than half full and the values of L and S
indicated in Ref. [16] for Nd3þ, we obtain the value of the angular momentum of
Nd3+ ion incorporated in Nd0.67Ba0.33Mn0.98Fe0.02O3 sample:

J Nd3þ
� � ¼ 0:67 � L� S� cos θj j ¼ 0:67 � 6� 3

2
� 0:15

����
���� ¼ 3:869

As a result, the total angular momentum for Nd0.67Ba0.33Mn0.98Fe0.02O3 sample is

J ¼ J Nd3þ
� �þ S Mn3þ� �þ S Mn4þ� �� S Fe3þ

� �

¼ 3:869þ 0:65� 2þ 0:33� 1:5� 0:02� 2:5 ¼ 5:614:

• Gyromagnetic factor (g) determination:

g Nd3þ� � ¼ 1þ J Jþ 1ð Þ þ Scosθ Scosθþ 1ð Þ � L Lþ 1ð Þ
2J Jþ 1ð Þ ¼ 1þ 5:754� 6:754þ 0:246� 1:246� 6� 7

2� 5:754� 6:754
¼ 0:96:

for all the sample g ¼ 0:67 � 0:96þ 0:65� 2þ 0:33� 2þ 0:02� 2 ¼ 2:6432.
Figure 4 shows the evolution of M versus H at different T near TC for the

Nd0.67Ba0.33Mn0.98Fe0.02O3 compound. The isothermal M H;Tð Þ curves show a
dependency between M and H at different T. Above TC, a drastic decrease of
M H;Tð Þ is observed with an almost linear behavior indicating a paramagnetic
behavior. Below TC, the curves show a nonlinear behavior with a sharp increase for

Figure 4.
Isotherm magnetization M as a function of magnetic field H, measured for different temperatures with a step of
3 K for Nd0.67Ba0.33Mn0.98Fe0.02O3 sample.
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low field values and a tendency to saturation, as field increases, reflecting a ferro-
magnetic behavior. Using Figure 4, we could plot the evolution of H

T versus 1
T taken

at constant values of magnetization M (5 emu.g�1 step) from 180 to 80 K in
Figure 5. A linear behavior of the isomagnetic curves, which are progressively
shifted into higher 1

T values, could be observed. So, the linear relationship between H
T

and 1
T is preserved. To find the value of the parameter λ, it is necessary to study

Hexch induced by magnetization change. Linear fits are then kept at each
isomagnetics line. Using Eq. (6), the slope of each isomagnetics line could give the
suitable Hexch value. In Figure 6, we have plotted Hexch vs. M for the
Nd0.67Ba0.33Mn0.98Fe0.02O3 compound. For all materials, in the PM or antiferro-
magnetic domain, we can always expand increasing H in powers of M or M in
powers of H. In this approach, we will stop at the third order, and considering that
the M is an odd function of H [24, 31], we can write

Hexch ¼ λ1Mþ λ3M3 (27)

Then, these points in Figure 6 (Hexch versus M) should be included for the fit by
Eq. (27).

However, a very small dependence on M3 (λ3 ¼ �0:00006 T:emu�1:gð Þ3) is
noted for this second-order transition system. So, we can assume that Hexch ≈ λM,

Figure 5.
H
T versus 1

T curves with constant values of magnetization per curve for Nd0.67Ba0.33Mn0.98Fe0.02O3 sample.

Figure 6.
Exchange field versus magnetization for Nd0.67Ba0.33Mn0.98Fe0.02O3 sample, with the function λ1Mþ λ3M3

fit.
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with λ ¼ λ1 ¼ 0:40243 T:emu�1:g. Next, the building of the scaling plot M versus
HþHexch

T is depicted in Figure 7 with black symbols. It is clear from this figure that all
these curves converge into one curve which can be adjusted by Eq. (6) using
MATLAB software to determine M0, J, and g. We have found a good agreement
between adjusted and theoretical parameters given in Table 1.

The agreement between fitted and theoretical values affirms the coupling
between spins indicated above.

From the formula λ ¼ 3kBTC
NJ Jþ1ð Þg2μB2 and M0 ¼ NJgμB and there adjusted values, we

can estimate the value of the spin number N:

N ¼ 3kBTC

λJ Jþ 1ð Þg2μB2
¼ 3� 1, 30807 � 131:10�23

0,4024� 5; 603� 5; 603þ 1ð Þ � 2;4982 � 9; 274:10�24� �2 ≈ 6:1023 að Þ

N ¼ M0

JgμB
¼ 83; 592

5:603� 2, 6432� 9; 274:10�24 ≈ 6:1023 bð Þ

8>><
>>:

The two equalities, að Þ and bð Þ, practically give the same spin number N witch
verifying the validity of the mean field theory. In addition, the value of N is near to
Avogadro number NA. This implies that we can assume that molecule may be
present in a same value of spin so an important order domain and the nonmagnetic
molecules (impurities are very limited).

After injecting adjusted parameters λ, J, g, and M0 in Eq. (6), we can get
simulated M versus H curves (red lines), which are plotted with the experimental

Figure 7.
Scaled data in magnetization versus HþHexch

T and Brillouin function fit for Nd0.67Ba0.33Mn0.98Fe0.02O3 sample.

Parameters J g M0 (emu.g�1)

Theoretical values 5.614 2.643 —

Adjusted values 5.603 2.686 83.59

Table 1.
Theoretical and adjusted parameters of Nd0.67Ba0.33Mn0.98Fe0.02O3 sample.
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ones (black symbols) in Figure 8. This figure shows a good agreement between
theoretical an experimental results. This illustrates the validity of the mean field to
model the magnetization. On the other hand, Figure 9 shows that simulated M
versus T curves (red line) under various H are correlated with experimental ones

Figure 8.
Experimental M versus H (black symbols) of Nd0.67Ba0.33Mn0.98Fe0.02O3 sample and the interpolation using
the mean field method (red lines).

Figure 9.
Experimental magnetization versus T (black symbols) of Nd0.67Ba0.33Mn0.98Fe0.02O3 sample and the
interpolation using the Bean-Rodbell model (red lines).
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(black symbols) when η ¼ 0:32 and T0 ¼ 131 K. Thus, the second-order phase
transition of this compound is reconfirmed with the η parameter value (η, 1).

Figure 10 shows simulated �ΔSM versus T curves (red lines) using Eq. (9b) and
the experimental ones (black symbols) using the Maxwell relation from in Eq. (9a).
As seen in this figure and taking account into the initial considering of H and M as
an internal and external variable in Eq. (8a) and vice versa in Eq. (8b), �ΔSM
estimated in these two considerations is little different. This aspect has been
reported in the work of Amaral et al. [18]. From Figure 10, we can estimate the full
width at half maximum δTFWHM, the maximummagnetic entropy change�ΔSMmax,
and the relative cooling power RCPð ) which is the product of �ΔSMmax and
δTFWHM. These magnetocaloric properties are listed in Table 2.

As shown in Table 2, a rising of �ΔSMmax obtained by using the mean field
model could be noted. For example, it exceeds the one determined by using the
classical Maxwell relation by 1.5 J.Kg�1.K�1 under 5 T applied field. Although
δTFWHM determined by this method seems less, RCP values are more higher than
those obtained from the Maxwell relation. As a result, the mean field model could
amplify RCP. This novel method has so better performance than the classical Max-
well relation.

Considering the number of magnetic near neighbors ions, z, in our material and
its critical temperature, the relation J ¼ 3kBTc

2zJ Jþ1ð Þ (Eq. (26)) allows us to find the
Heisenberg exchange constant J. In the perovskite structure of
Nd0.67Ba0.33Mn0.98Fe0.02O3 compound, the Mn ion placed at the center of the
pseudo-cubic cell has four near neighbors Nd distant from a

ffiffi
3

p
2 and six near

Figure 10.
Experimental and theoretical magnetic entropy change �ΔSM versus T of Nd0.67Ba0.33Mn0.98Fe0.02O3 sample
as a function of temperature upon different magnetic field intervals (ΔH).

Method H (T) 1 2 3 4 5

Maxwell relation δTFWHM (k) 47.54 54.34 56.98 59.15 63.01

�ΔSMmax(J.Kg�1.K�1) 0.85 1.53 2.12 2.62 3.04

RCP(J.Kg�1) 40.41 83.14 120.80 154.97 191.55

Mean field theory δTFWHM (k) 27.28 33.31 39.83 41.51 44.18

�ΔSMmax(J.Kg�1.K�1) 1.65 2.59 3.32 3.98 4.54

RCP(J.Kg�1) 45.01 86.27 132.24 165.2 200.58

Table 2.
Comparative between δTFWHM, �ΔSMmax, and RCP calculated graphically using Maxwell relation and mean
field theory.

22

Magnetometers - Fundamentals and Applications of Magnetism

neighbors Mn distant from a and similarly for Nd. The interaction is established
between Mn-Mn and Mn-Nd or Nd-Nd and Nd-Mn.

By averaging these interactions, the relationship (19) should be written as

J ¼ 3kBTc

2
� 1

zMnS Sþ1ð ÞþzMn�NdJMn�Nd JMn�Ndþ1ð ÞþzNdJ Jþ1ð Þ
3

j k

where zMn�Mn ¼ 6, zMn�Nd ¼ 4, and zNd�Nd ¼ 6

S Mn;Feð Þ ¼ S Mn3þ� �þ S Mn4þ� �� S Fe3þ
� �

¼ 0:65� 2þ 0:33� 1, 5� 0,02� 2:5 ¼ 1:3þ 0:495� 0:05 ¼ 1:745;

JNd ¼ 3:855; JMn�Nd ¼ 5:66. So, J ¼ 3�1:3807�10�23�131
2 � 1

6�1:745�2:745þ4�5:6�6:6þ6�3:855�4:855
3

h i

¼ 2:8175� 10�23 joules for magnetic ion in our sample. This value explains the
strength interaction between spins. Moreover, it is a crucial parameter used in the
simulation with the Monte Carlo method.

3. Conclusion

In this work, we have analyzed the mean field scaling method for the
Nd0.67Ba0.33Mn0.98Fe0.02O3 sample. The perspicacity saved from the usefulness of
this method for a magnetic system could be of large interest. In a simple reason, we
can consider that if this scaling method does not follow the mean field behavior,
other methods need to be convinced in the interpretation of the system’s magnetic
behavior. The mean field scaling method allows us to estimate the exchange
parameter λ, the total angular momentum Jð Þ, the gyromagnetic factor g, the num-
ber of spins N of our sample, the saturation magnetization M0, and the Heisenberg
exchange constant J. Some of these factors are useful in estimating some magnetic
properties. The mean field and the Bean-Rodbell models allow to follow the evolu-
tion of generated magnetization curves as function as the applied field and the
temperature. A good agreement between theoretical and experimental magnetiza-
tions has been noted. The dependence of the entropy change on temperature under
various applied fields has been experimentally and theoretically derived. An
acceptable agreement between theoretical and experimental results is observed.
However, the performance of RCP has been granted by the mean field model. Also,
intervention of the Bean-Rodbell model confirms the second-order magnetic tran-
sition of our sample. Because this type of transition is needed for evaluating the
MCE, a significant theoretical description of magnetic and magnetocaloric proper-
ties of the Nd0.67Ba0.33Mn0.98Fe0.02O3 sample should be taking into account and
should be accordable with other models.
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Chapter 3

The Magnetometry—A Primary 
Tool in the Prospection of 
Underground Water
Héctor López Loera

Abstract

One of the most important problems in arid and semi-arid zones in the Mexican 
Mesa Central is the one related to the exploration and exploitation of groundwater. 
It is found at depths over 200 m, and movement is primarily through fractures. This 
work presents a geophysical methodology, which shows the potential of combining 
natural and induced methods to locate confined aquifers in fault zones. The study 
begins by interpreting the aeromagnetic survey, mainly by searching alignments 
associated with low magnetic anomalies, which are correlated with faults zones, 
and/or fractures and/or geologic contacts where ferromagnetic minerals have 
undergone oxidation due to their association with recharged zones. These aero-
magnetic alignments are confirmed on land by a ground magnetic survey. Based 
on these interpretations, electrical methods include sections and vertical electrical 
sounding are used to verify if the zones are correlated to the underground moisture. 
If both permeability and moisture are met together, then they considered as zones 
with a high probability of locating ground water in the Mexican Mesa Central.

Keywords: fractured-media aquifers, geophysical methods, aeromagnetics, semi-arid 
áreas, Mexican Mesa Central, San Luis Potosi

1. Introduction

Localization of ground water is a national and global issue at the priority basis. 
The fragility of water for various uses is a serious problem, which can be resolved by 
geological and Vertical Electric Soundings (VES) studies [1–3]. The problem arises 
when the geological information is not enough and accurate in the location of wells, 
resulting into dry wells. This problem is mostly frequent in volcanic areas, where 
the areas covered by alluvial material do not allow to observe the possible structures 
that contain underground water. In this study, we present a methodology for the 
location of this resource in arid volcanic zones, especially in the Central Mesa of 
Mexico. The methodology is based on a basic knowledge of Geology, the study of 
the magnetic field (air and ground) and the application of the electrical resistivity 
method, in two modalities, that is, sections and SEV [2].

The methodology was applied to solve serious water problem in the rural popu-
lation of La Dulcita town, Municipality of Villa de Ramos, which is located at the 
Northwest of the capital of San Luis Potosí and state of Zacatecas (Figure 1). The 
population of La Dulcita in 2005 was reported with 750 inhabitants [4] and their 
water was supplied by a single well located at 5 km South of La Dulcita town, with 
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its capacity measured less than 1 L/s, which was not sufficient for the entire popula-
tion. In addition, the State Water Commission (CEA, for its acronym in Spanish), 
State of San Luis Potosí, had drilled three wells and all of them were dry.

The rocks that form the aquifers are characterized by their physical properties 
such as porosity, permeability and water content [5, 6]. The present methodology 
allows locating the zones and the degree of fracture and measure if these can be 
associated to moisture from the surface.

2. Study area

The Geology of the study area is represented mainly by the alluvial deposits 
approximately to the south of the La Dulcita, an outcrop of basaltic rocks exist in 
this area, whose height is approximately 15 m from the ground level (Figure 2). 
In the East, there are outcrops of the Caracol Formation, of the Upper Cretaceous 
[7] forming hills that protrude from the plains (Figure 3). It consists of shales of a 
greenish color, sometimes very dark gray. In the area of the Villa de Ramos, there is 
a large granite extension, which has almost a North-South course and constitutes a 
tectonic pillar that presents mineralization in some areas. In addition, also towards 
the North of Villa de Ramos, there are outcrops of marine sedimentary rocks [7].

La Dulcita area is located in a tectonic pit where the base must be represented by 
marine sedimentary rocks and probably basaltic lava flows.

3. Methodology

3.1 Geological survey

First, a compilation of the existing geological information that already exists 
of the State of San Luis Potosí that was published by the Institute of Geology, 
Autonomous University of San Luis Potosi and the Mexican Geological Service is 
performed. Once the existing information has been compiled, a geological survey 

Figure 1. 
Satellite image of study area, that is, La Dulcita, villa de Ramos, state of San Luis Potosí, Mexico.
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of the study area is carried out to locate the geological units that can exist in the 
area under the study and a digital elevation model formed (Figure 3). In addition, 
Figure 4 indicates a geological map of the study area and an idealized diagrammatic 
model where the main structures and existing geological units are indicated.

3.2 Geophysical study

The geophysical study is comprised of several stages; first, the aeromagnetic 
information of study area is analyzed. This is done by applying a series of mathemat-
ical algorithms (filters) to the aeromagnetic data, which allow highlighting certain 

Figure 2. 
Geological map of the Villa de Ramos area modified after Labarthe and Aguillón [7].

Figure 3. 
Elevation digital model where La Dulcita (1) Villa de Ramos (2) and the H2O well (3) are located, San Luis 
Potosí, Mexico.
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characteristics and dismiss others on the study area. The filters applied are known 
as International Geomagnetic Reference Field (IGRF) [8], which is calculated every 
5 years and the immediate inferior should be applied to the date of the aerial survey 
(e.g., the aeromagnetic flight of our study area was carried out in 1995, the IGRF 
must be subtracted is that of 1990) [9]. To obtain the intensity values of the total 
magnetic field (TMF), which are obtained when flying, the contribution of the main 
dipole is subtracted, which exists in the terrestrial nucleus, thus obtaining the values 
of the residual magnetic field [RMF, Eq.( 1)].

  TMF − IGRF = RMF  (1)

Since the magnetic field is a vector (defined by magnitude and direction), the mag-
netic anomalies in these latitudes are displaced from the sources that produce them. 
Therefore, this is the reason why other mathematical algorithms must be applied for 
a filter, which simulates our study area, where the magnetic inclination is 90° and the 
declination is 0°. This algorithm named Baranov and Naudy [10] is better known as 
reduction to the magnetic pole field (RMPF) and assures us theoretically that mag-
netic anomalies will be located in the sources that produce them. The data matrix, thus 
generated, is the basis for the application of other filters or mathematical algorithms.

In arid volcanic areas, one of the opportunities to locate groundwater is in the 
confined aquifers on faults. A filter is a mathematical tool to guide us, if we want 
to know the fracture, faults or the contacts zones in the geological units a filter that 
provides us with guidance is the Henderson and Zietz [11]. This filter is known 
as vertical derivatives of first or second degree, because it is going to indicate the 
areas of high gradients which are normally associated with the geological structures 
mentioned above. Another filter that has been applied to aeromagnetic information 
is the Henderson [12] that allows us to change the plane of observation, when we 
rise, the high frequencies tend to attenuate and highlight the low frequencies, which 
are associated with the geological structure of the subsoil. This filter is known as the 
magnetic field upward continuation.

It is possible to interpret the location of the superficial and deep permeability zones 
with the analysis of the magnetic contour maps through each of these filters [13, 14].

The next step of the methodology, after the aeromagnetic information has been 
analyzed, is to perform a land magnetometry survey in the areas that have pre-
sented some possibility of being associated with fracturing and/or faulting and/or 
geological contacts [15, 16]. This stage is called anomaly verification.

Figure 4. 
Geological block of the La Dulcita-villa de Ramos area, San Luis Potosí, Mexico.
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The orientation of the land magnetic profiles should be as far as possible perpen-
dicular to the structure that is inferred. The processing and analysis of the ground 
magnetic information is similar to the one made to the aeromagnetic data, a RMF 
is obtained from the TMF, later RMPF is generated and to this field, the filters of 
derivatives and upward continuation are applied.

The magnetic information analysis is up to a one-point simple. This method is 
based on the fact that the whole Earth behaves like a large magnet that would be in 
the center of it [17, 18]. For a specific area, it is considered that the magnetic field 
strength (H) is the same, and that the value of the magnetic intensity will be a func-
tion of the magnetic susceptibility of the rocks [k; Eq. (2)], which is defined as the 
capacity of these to acquire magnetization, such that:

  I = kH  (2)

This magnetization (I) constitutes the induced magnetization. Additionally, the 
effects of the remnant magnetization are present. In volcanic and intrusive rocks, 
this magnetization can be of greater intensity than the induced effects [18, 19]. If 
we consider that volcanic rocks contain ferromagnesian and is without fractures, it 
will generate a magnetic response characterized by having an anomaly represented 
by a magnetic high and a low. That is, the magnetic response has a positive and 
a negative side. If we make the simile that the rock is a magnet, and fractured it 
in two parts, we would generate two anomalies, which would have two magnetic 
highs and lows in a sequence, high-low-high-low magnetic, and so on. If we have a 
slightly fractured and/or faulty area, it will give us a magnetic response with highs 
and lows sequenced, with medium frequencies. In contrast, if we have a zone with 
highly fractured and/or high faulting, it will give us a magnetic response character-
ized by high frequencies and by a series of sequenced of magnetic highs and lows 
[16]. These areas are interpreted as zones where two of three of the properties that 
identify the aquifers are present, as they have porosity and permeability.

Once the secondary permeability zone in the volcanic rocks has been identified, 
the next step in the methodology is to prove that the zones associated with humid-
ity, which is achieved with the application of electrical methods; in our case, we use 
direct current.

The electric DC methods are based on Ohm’s law [2], which establishes that the 
resistance is directly proportional to the voltage and inversely proportional to the 
intensity of the electric current:

  R =   V _ I    (3)

where R (Ohm, Ω) is the electrical resistance, V (Volts) the potential and I 
(Amp) in the electric current.

The previous relationship (Eq. 3) is valid for any electrical circuit, in studies of 
the underground, the relationship changes since the resistance is a function of the 
nature and the geometry of the conductor (Eq. 4), in this case the Earth:

  R =   ρL _ S  , ρ =   RS _ L    (4)

The equation in which ρ represents the nature of the conductor and is called 
resistivity, L is the length in m and S the conductor section in m2. If we replace and 
isolate the variable, then the following equation is given by:

  ρ =   VS _ IL    (5)
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In geoelectrical exploration, the resistivity of the underground is normally 
measured with an electrode arrangement of four electrodes, with the electrodes AB 
being the emission electrodes (current) and MN the potential electrodes.

In this case, the resistivity (Eq. 6) is given by:

  𝝆𝝆a =   V _ I   × 2𝝅𝝅K  (6)

where K is the geometric factor (1/AM-1/BM-1/AN+1/BN) of the electrode 
array, the subscript “a” in the resistivity indicates that the calculated value is 
apparent.

The resistivity is an inverse property of the electrical conductivity and in explo-
ration, its units is ohm per meter (Ω/m).

In geoelectric exploration, the variation of the resistivity is studied horizontally 
by means of profiles in which the electrode array is moved as a whole to the dif-
ferent stations. Conversely, equispaced or the vertical variation of the resistivity 
can be studied by means of vertical electric soundings (VES). At a certain point, 
for this, the current electrodes (AB) are increasingly opened and the measuring or 
potential electrodes (MN) are opened only when the measured values are very small 
(Schlumberger electrode array). In such manner in which data exist in one or two 
points with different MN opening for the same values of AB, there is an overlap or 
“cluth” during the measurement of the SEV [1].

A quick way to know the electrical behavior of the underground in a given area 
is to make profiles of electrical resistivity of two electrode openings, for example, at 
200 and 400 m opening of the current electrodes with the Schlumberger electrode 
array (AB/2 at 100 and 200 m). In this way, we have knowledge of the variation of 
electrical resistivity in a horizontal direction.

If the resistivity behaves similar to both electrode array separations, it will imply 
that the entire electrically scanned area is the same. If the resistivity of the profile 
generated with a larger electrode aperture is higher than that generated at a smaller 
aperture, it will indicate that at depth the possibility of detecting humidity is zero. 
On the other hand, if the resistivity is lower at larger electrode aperture, it will 
have greater chances of detecting humidity. If the profiles of apparent resistivity 
show an irregular behavior, it will have greater possibilities of detecting a resistive 
resistance where the resistivity at the largest aperture changes form more resistive 
to less resistive and indicates that the area under study shows in the underground, 
where the current circulates more easily and will be an area where the variation of 
resistivity with depth must be studied, which is done with vertical electric sound-
ing (SEV, [20]).

The VES’ must be interpreted qualitatively and quantitatively. Firstly, the mor-
phology of the VES curve must be defined [21] which in order to be associated with 
humidity, must necessarily have a correlation with the H-type curves (ρ1 > ρ2 < ρ3), 
which indicates that there is a lower resistivity contrast between the central layer 
and those that enclose it. The VES curves can also be KH (ρ1 < ρ2 > ρ3 < ρ4), QH 
(ρ1 > ρ2 > ρ3 < ρ4) or some of the curves that show a portion of type H.

The quantitative interpretation is carried out using commercial software that 
allows an inversion of the resistivity data [22]. It is convenient to perform a VES 
in wells where its stratigraphic column is known, in a way that the VES can be 
calibrated.

Once the previous stages have been carried out, the zones that are chosen for 
drilling must have a magnetic response which correlates with a fractured zone (per-
meability) and electrical methods (resistivity) with an area that has a relation with 
a humid area, represented by a resistive contrast that contains a minimum between 
two resistivity maxima.
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4. Results

The procedure described above has been applied to an area, which is located 
in the Mesa Central, Mexico, specifically to a rural population called La Dulcita, 
municipality of Villa de Ramos, San Luis Potosí.

4.1 Air Magnetometry

The area under study was flown by the Mexican Geological Service, using an 
Islander aircraft BN2-A21, equipped with a Geometrics G-822 magnetometer, of 
cesium vapor optical pump, with a sensitivity of 0.25 nT, and an acquisition system 
of P-101 Picodas data, Automax video camera, 35 mm. A Geometrics G-826A 
magnetometer was used, with a sensitivity of 1 nT as the base station. Also, Sperry 
altimeter radar was also used.

The course of the flight lines was N-S, with a distance between flight lines of 1000 m 
and a height above ground level of 300 m, the navigation was controlled with an 
Ashtech GG24 GPS system and the data was subtracted from the IGRF 1990 reference.

The total magnetic field intensity in the central portion was 44,858 nT, with an 
inclination of 50°43′ and declination of 8°13′ for July 1995.

The magnetic field behavior analysis began with the generation of the RMF map 
(Figure 5), which as mentioned in previous paragraphs, is obtained by subtracting 
the IGRF from the total magnetic field. Based on the RMF, the RMPF was calculated 
(Figure 6). In the W portion of the RMPF, there is a “trend” of magnetic highs 
(red) that represent the W limit of an area of the graben that exists with a general 
direction N-S and is characterized on the map with anomalies associated with 
magnetic lows (blue color). Towards the central portion, two “trends” of magnetic 
anomalies with direction NE–SW and NNW–SSE are shown that are possibly asso-
ciated with the geologically multiple intrusive “El Socorro” [7]. The Dulcita area is 
located on the first step of the graben and alignments (Figure 7) with direction N-S 
and E-W towards its portion W is observed, which can be geologically associated 
with zones of faults and/or fracturing and/or contacts. The area investigated in 

Figure 5. 
Map showing the isovalues contour of the residual magnetic field of the Dulcita area, Villa de Ramos, San Luis 
Potosí, Mexico.
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where the current circulates more easily and will be an area where the variation of 
resistivity with depth must be studied, which is done with vertical electric sound-
ing (SEV, [20]).

The VES’ must be interpreted qualitatively and quantitatively. Firstly, the mor-
phology of the VES curve must be defined [21] which in order to be associated with 
humidity, must necessarily have a correlation with the H-type curves (ρ1 > ρ2 < ρ3), 
which indicates that there is a lower resistivity contrast between the central layer 
and those that enclose it. The VES curves can also be KH (ρ1 < ρ2 > ρ3 < ρ4), QH 
(ρ1 > ρ2 > ρ3 < ρ4) or some of the curves that show a portion of type H.

The quantitative interpretation is carried out using commercial software that 
allows an inversion of the resistivity data [22]. It is convenient to perform a VES 
in wells where its stratigraphic column is known, in a way that the VES can be 
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Once the previous stages have been carried out, the zones that are chosen for 
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with zones of faults and/or fracturing and/or contacts. The area investigated in 
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general shows preferential aeromagnetic alignments in an N-S direction, also exist-
ing in the NE–SW direction, with few showing NW-SE direction.

The analyzed area in general shows the existence of up to 10 AMD’s, each 
characterized by different amplitudes and wavelengths. The area where the water 
is extracted for the population of La Dulcita, is correlated with the AMD II that is 
associated with a tectonic pit area, characterized by low values of magnetism. The 
graben is limited by AMD I to W and by AMD’s IIII and IV to the E. In AMD I, a 
highly productive well was located for the area (16 L/s) at a distance of 2.3 km SW 
of La Dulcita outside the ejido boundaries.

La Dulcita area is located in the aeromagnetic domain map (AMD), zone that 
show similar magnetic susceptibility (Figure 8) and is situated between the limits 

Figure 6. 
Map showing the isovalues contour of the reduced to the pole magnetic field of La Dulcita, Villa de Ramos, San 
Luis Potosí, Mexico.

Figure 7. 
Map where the magnetic alignments are observed based on the isovalues contour of the first vertical Derivativ 
upwards continuation 250 m from the reduced to the pole magnetic field.
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of AMD’s I, II and IX, which allows us to interpret possibilities of the existence of 
permeability in the zones of the contacts.

4.2 Ground Magnetometry

From above interpretation of the aeromagnetic information, four ground 
magnetic sections were programmed with reading stations of the total magnetic 
field (TMF), during every 20 m, by using two magnetometers, one GEM-GSM-19 
and another Geometrics G-856 A, to perform the measurements, in which they 
were corrected by daily and hourly drift and a residual was obtained by subtracting 
a zero-degree polynomial from the TMF.

Figure 8. 
Map of the aeromagnetic domains (AMDs) interpreted in the isovalues contour of the magnetic reduced pole 
field.

Figure 9. 
Map showing the location of the ground magnetic sections. The water well that appears to the north of the map 
where the population of La Dulcita is supplied with a yield of less than 1 L/s.
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Two of the sections had NW-SE orientation and two NE–SW (Figure 9) with 
the population of La Dulcita being in the central part of these profiles.

The magnetic section 1 (Figure 10) displays four terrestrial magnetic domains 
(TMD): first station 0 to 54 was characterized by a series of magnetic anomalies 
related to short wavelengths (20–40 m), high frequencies and amplitudes of 
160 nT. It was geologically correlated with a highly fractured zone, while the hori-
zontal gradients give values of up to 11 nT/m. Second, TMD 2 is located between 
stations 55 and 78, and it is defined by presenting a normal magnetic field, where 
no abnormal areas are observed. Third TMD 3 is located between stations 79 and 87 
and shows an anomalous zone limited by two magnetic anomalies that have ampli-
tudes of 33 and 65 nT and horizontal gradients of 2.6 and 6 nT/m, respectively. 
Geologically, it is correlated with an area of medium fracture possibilities. The 
last, TMD 4 is limited between stations 88 and 135, in general it shows a discretely 
disturbed magnetic field where it is not considered with the possibility of associat-
ing at depth with permeability.

The magnetic section 2 is located towards the E portion of La Dulcita (Figure 9), 
it presents five TMD’s (Figure 11), the first one limited between stations 0 and 32 
shows a normal behavior of the RMF, where magnetic anomalies are distinguished. 

Figure 10. 
Ground magnetic profile 1, with a NW-SE orientation. At the upper part, the residual magnetic field (RMF) 
is plotted (red); the horizontal gradient of the RMF is plotted at the lower part (blue), and at the bottom a 
qualitative interpretation of the percentage of probabilities of association with fracturing in the underground is 
shown. NF, not fractured; F, fractured.

Figure 11. 
Ground magnetic profile 2, with a NE–SW orientation. At the upper part the residual magnetic field (RMF) 
is plotted (red); the horizontal gradient of the RMF is plotted at the lower part (blue), and at the bottom a 
qualitative interpretation of the percentage of probabilities of association with fracturing in the underground is 
shown. HF, highly fractured; LF, light fractured; NF , not fractured.
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The TMF 2 is located between stations 33 and 45 and does not show areas of high 
frequencies that can be correlated with fracturing effects at depth. The TMF 3 
is located between stations 46 and 84, it is identified by presenting a magnetic 
response characterized by anomalies with short wavelengths (60–100 m), high 
frequencies and amplitudes of the order of 28–41 nT and horizontals gradients 
from 2.7 to 2.3 nT/m, respectively. It correlates an area with average possibili-
ties that associating with the existence of secondary permeability. The TMD 4 is 
identified between stations 85 and 113 and has short wavelengths (20–80 m) high 
frequencies and amplitudes of 18 at 29 nT and horizontal gradients of 0.4–1.5 nT/m, 
respectively. They are geologically associated to an area with average possibilities of 
correlation with permeability in the underground. The TMD 5 is delimited between 
stations 114–133, characterized by showing short wavelengths (20–40 m), high 
frequencies and magnetization amplitudes of 54 nT up to 160 nT, with horizontal 
gradients of 6.5 nT/m up to 14.7 nT/m, is geologically correlated with an area of 
strong fracture and permeability.

The magnetic section 3 is located in the NW of La Dulcita (Figure 9) shows two 
TMD (Figure 12). The first domain is located between stations 1 and 16 is identi-
fied by presenting a series of magnetic anomalies. These are characterized by short 
wavelengths (20–100 m), high frequencies and amplitudes from 32 to 107 nT and 
horizontal gradients from 2.9 to 7.6 nT/m, which correlates with average possibili-
ties of being associated in the underground with fracturing. The second TMD is 
located from station 17 to 75 and shows a normal magnetic field where the possibil-
ity to correlate with fracturing at depth zero.

The magnetic section 4 located outside La Dulcita, the NW portion (Figure 9), 
shows two TMD (Figure 13), neither of them of interest to be associated with 
fractured zones in the underground.

4.3 Electrical methods

Two electrical sections (or profiles) of apparent resistivity, induced polariza-
tion and self-potential were made with the Schlumberger type electrode array 
(Figure 14), using two electrode spacings AB/2 = 100 and 200 m and a Syscal R-2 
resistivity instrumental (Figure 15). The sections were made in the same directions 
as the magnetic profiles 1 and 2, which were showed more possibilities of associat-
ing with fracturing in the underground.

Figure 12. 
Ground magnetic profile 3, with a NE–SW orientation. At the upper part the residual magnetic field (RMF) 
is plotted (red); the horizontal gradient of the RMF is plotted in the lower part (blue), and at the bottom 
qualitative interpretation of the percentage of probabilities of association with fracturing in the underground is 
shown. F, fractured; NF, not fractured.
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The TMF 2 is located between stations 33 and 45 and does not show areas of high 
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The W-E electrical profile shows in general an increase in resistivity with depth 
except two areas, from station 400 to 500 and 750 where the conductivity is higher. 
The induced polarization in these profiles generally shows a decrease in chargeabil-
ity, except for two areas of station 450–500 and 750, where the load capacity tends 
to increase. The spontaneous potential is observed to decrease in general with larger 
separations of AB/2 (Figure 16).

The S-N electrical section, presents values of apparent resistivity lower at depth 
for the most part, except from station 450 to 550 where there is a small increase in 
resistivity to separations greater than AB/2. The chargeability values in the induced 
polarization are observed in contrast throughout the section, increase to greater 
separations of AB/2 in the areas of station 0–150, 350, 550–900 and in the station 
1100. The spontaneous potential (SP) in this section behaves similarly to both 

Figure 14. 
The Schlumberger electrode array diagram, used for the realization of vertical electric sections and soundings 
(VES). The maximum openings of the VES were AB/2 of 1500 and 2000 m.

Figure 13. 
Ground magnetic profile 4, with a NW-SE orientation. At the upper part the residual magnetic field (RMF) 
is plotted (red); the horizontal gradient of the RMF is plotted at the lower part and at the bottom a qualitative 
interpretation of the percentage of probabilities of association with fracturing in the underground is shown. 
NF, not fractured.
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electrode separations between stations 0 and 550, where at higher separations of 
AB/2, the values (mV) increase slightly from station 600 to 900, the values decrease 
for AB/2 = 200 m and from station 950 to 1300, the SP is changing (Figure 17).

4.3.1 Vertical electrical soundings

Five vertical electric soundings (VES’) were made with maximum openings 
of the current electrodes (AB/2) of 1500 and 2000 m, four of them are located 
in identified zones (magnetometry) with possibilities of associating depth 

Figure 15. 
Electrical instruments used for vertical electric soundings and sections.

Figure 16. 
Electrical profile 1, with a NW-SE orientation, where (a) the apparent resistivity is plotted; in (b) the induced 
polarization and in (c) the self-potential. These electrical profiles were located on the zones showing high 
frequencies (fracture, permeability) in profile 1 (Figure 10) of magnetometry.



Magnetometers - Fundamentals and Applications of Magnetism

38

The W-E electrical profile shows in general an increase in resistivity with depth 
except two areas, from station 400 to 500 and 750 where the conductivity is higher. 
The induced polarization in these profiles generally shows a decrease in chargeabil-
ity, except for two areas of station 450–500 and 750, where the load capacity tends 
to increase. The spontaneous potential is observed to decrease in general with larger 
separations of AB/2 (Figure 16).

The S-N electrical section, presents values of apparent resistivity lower at depth 
for the most part, except from station 450 to 550 where there is a small increase in 
resistivity to separations greater than AB/2. The chargeability values in the induced 
polarization are observed in contrast throughout the section, increase to greater 
separations of AB/2 in the areas of station 0–150, 350, 550–900 and in the station 
1100. The spontaneous potential (SP) in this section behaves similarly to both 

Figure 14. 
The Schlumberger electrode array diagram, used for the realization of vertical electric sections and soundings 
(VES). The maximum openings of the VES were AB/2 of 1500 and 2000 m.

Figure 13. 
Ground magnetic profile 4, with a NW-SE orientation. At the upper part the residual magnetic field (RMF) 
is plotted (red); the horizontal gradient of the RMF is plotted at the lower part and at the bottom a qualitative 
interpretation of the percentage of probabilities of association with fracturing in the underground is shown. 
NF, not fractured.

39

The Magnetometry—A Primary Tool in the Prospection of Underground Water
DOI: http://dx.doi.org/10.5772/intechopen.84322

electrode separations between stations 0 and 550, where at higher separations of 
AB/2, the values (mV) increase slightly from station 600 to 900, the values decrease 
for AB/2 = 200 m and from station 950 to 1300, the SP is changing (Figure 17).

4.3.1 Vertical electrical soundings

Five vertical electric soundings (VES’) were made with maximum openings 
of the current electrodes (AB/2) of 1500 and 2000 m, four of them are located 
in identified zones (magnetometry) with possibilities of associating depth 

Figure 15. 
Electrical instruments used for vertical electric soundings and sections.

Figure 16. 
Electrical profile 1, with a NW-SE orientation, where (a) the apparent resistivity is plotted; in (b) the induced 
polarization and in (c) the self-potential. These electrical profiles were located on the zones showing high 
frequencies (fracture, permeability) in profile 1 (Figure 10) of magnetometry.
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Figure 17. 
Electrical section 2, with a NE–SW orientation, where (a) the apparent resistivity is plotted; in (b) the 
induced polarization and in (c) the self-potential. It is located on the magnetic section 2.

permeability. One of the SEVs was carried out on a producer well that was located 
2.3 km SW of La Dulcita and geologically located in the zone of the sunken block 
and aeromagnetically associated with the AMD I, which served as calibrator for the 
interpretations.

Figure 18. 
Graphs of vertical electric soundings (VES) 1 and 2 and their comparison with VES 4, related to a well 
with an expenditure of the order of 25 L/s. note the thickness (170.4 m) correlated with the aquifer horizon 
(28.7 Ωm) possibly due to a sandy unit, overlying a clay horizon (2 Ωm).
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The qualitative interpretation of the VES’ morphology showed that the producer 
was well associated with a KQH curve (VES 4), among four remaining SEVs two 
were from the QQH family (VES 2 and 5), one was HKQH (VES 1) and the other 
HKH (VES 3).

The VES’ were processed and interpreted with the commercial program Resix 
Plus that solves the inverse problem based on the Ghosh method of the inverse 
filter [22]. Each of the VES was compared with the VES (4) of the producing well 
(Figures 18 and 19).

Figure 18 indicates that the data interpreted in the VES 4 (KQH) for producing 
well and calibrator clearly indicates that at the base of the aquifer there is a clay unit 
(2 Ωm) and correlates with the resistivity of 28.69 Ωm with a thickness of 170.4 m, 
hence the well produces about 16 L/s. In this comparison, the VES 1 (HKQH) shows a 
horizon (23.23 Ωm) with a thickness of 33.5 m, possibly associating a sandy unit with 
moisture content at a depth of the order of 24 m. The VES 2 (QQH) shows a unit with 
a resistivity of 18.65 Ωm at a depth of less than 3 m with a thickness of 30 m.

Figure 19 shows the results of interpreting the VES’ 3 and 5, they are also com-
pared with the VES 4 (well). The VES 3 (HKH) shows the existence of a geological 
unit (53.20 Ωm) bordered by two clay horizons (4 and 3 Ωm) at a depth of the order of 
61 m and a thickness of 34 m. It presents very good resistive contrast and the unit can 
be a fractured basalt horizon. VES 5 (QQH) shows a horizon possibly associated with 
a clay-sandy unit (14.8 Ωm) at a depth of 15 m and a thickness of 29 m. A large layer (> 
700 m) of clay (9.2 Ωm) that starts to make an interpretation at a depth of 45 m.

5. Results and conclusions

Once the information was interpreted and analyzed, in some areas and com-
munal land holding close to La Dulcita, a zone that meets the standards that are 
associated to the aquifer were found. It aeromagnetically shows the existence of 
alignments in N-S and E-W orientation and their location on top of the graben 

Figure 19. 
Graphs of the vertical electric soundings (VES) 3 and 5 and its comparison with the VES 4, related to a well, 
with an yield of the order of 16 L/s. Note that VES 3 shows a sequence of geological units (~ 53 Ωm) confined by 
clay horizons (3–4 Ωm), while VES 5 shows a decrease in resistivity to depths of the order of 700 m.
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structure. It is represented in an aeromagnetic map by the magnetic lows (blue 
color) the pit area and magnetic highs (color red). Thus, La Dulcita area is located 
in the limits of three aeromagnetic domains, which already indicates in ground 
magnetic measurements and should necessarily have a magnetic susceptibility 
contrast that will be reflected with significant differences in the amplitude of the 
magnetic field.

The ground magnetic sections indicate the zones that can be associated with 
permeability and the zones that do not have association with this physical property. 
The magnet simile is parameter for the interpretation of fracture in the under-
ground. It will generate a simple anomaly if not related with fracture and provide a 
series of anomalies, which will be characterized by high frequencies. The calcula-
tion of the horizontal gradient of the magnetic field is completely resolutive to 
be able to observe fractured (permeable) zones of relatively healthy zones. In the 
magnetic section 1, the different physical behaviors that exist in the underground 
are clearly shown in the first portion of a highly fractured area contrasted with 
the rest of the section, which indicates that the magnetic susceptibilities of each 
terrestrial magnetic domains are associated with different units.

With the aerial and terrestrial magnetism, it was easy to find areas with high 
possibilities of being associated with fracturing (permeability).

With the electrical sections, it was possible to quickly scan the areas with 
possibilities of being associated with permeability and verify if they could also be 
associated with humidity. Producer well is key to facilitating the interpretation of 
vertical electric soundings, which in order to be associated with humidity should 
have as part of their morphology a portion type H.

In the area that was most likely to be associated with permeability and humidity 
in the underground (Figure 20) where a drilling was carried out by the State Water 

Figure 20. 
The graphs that support the existence of a fractured area and with humidity in the underground are 
shown. The magnetism intensity graph (a) shows a clearly fractured zone towards the NW portion of the 
section. In the geoelectric profile (B), a contrast in resistivity is observed towards station 400, it decreases to 
openings of AB/2 = 200 m with respect to AB/2 = 100 m. the SEV 3 (C) shows association with type H curves.
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Commission of San Luis Potosí, with production of 4 L/s. Furthermore, if we take 
into account the previously three dry wells, which had been drilled then it can be 
said that this methodology has met the objective.

With the help of the above methodology, the trained eye of the field geologist 
is strengthened with this methodology that uses scientific instruments, whose func-
tion is to detect the variation in the physical properties. For example, the magnetic 
susceptibility and resistivity of the rocks that are hidden below the Surface. 
Undoubtedly, the usage will certainly increase the percentage of successful drilled 
wells.
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Atomic Scale Magnetic Sensing
and Imaging Based on Diamond
NV Centers
Myeongwon Lee, Jungbae Yoon and Donghun Lee

Abstract

The development of magnetic sensors simultaneously satisfying high magnetic
sensitivity and high spatial resolution becomes more important in a wide range of
fields including solid-state physics and life science. The nitrogen-vacancy (NV)
center in diamond is a promising candidate to realize nanometer-scale magnetome-
try due to its excellent spin coherence properties, magnetic field sensitivity,
atomic-scale size and versatile operation condition. Recent experiments successfully
demonstrate the use of NV center in various sensing and imaging applications. In
this chapter, we review the basic sensing mechanisms of the NV center and intro-
duce imaging applications based on scanning magnetometry and wide field-of-view
optics.

Keywords: magnetic sensor, diamond NV center, quantum sensing, scanning
magnetometry, wide field-of-view optics

1. Introduction

Understanding magnetic properties at the microscopic level plays an important
role in the development of modern science and technology [1, 2]. For instance,
writing and reading information using nanometer size magnetic bits is the heart of
massive data storage indispensable in the modern information technology [1].
Magnetic resonance imaging (MRI) which is an important medical tool of imaging
the inner structures of human body is also based on sensing the magnetic response
of minuscule protons with respect to radio frequency (RF) electromagnetic waves
[2]. For fundamental research, on the other hand, studying magnetic phases and
spin textures at the nanometer scale are one of the hottest topics in solid-state
physics due to the recent discovery of exotic materials and topological phases [3–5].
Therefore, it is not too much to say that the continuous advances in modern science
and technology strongly reply on the precise sensing and control of magnetism at
the atomic level.

The paradigm of modern science and technology seems to shift from charge-
based devices to spin-based systems. Nonetheless studying spins is a lot more
difficult than electric charges mainly due to the lack of sensitive measurement
techniques of magnetic field. For instance, the size of magnetic bits used in
MOSFET (Metal-Oxide-Semiconductor Field-Effect Transistor) and STT-MRAM
(Spin-Transfer Torque Magnetic Random-Access Memory) are less than 10
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nanometers and eventually reaches at the level of single spins requiring sensitive
detection of individual spins with high spatial resolution [6, 7]. However,
detecting single electron spin takes more than 13 hours even with the best magne-
tometer [8], while sensing single electron charge takes only 1 picosecond [9, 10].
This motivates to develop new magnetic sensors with high magnetic field sensitivity
and high spatial resolution.

Existing magnetometers are insufficient to satisfy both requirements especially
when trying to measure minute magnetic fields at the length scale of 100 nm or
below. For instance, SQUID (Superconducting Quantum Interference Devices),
atomic vapor cell and Hall bar are very sensitive magnetometers but their spatial
resolutions are typically limited to tens of micrometers [11, 12]. On the other hand,
scanning probe type tools such as SP-STM (Spin-Polarized Scanning Tunneling
Microscope) and MFM (Magnetic Force Microscope) exhibit very high spatial res-
olution but their sensitivity is relatively low and not quantitatively defined [13, 14].
Moreover, magnetic films coated at the tips may produce unwanted stray field
affecting the magnetic samples to be measured.

Here, we introduce a novel magnetometer enabling non-invasive, extremely
sensitive magnetic sensing and imaging at the nanometer scale. It is based on
diamond NV (nitrogen-vacancy) center which is an atomic size point defect in the
diamond crystal providing high spatial resolution. It is also a spin qubit (i.e. quan-
tum bit) possessing remarkable magnetic and quantum properties satisfying high
field sensitivity [15, 16]. Since it can also operate over a wide range of temperature
from room temperature down to cryogenic temperatures and is chemically inert
and non-toxic, the NV center already has been applied in various experiments
including magnetic imaging of solid-state materials and biomedical samples
[17, 18]. In this chapter, we will discuss basic working principles of diamond NV
centers (Section 2) and their sensing mechanisms (Section 3). Furthermore, we will
provide two examples of imaging applications; scanning probe type imaging
(Section 4.1) and wide field-of-view optical imaging (Section 4.2) (Figure 1).

Figure 1.
Comparison of various magnetometers in terms of spatial resolution and magnetic field sensitivity. The diamond
NV center is a promising candidate to realize the goal of highly sensitive sensing with nanometer-scale resolution.
The data are adopted from [19]; MRFM [8]; SQUID [20–22]; Hall probe [23, 24]; BEC [25]; Vapor Cell
[26].
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2. Background of diamond NV center

The diamond NV center is a hetero-molecular defect in a diamond crystal
consisting of a substitutional nitrogen defect combined with an adjacent carbon
vacancy [15, 16] (Figure 2a). It is a color center as it absorbs photons in the visible
range of wavelength (e.g. 532 nm) and emits photons of a broad range of wave-
length (e.g. 632–800 nm). The NV center can exist in a natural diamond, but it can
be created in more controllable fashion, for instance, by implanting nitrogen ions
into the diamond. Subsequent high temperature annealing (e.g. at 800°C) results in
the thermal migration of carbon vacancies and NV centers are formed once the
vacancies meet the implanted nitrogen impurities. The density and location of NV
centers in diamond are well controlled with various techniques. Figure 2b shows an
example of precise positioning of NV centers less than a few hundred of nanometers
uncertainty [27].

When negatively charged, the NV center has total six electrons (i.e. three elec-
trons from three carbons, two electrons from the substitutional nitrogen and one
electron from the diamond lattice). Four of them form pairs and the remaining two
unpaired electrons make spin triplet states (i.e. S = 1) in the ground energy level.
The spin triplet states are split into ms = 0 and ms = �1 whose separation is about
2.9 GHz at room temperature due to the crystal field and spin–spin interaction
[17, 18] (this is called zero-field splitting). As shown in Figure 3a, the degenerated
ms = �1 states are split further if there is non-zero magnetic field along the NV
crystal axis (i.e. the quantized axis of NV spin). Sensing magnetic field (i.e. mag-
netic field component along the NV axis) is realized by measuring the amount of
Zeeman splitting [17, 18] (e.g. 5.6 MHz splitting per 1 Gauss field).

The optical response of the NV center varies depending on its spin states. When
it is in the ms = 0 state, almost 100% cycling transition occurs upon optical
pumping. On the other hand, for the case of ms = �1 states, 10–30% of the excited
electrons undergo intersystem crossing (ISC) to the spin singlet states and relax into
the ms = 0 ground state. This dark transition results in the reduction of the number
of emitted photons relative to the ms = 0 state. Furthermore, the transition via the
shelving states produces spin flip from the ms = �1 states to the ms = 0 state. The
spin-sensitive fluorescence and spin-flip transition allow optical readout of the spin
states as well as optical initialization of the qubit state [15–18].

The energy levels of NV center are located well within the bandgap of diamond
(i.e. 5.3 eV) making it effectively isolated from the hosting material and enabling to
preserve its intrinsic quantum properties. Thus, the NV center has exceptionally
long spin coherence times even at room temperature [28] (e.g. T2 > 1 ms). In

Figure 2.
Physical properties of diamond NV center. (a) Crystal structure of NV center in a diamond lattice. NV center
consists of nitrogen substitutional defect and carbon vacancy. (b) Precise formation of NV centers using focused
ion beam (FIB) implantation of nitrogen. Reprint with permission from [27]. Copyright (2013) Wiley-VCH
Verlag GmbH & Co. KGaA. Reproduced with permission.
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nanometers and eventually reaches at the level of single spins requiring sensitive
detection of individual spins with high spatial resolution [6, 7]. However,
detecting single electron spin takes more than 13 hours even with the best magne-
tometer [8], while sensing single electron charge takes only 1 picosecond [9, 10].
This motivates to develop new magnetic sensors with high magnetic field sensitivity
and high spatial resolution.
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below. For instance, SQUID (Superconducting Quantum Interference Devices),
atomic vapor cell and Hall bar are very sensitive magnetometers but their spatial
resolutions are typically limited to tens of micrometers [11, 12]. On the other hand,
scanning probe type tools such as SP-STM (Spin-Polarized Scanning Tunneling
Microscope) and MFM (Magnetic Force Microscope) exhibit very high spatial res-
olution but their sensitivity is relatively low and not quantitatively defined [13, 14].
Moreover, magnetic films coated at the tips may produce unwanted stray field
affecting the magnetic samples to be measured.

Here, we introduce a novel magnetometer enabling non-invasive, extremely
sensitive magnetic sensing and imaging at the nanometer scale. It is based on
diamond NV (nitrogen-vacancy) center which is an atomic size point defect in the
diamond crystal providing high spatial resolution. It is also a spin qubit (i.e. quan-
tum bit) possessing remarkable magnetic and quantum properties satisfying high
field sensitivity [15, 16]. Since it can also operate over a wide range of temperature
from room temperature down to cryogenic temperatures and is chemically inert
and non-toxic, the NV center already has been applied in various experiments
including magnetic imaging of solid-state materials and biomedical samples
[17, 18]. In this chapter, we will discuss basic working principles of diamond NV
centers (Section 2) and their sensing mechanisms (Section 3). Furthermore, we will
provide two examples of imaging applications; scanning probe type imaging
(Section 4.1) and wide field-of-view optical imaging (Section 4.2) (Figure 1).
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2.9 GHz at room temperature due to the crystal field and spin–spin interaction
[17, 18] (this is called zero-field splitting). As shown in Figure 3a, the degenerated
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netic field component along the NV axis) is realized by measuring the amount of
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The optical response of the NV center varies depending on its spin states. When
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addition, the NV spin is highly sensitive to various fields, including temperature,
magnetic, electric and strain fields [18]. For example, the magnetic field sensitivity
for a single NV center is on the order of 1 nT=

ffiffiffiffiffiffiffi
Hz

p
which is about 105 smaller than

typical earth magnetic field [16–18]. Higher sensitivity can be also possible using
either NV ensembles [29] (e.g. <1 pT=

ffiffiffiffiffiffiffi
Hz

p
) or advanced sensing protocols [30].

The high magnetic field sensitivity is one of the key ingredients of realizing novel
magnetometer introduced in this chapter.

3. Sensing mechanism

In this section, we will discuss various sensing methods specifically designed to
study magnetism in different spectral regimes from static spin distributions to high
frequency magnetic excitations. Sections 3.1 and 3.2 elucidate basic mechanisms
used for sensing static and dynamic magnetic fields. The section ends with a brief
outlook on advanced sensing techniques (Section 3.3).

3.1 Sensing dc magnetic field

Probing static field from magnetic textures or current flow in transport devices
is an important capability to study microscopic magnetism in condensed matter
physics. The diamond NV centers already have been used to study a diverse set of
magnetic systems including skyrmions [31], superconducting vortices [32, 33],
domain walls [34], magnetic nanowires [35], and steady-state current distributions
in graphene [36]. Various experimental methods have been implemented to detect
static dc magnetic field and we will examine the two most common protocols;
continuous wave electron spin resonance (CW-ESR) and Ramsey interferometry.

As seen in Figure 3b, the ground spin states of NV center are subject to change
by external magnetic field via the Zeeman effect. Upon continuous illumination of
the pumping laser and gigahertz microwave photons, ESR transitions of
ms = 0$ms = �1 and ms = 0$ms = þ1 occurs. The ESR signals appear as negative
peaks in the photoluminescence (PL) measurement due to the dark transitions

Figure 3.
Electronic properties of diamond NV center. (a) Energy levels and optical transitions are illustrated. The spin
triplet ground states are used to realize a spin qubit for the magnetic field sensing. (b) Photoluminescence signal
as a function of microwave frequency reveals the Zeeman splitting providing information about the external
magnetic field. This method is called CW-ESR measurement.
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associated with the ms = �1 states. Since the ESR spectrum is obtained by optical
means, this method is often called as optically detected magnetic resonance
(ODMR).

The amount of dc magnetic field is extracted from the ESR splitting of
Δf ¼ 2γBNV, where Δf is the frequency difference of the two transitions, γ is the
gyromagnetic ratio (i.e. 2.8 MHz/G) and BNV is the magnetic field along the NV
axis. The CW-ESR signal can be analyzed by fitting the spectrum with a Lorentzian
peak,

I fð Þ ¼ I0 1�C
fFWHM=2
� �2

f � f0
� �2 þ fFWHM=2

� �2
 !

(1)

where I0 is the photon count rate, C is the optical contrast between the spin
states, f 0 is the ESR central frequency, and f FWHM is the full width half maximum of
the resonance. The sensitivity of dc magnetic field based on this method is deter-
mined by the minimum resolvable frequency shift (Figure 4) which is defined as
Δf ¼ ΔN

∂N=∂f , where N is total number of photons during the measurement time, T,

i.e. N ¼ I fð ÞT. For the shot noise limited photon measurement, ΔN ≈
ffiffiffiffi
N

p
and the

minimum detectable magnetic field and the sensitivity become [16].

Figure 4.
Sensing dc magnetic field based on CW-ESR measurement. Continuous wave of laser and microwave photons
are used. The shift in frequency gives an information about the magnitude and direction of external magnetic
field.
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associated with the ms = �1 states. Since the ESR spectrum is obtained by optical
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γCI0T=fFWHM

¼ fFWHM

γC
ffiffiffiffiffiffiffiffi
I0T
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As seen in Eq. (2), the sensitivity is limited by the ESR linewidth and in principle
it can be as narrow as the inverse of NV’s inhomogeneous dephasing time, T∗

2.
However, practical linewidth suffers from the power broadening due to continuous
laser and microwave excitation. Therefore, typical magnetic sensitivity based on
CW-ESR is limited to on the order of 1 μT=

ffiffiffiffiffiffiffi
Hz

p
.

The power broadening problem can be avoided by using pulsed laser and
microwave photons. Ramsey interferometry is one of the basic pulse techniques
used to measure the free induction decay of a spin qubit. Figure 5a shows Ramsey
pulse sequences used in the NV measurement. The two laser pulses are used for
optical initialization and readout while the two π=2 microwave pulses are used to
make qubit superposition state and to project it back to the initial state. The basic
idea of Ramsey interferometry is very similar with Michelson interferometry. The
first laser pulse polarizes the NV center to the ms = 0 state and the subsequent π=2
microwave pulse rotates the spin into the equal superposition of ms = 0 and ms = +1
(or ms = �1) state. This works as a 50:50 beam splitter used in the Michelson
interferometry experiment. Under external magnetic field, the two spin states
evolve together but with different phases each other and the amount of accumu-
lated phase depends on the magnitude of dc field. If the microwave frequency is
detuned from the qubit energy by δ, the Ramsey signal oscillates at the frequency of
δ and is written as

I tð Þ≈ I0 1�C
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@
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Figure 5.
Sensing dc magnetic field based on Ramsey interferometry. (a) Schematics of laser and microwave pulse used for
the measurement. (b) A close view of the resonance peak in CW-ESR reveals three sub-features resulting from
the NV’s hyperfine coupling with 14N nuclear spin. (c) Ramsey measurement with the detunings in (b) shows
the beatings of three oscillations. Subset presents the FFT of the Ramsey signal showing three peaks corresponding
to the detunings.
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where t is the free induction time. Shift in the oscillation frequency gives the
information about static magnetic field and the resolvable frequency shift is now
limited by T∗

2. The minimum detectable magnetic field and the sensitivity are
written as.
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where tr is the single shot readout time (e.g. a few hundreds of nanoseconds)
and n is the total number of measurement cycles [16]. Based on this method, the dc
field sensitivity from a single NV center can be as high as ηB � 10 nT=

ffiffiffiffiffiffiffi
Hz

p
for

T∗
2 � 100 μs [16].
Figure 5b and c shows an example of the Ramsey measurement. The ESR

resonance exhibits three hyperfine structures due to the dipole-dipole interaction
between NV electron spin and 14N nuclear spin (I = 1). Therefore, the beatings of
three oscillations appear in the Ramsey signal (Figure 5c) which is defined as,
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where δi i ¼ 1; 2; 3ð Þ are the detunings of three hyperfine levels and ϕi are the
phase offsets. The fast Fourier transformation (FFT) of the signal also reveals three
frequencies (subset in Figure 5c) whose shifts are used to probe static field.

3.2 Sensing ac magnetic field

The NV center can also detect ac magnetic field up to gigahertz. The large
bandwidth sensing capability is important to study spin dynamics in solid-state
systems and biological samples. For example, nuclear spin precession in biomole-
cules occurs at 100 kHz–MHz regime while spin excitations or charge fluctuations
in solids happen at higher frequency of MHz–GHz [30]. Various sensing methods
with its detection bandwidth are listed in Figure 6 and, in this section, we will

Figure 6.
Detection bandwidth of various sensing methods. NV center can measure magnetic field from dc to gigahertz ac
frequency. Reprint with permission from Ref. [30]. Copyright (2017) Reviews of Modern Physics.
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Sensing dc magnetic field based on Ramsey interferometry. (a) Schematics of laser and microwave pulse used for
the measurement. (b) A close view of the resonance peak in CW-ESR reveals three sub-features resulting from
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where t is the free induction time. Shift in the oscillation frequency gives the
information about static magnetic field and the resolvable frequency shift is now
limited by T∗

2. The minimum detectable magnetic field and the sensitivity are
written as.

Bmin¼Δδ
γ

≈
ffiffiffiffiffiffiffiffiffiffiffi
I0trn

p
γCI0trnt

e
t

T∗
2

� �2

, ηB ≈Bmin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n trþtð Þ

p
≈Bmin

ffiffiffiffiffi
nt

p ¼ 1
γC

ffiffiffiffiffiffiffiffi
I0tr

p ffiffiffiffiffiffi
T∗

2

p ≈
1ffiffiffiffiffiffi
T∗

2

p

(4)

where tr is the single shot readout time (e.g. a few hundreds of nanoseconds)
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Figure 5b and c shows an example of the Ramsey measurement. The ESR
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where δi i ¼ 1; 2; 3ð Þ are the detunings of three hyperfine levels and ϕi are the
phase offsets. The fast Fourier transformation (FFT) of the signal also reveals three
frequencies (subset in Figure 5c) whose shifts are used to probe static field.

3.2 Sensing ac magnetic field

The NV center can also detect ac magnetic field up to gigahertz. The large
bandwidth sensing capability is important to study spin dynamics in solid-state
systems and biological samples. For example, nuclear spin precession in biomole-
cules occurs at 100 kHz–MHz regime while spin excitations or charge fluctuations
in solids happen at higher frequency of MHz–GHz [30]. Various sensing methods
with its detection bandwidth are listed in Figure 6 and, in this section, we will

Figure 6.
Detection bandwidth of various sensing methods. NV center can measure magnetic field from dc to gigahertz ac
frequency. Reprint with permission from Ref. [30]. Copyright (2017) Reviews of Modern Physics.
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explain two basic dynamical decoupling methods such as spin Hahn echo and Carr-
Purcell-Meiboom-Gill (CPMG).

Spin Hahn echo measurement consists of a similar pulse sequence as Ramsey
interferometry but having an extra π pulse in the middle of the sequence
(Figure 7a). This additional pulse flips the sign of accumulated phase during the
free induction evolution resulting in the cancelation of dc and low frequency mag-
netic field. When the pulse duration matches to the period of ac magnetic field,
however, the phase survives and continues to be accumulated. In this way, one can
selectively probe ac magnetic field.

This can be better viewed with the Bloch sphere representation shown in
Figure 7b. In the rotating frame at the qubit frequency, the spin rotates around the
equator by an angle, θ, which is determined by the free precession time, τ, between
π=2 and π pulses (② and ⑤ in Figure 7b). The angles from the first (②) and the
second period (⑤) of the echo pulse are written as,

θ1¼
ðτ
0
γBAC sin ωt0þαð Þdt0, θ2¼

ð2τ
τ
γBAC sin ωt0þαð Þdt0 (6)

where BAC is the amplitude of ac magnetic field and α is a phase offset. And their
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This difference determines the projected probability of the qubit and becomes
non-zero if the sign of BAC flips before and after the π pulse. The probabilities of the
0ij and 1ij states after a single echo sequence are obtained as,
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Finally, an average probability of the qubit state after repeated Hahn echo cycles
(but with random phase offset, α) can be expressed as the first order Bessel function,
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Figure 7.
Sensing ac magnetic field based on spin Hahn echo measurement. (a) Schematics of the Hahn echo pulses. (b)
Bloch representations of the spin status according to the numbers indicated in (a).
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Figure 8 shows an example of the spin Hahn echo measurement as a function of
the free precession time, τ, and the ac field strength, BAC. For the experiment,
external field at 500 kHz frequency is applied with a wire. Compared to a mono-
tonic exponential decay in Figure 8a, the first order Bessel functions discussed in
Eq. (9) are clearly observed for the cases of non-zero ac fields (Figure 8b and c).
The field sensitivity can be determined from the maximum change of the PL signal
with respect to BAC. For instance, Figure 8d shows the normalized PL as a function
of BAC measured at the time, 2τ ¼ 2 μs. The minimum detectable field (or sensitiv-
ity) is obtained from the ratio of the maximum slope over the noise level in the PL
signal (shot noise limited in this measurement) which is Bmin ¼ 0:84� 0:02 μT at
500 kHz.

By adding more periodic microwave pulses in the sequence, one can extend the
spin coherence time and realize improved sensitivity. For example, CPMG sequence
utilizes n pairs of two π pulses separated by 2τ (Figure 9) which prolong the spin
coherence by T2∝n2=3 . The axis of π pulse can be also alternated between x and y in
the Bloch sphere which can mitigate potential pulse error. Such dynamical
decoupling sequences are called XY4 or XY8.

The ac field sensitivity is similar as the dc field sensitivity in Eq. (4) but now the

intrinsic spin dephasing time, T2, limits the sensitivity i.e. ηB,AC ≈ ηB,DC

ffiffiffiffi
T∗
2

T2

q
. The ac

field sensitivity based on as a single NV center can be as high as ηB � 1 nT=
ffiffiffiffiffiffiffi
Hz

p
for

T2 � 1 ms [16].

3.3 Current limitations and advanced sensing protocols

In general, the bandwidth of dynamical decoupling methods is limited to �
10 MHz (Figure 6). Higher frequency ac field (�GHz) can be measured by T1

Figure 8.
Examples of the Hahn echo measurement as a function of ac field strength. (a–c) Hahn echo signals with
various strengths of ac magnetic field at 500 kHz. (a) no field, (b) 14.1 μT, and (c) 28.2 μT. (d) Hahn echo
signals as a function of the magnetic field strength measured at 2τ ¼ 2 μs. Minimum detectable magnetic field of
Bmin ¼ 0:84� 0:02 μT is obtained from the dashed line of the maximum slope.
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relaxometry [18, 30]. Dynamic field fluctuation around the qubit frequency can
directly affect the qubit relaxation time which can be measured by the relaxometry
technique. For instance, Figure 10 shows that gigahertz spin fluctuations of Gd3+

ions result in much faster relaxation of the qubit [37].
In terms of the field sensitivity, higher sensitivity can be realized using either

ensembles of NV center or advanced sensing protocols. The former is possible since
the sensitivity is proportional to

ffiffiffiffi
N

p
where N is the number of NV centers. For

instance, sub-picotesla sensitivity has been demonstrated based on an ensemble of
N � 1011 NV centers [29]. The latter relays on advanced sensing methods utilizing
various quantum techniques such as sensing assisted by entanglement or auxiliary
qubits [30]. For example, nuclear spins typically exhibit 1000 times longer

Figure 10.
An example of T1 relaxometry. Fast fluctuation of Gd3+ spins results in the reduction of NV’s T1 time enabling
sensing of gigahertz frequency ac field. Reprint with permission from Ref. [37]. Copyright (2014) Physical
Review Applied.

Figure 9.
Sensing ac magnetic field based on CPMG measurement. (a) Schematics of the CPMG pulses. (b) CPMG
signals with two different ac magnetic fields at 500 kHz, i.e. 8:6 and 17.2 μT.
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coherence time compared to electron spins such NV center. By using a nuclear spin
as an auxiliary qubit via entanglement with the NV electron spin, one can realize
extended coherence time and obtain enhanced sensitivity. This method is called
quantum memory and an example is shown in Figure 11 [38].

4. Imaging applications

In this section, we will introduce magnetic imaging techniques based on the
diamond NV center. The combined properties of atomic-scale size and high field
sensitivity make the NV center as a novel imaging tool to study nanoscale magne-
tism in the field of condensed matter physics and biology. Multiple imaging tech-
niques have been implemented in several experiments and we will discuss two
examples of the diamond imaging techniques; scanning magnetometry and wide
field-of-view optics.

4.1 Scanning magnetometry for solid-state systems

Scanning probe microscopy (SPM) is a versatile tool to image sample surface
with high spatial resolution. The probe tip can scan over the surface with nanometer
step size while maintaining vertical distance with feedback techniques. Scanning
tunneling microscope (STM) and atomic force microscope (AFM) are the most
common SPM methods used in various experiments. In NV-based imaging applica-
tions, different geometries of SPM are possible depending on the position of NV
center either on tip or on surface. For example, magnetic molecules that are
attached at the end of AFM tip are scanned over a bulk diamond surface where NV
centers are located underneath the surface [37] (e.g. 5–20 nm). On the other hand,
the NV center can be positioned at the apex of AFM tip and is scanned over
magnetic samples [31–34]. There are several benefits of the former geometry. A
simple SPM design is possible and there are no needs for complicated diamond
fabrication. Moreover, one can use NV centers in a bulk diamond which typically
possess good coherence properties. However, this method is not suitable to image
large area of sample since it is not easy to be prepared on the tip. Therefore, the
geometry of NV-on-tip is more suitable to study solid-state materials.

Figure 11.
An example of quantum memory measurement. Spin coherence time is extended by using a neighboring nuclear
spin as a memory qubit. Reprint with permission from [38]. Copyright (2016) Nature Communications.
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coherence time compared to electron spins such NV center. By using a nuclear spin
as an auxiliary qubit via entanglement with the NV electron spin, one can realize
extended coherence time and obtain enhanced sensitivity. This method is called
quantum memory and an example is shown in Figure 11 [38].

4. Imaging applications

In this section, we will introduce magnetic imaging techniques based on the
diamond NV center. The combined properties of atomic-scale size and high field
sensitivity make the NV center as a novel imaging tool to study nanoscale magne-
tism in the field of condensed matter physics and biology. Multiple imaging tech-
niques have been implemented in several experiments and we will discuss two
examples of the diamond imaging techniques; scanning magnetometry and wide
field-of-view optics.

4.1 Scanning magnetometry for solid-state systems

Scanning probe microscopy (SPM) is a versatile tool to image sample surface
with high spatial resolution. The probe tip can scan over the surface with nanometer
step size while maintaining vertical distance with feedback techniques. Scanning
tunneling microscope (STM) and atomic force microscope (AFM) are the most
common SPM methods used in various experiments. In NV-based imaging applica-
tions, different geometries of SPM are possible depending on the position of NV
center either on tip or on surface. For example, magnetic molecules that are
attached at the end of AFM tip are scanned over a bulk diamond surface where NV
centers are located underneath the surface [37] (e.g. 5–20 nm). On the other hand,
the NV center can be positioned at the apex of AFM tip and is scanned over
magnetic samples [31–34]. There are several benefits of the former geometry. A
simple SPM design is possible and there are no needs for complicated diamond
fabrication. Moreover, one can use NV centers in a bulk diamond which typically
possess good coherence properties. However, this method is not suitable to image
large area of sample since it is not easy to be prepared on the tip. Therefore, the
geometry of NV-on-tip is more suitable to study solid-state materials.

Figure 11.
An example of quantum memory measurement. Spin coherence time is extended by using a neighboring nuclear
spin as a memory qubit. Reprint with permission from [38]. Copyright (2016) Nature Communications.
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Figure 12a shows a schematic of the NV-on-tip geometry. A fabricated diamond
probe with pillar structures or a diamond nano-particle is glued at the end of an
AFM tuning fork. An objective lens focuses on the NV center at the tip apex for the
optical excitation and readout. A scanning stage maneuvers the sample in three
dimensional directions with nanometer step size. In this way, the NV center can
effectively scan over the sample and detects local magnetic fields at every scan
position on the surface. Figure 12b shows examples of the scan images on various
magnetic samples including superconducting vortex [32, 33], and multiferroic
materials [39]. Since the NV center can operate from room temperature down to
cryogenic temperatures, this novel method provides an efficient way to study
temperature-dependent evolution of magnetic orders in exotic materials.

4.2 Wide field-of-view optics for life science

The diamond SPM method provides high resolution imaging but is quite slow
due to the scanning process (e.g. a few hours per image) and is not an efficient
method to study dynamical features. Fast magnetic imaging can be realized by
simultaneous mapping the sample with wide field-of-view optics. While confocal
optics used in the SPM collects photons only from a focused spot, wide field-of-
view optics records optical signals from every point within the optical field-of-view
(e.g. 100� 100 μm) with a CCD (Charge-coupled device) camera. Even though the
spatial resolution is not as good as the SPM methods and is diffraction limited, the
faster imaging capability gives more advantages when one studies biological
samples.

In the diamond wide field-of-view optics experiment, ensembles of NV center
are typically used to enhance the field sensitivity and biological samples are placed
on a bulk diamond containing NV ensembles. Simultaneous excitation of a number
group of NV centers within the field-of-view requires high power of pumping laser.
In order to avoid potential damage to the bio-sample due to the high power laser

Figure 12.
Scanning magnetometry based on diamond NV center. (a) A schematic of diamond scanning magnetometer. A
diamond probe scans over a magnetic sample while an objective lens collects NV photons and a wire produces
microwave excitations. (b) Examples of magnetic imaging on various magnetic samples such as superconducting
vortex, multiferroic magnetic orders (following from the top image to the bottom image). Reprint with
permissions from [39] Copyright (2017) Nature, [32] Copyright (2017) Nature Nanotechnology.
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beam, total internal reflection fluorescence (TIRF) technique is typically adopted
[40]. With the TIRF configuration, the excitation laser from the backside of the
diamond is totally reflected at the interface between the diamond and the sample
and is only illuminated onto the NV ensembles.

Figure 13a shows an example of the wide field-of-view magnetic imaging on
biological samples e.g. bacteria called magnetotactic bacteria (MTB) [40]. MTB
contain magnetic nano-particles in the body forming one dimensional chain that
and are aligned along the external magnetic field. The diamond wide field-of-view
optics successfully maps the stray field produced by a single MTB and identifies
orientations of the magnetic chains from the field distribution.. Motivated by this
work, scientists try to identify cancer cells among normal cells by selectively dosing
magnetic nano-particles into the target cells and imaging the resulting magnetic
field [43].

Owing to the capability of bio-imaging, the NV center gets increasing attentions
in the field of neural science. Since neurons communicate each other via the
motions of ions, it can be viewed as current flows in a conducting wire which
produces magnetic field around it. By mapping the induced magnetic field with the
NV center, therefore, one can study brain activities in the neural networks. As a
first step toward this goal, recent experiment successfully demonstrates detection of
magnetic field due to the action potential along an axon (Figure 13b) [41]. The NV
center is also used to probe nuclear magnetic resonance (NMR) signal from a single
protein [44] which opens up the possibilities of MRI at the nanometer-scale [42]
(Figure 13c).

5. Conclusions

In this chapter, we introduce the diamond NV center as a novel magnetometer
satisfying high magnetic field sensitivity and high spatial resolution. We review the

Figure 13.
Examples of magnetic sensing and imaging on biological samples. (a) Magnetic imaging on a single
magnetotactic bacterium. Reprint with permission from [40] Copyright (2013) Nature (b) sensing of induced
magnetic field due to the action potential in an axon. Reprint with permission from [41] Copyright (2016)
Proceedings of the National Academy of Sciences (c) MRI imaging of a particle of poly(methyl methacrylate)
(PMMA). Reprint with permission from [42] Copyright (2015) Nature Nanotechnology.
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Figure 12a shows a schematic of the NV-on-tip geometry. A fabricated diamond
probe with pillar structures or a diamond nano-particle is glued at the end of an
AFM tuning fork. An objective lens focuses on the NV center at the tip apex for the
optical excitation and readout. A scanning stage maneuvers the sample in three
dimensional directions with nanometer step size. In this way, the NV center can
effectively scan over the sample and detects local magnetic fields at every scan
position on the surface. Figure 12b shows examples of the scan images on various
magnetic samples including superconducting vortex [32, 33], and multiferroic
materials [39]. Since the NV center can operate from room temperature down to
cryogenic temperatures, this novel method provides an efficient way to study
temperature-dependent evolution of magnetic orders in exotic materials.
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on a bulk diamond containing NV ensembles. Simultaneous excitation of a number
group of NV centers within the field-of-view requires high power of pumping laser.
In order to avoid potential damage to the bio-sample due to the high power laser
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beam, total internal reflection fluorescence (TIRF) technique is typically adopted
[40]. With the TIRF configuration, the excitation laser from the backside of the
diamond is totally reflected at the interface between the diamond and the sample
and is only illuminated onto the NV ensembles.

Figure 13a shows an example of the wide field-of-view magnetic imaging on
biological samples e.g. bacteria called magnetotactic bacteria (MTB) [40]. MTB
contain magnetic nano-particles in the body forming one dimensional chain that
and are aligned along the external magnetic field. The diamond wide field-of-view
optics successfully maps the stray field produced by a single MTB and identifies
orientations of the magnetic chains from the field distribution.. Motivated by this
work, scientists try to identify cancer cells among normal cells by selectively dosing
magnetic nano-particles into the target cells and imaging the resulting magnetic
field [43].

Owing to the capability of bio-imaging, the NV center gets increasing attentions
in the field of neural science. Since neurons communicate each other via the
motions of ions, it can be viewed as current flows in a conducting wire which
produces magnetic field around it. By mapping the induced magnetic field with the
NV center, therefore, one can study brain activities in the neural networks. As a
first step toward this goal, recent experiment successfully demonstrates detection of
magnetic field due to the action potential along an axon (Figure 13b) [41]. The NV
center is also used to probe nuclear magnetic resonance (NMR) signal from a single
protein [44] which opens up the possibilities of MRI at the nanometer-scale [42]
(Figure 13c).
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In this chapter, we introduce the diamond NV center as a novel magnetometer
satisfying high magnetic field sensitivity and high spatial resolution. We review the
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basic working principles of sensing dc and ac magnetic field and discuss two imag-
ing applications which are based on scanning magnetometry and wide field-of-view
optics techniques. The excellent properties of NV centers such as sub-nanotesla
sensitivity, nanometer-scale resolution, gigahertz range of detection bandwidth,
wide range of the operation temperature, non-toxic and bio-friendly host material
position the NV center as a unique tool of sensing and imaging microscopic mag-
netic phenomena. Improving sensing protocols and imaging techniques is on-going
efforts in this field. In conclusion, the novel magnetometer introduced in this
chapter has a promising potential to be used in various research fields particularly
solid-state physics and life science.
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ing applications which are based on scanning magnetometry and wide field-of-view
optics techniques. The excellent properties of NV centers such as sub-nanotesla
sensitivity, nanometer-scale resolution, gigahertz range of detection bandwidth,
wide range of the operation temperature, non-toxic and bio-friendly host material
position the NV center as a unique tool of sensing and imaging microscopic mag-
netic phenomena. Improving sensing protocols and imaging techniques is on-going
efforts in this field. In conclusion, the novel magnetometer introduced in this
chapter has a promising potential to be used in various research fields particularly
solid-state physics and life science.
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Chapter 5

SQUID Magnetometers, Josephson
Junctions, Confinement and BCS
Theory of Superconductivity
Navin Khaneja

Abstract

A superconducting quantum interference device (SQUID) is the most sensitive
magnetic flux sensor currently known. The SQUID can be seen as a flux to voltage
converter, and it can generally be used to sense any quantity that can be transduced
into a magnetic flux, such as electrical current, voltage, position, etc. The extreme
sensitivity of the SQUID is utilized in many different fields of applications, including
biomagnetism, materials science, metrology, astronomy and geophysics. The heart of
a squid magnetometer is a tunnel junction between two superconductors called a
Josephson junction. Understanding the work of these devices rests fundamentally on
the BCS theory of superconductivity. In this chapter, we introduce the notion of local
potential and confinement in superconductivity. We show how BCS ground state is
formed from interaction of wave packets confined to these local potential wells. The
starting point of the BCS theory of superconductivity is a phonon-mediated second-
order term that describes scattering of electron pair at Fermi surface with momentum
ki, � ki and energy 2ℏωi to kj, � kj with energy 2ℏωj. The transition amplitude is

M ¼ � d2ωd

ωi�ωjð Þ2�ω2
d

, where d is the phonon scattering rate and ωd is the Debye fre-

quency. However, in the presence of offset ωi � ωj, there is also a present transition
between states ki, � ki and kj, � ki of sizable amplitude much larger than M. How
are we justified in neglecting this term and only retainingM? In this chapter, we
show all this is justified if we consider phonon-mediated transition between wave
packets of finite width instead of electron waves. These wave packets are in their local
potentials and interact with other wave packets in the same well to form a local BCS
state we also call BCS molecule. Finally, we apply the formalism of superconductivity
in finite size wave packets to high Tc in cuprates. The copper electrons in narrow d-
band live as packets to minimize the repulsion energy. The phonon-mediated cou-
pling between wave packets (of width Debye energy) is proportional to the number
of k-states in a packet, which becomes large in narrow d-band (10 times s-band);
hence, d-wave Tc is larger (10 times s-wave). At increased doping, packet size
increases beyond the Debye energy, and phonon-mediated coupling develops a
repulsive part, destroying superconductivity at large doping levels.

Keywords: local potentials, superconductivity, phonons, Josephson junctions,
squids
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1. Introduction

There is a very interesting phenomenon that takes place in solid-state physics
when certain metals are cooled below critical temperature of order of few Kelvin.
The resistance of these metals completely disappears and they become
superconducting. How does this happen? One may guess that maybe at low tem-
peratures there are no phonons. That is not true, as we have low frequency phonons
present. Why do we then lose all resistivity? Electrons bind together to form a
molecule by phonon-mediated interaction. The essence of this interaction is that
electron can pull on the lattice which pulls on another electron. This phonon-
mediated bond is not very strong for only few meV, but at low temperatures, this is
good enough; we cannot break it with collisions with phonons which only carry kBT
amount of energy which is small at low temperatures. Then, electrons do not travel
alone; they travel in a bunch, as a big molecule; and you cannot scatter them with
phonon collisions.

This phenomenon whereby many materials exhibit complete loss of electrical
resistance when cooled below a characteristic critical temperature [1, 2] is called
superconductivity. It was discovered in mercury by Dutch physicist Onnes in
1911. For decades, a fundamental understanding of this phenomenon eluded the
many scientists who were working in the field. Then, in the 1950s and 1960s, a
remarkably complete and satisfactory theoretical picture of the classic supercon-
ductors emerged in terms of the Bardeen-Cooper-Schrieffer (BCS) theory [3].
Before we talk about the BCS theory, let us introduce the notion of local potentials.

Shown in Figure 1 is a bar of metal. How are electrons in this metal bar? Solid-
state physics texts start by putting these electrons in a periodic potential [4–6]. But
that is not the complete story.

Shown in Figure 2 is a periodic array of metal ions. Periodic arrangement
divides the region into cells (region bounded by dashed lines in Figure 2) such that
the potential in the ith cell has the form

Figure 1.
Depiction of a metallic bar.

Figure 2.
Depiction of the potential due to metal ions. A rapidly varying periodic part A and slowly varying part B.
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V xð Þ ¼ �Ze
4πϵ0

1
∣x� ai∣|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
A

þ �Ze
4πϵ0

∑
j6¼i

1
∣x� aj∣|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
B

, (1)

where ai is co-ordinate of the ion in the cell i. Eq. 1 has part A, the own ion
potential. This gives the periodic part of the potential shown as thick curves in
Figure 2 and part B, the other ion potential. This is shown as dashed curve (trough
or basin) in Figure 2. We do not talk much about this potential in solid-state physics
texts though it is prominent (for infinite lattice, part B is constant that we can
subtract). For Z ¼ 1 and a ¼ 3A∘, we have V0 ¼ e

4πϵ0a � 3V. Then, the other ion
potential has magnitude ln n V0 at its ends and 2ln n

2 V0 in the centre. The centre is
deeper by � ln n

2V0. Let us say metal block is of length 30 cm with total sites
n ¼ 109; then, we are talking about a trough that is �50 V deep. At room tempera-
ture, the kinetic energy of the electrons in 1

2 kBT ¼ :02eV (as we will see subse-
quently, Fermi-Dirac statistics give much higher kinetic energies), the trough is
deep enough to confine these electrons. It is this trough, basin or confining potential
that we talk about in this chapter. Electrons move around in this potential as wave
packets as shown in Figure 3A. Electrons can then be treated as a Fermi gas as
shown in Figure 3B. While gas molecules in a container rebound of wall, the
confining potential ensures electrons roll back before reaching the ends.

Coming back to a more realistic estimate of the kinetic energy, electron wave
function is confined to length L ¼ na (due to confining potential); then, we can
expand its eigenfunctions exp i 2πmna x

� � ¼ exp ikxð Þ with energies ℏ2k2
2m . We fill each k

state with two electrons with �π
2a ≤ k≤ π

2a, and kinetic energy of electrons goes from

0 to ℏ2π2

2a2m � 5 eV. This spread of kinetic energy is modified in the presence of
periodic potential. We then have an energy band as shown in Figure 4 with a
bandwidth of 5–10 eV.

With this energy bandwidth, electrons are all well confined by the confining
potential. In fact we do not need a potential of depth 50 eV; to confine the electrons,
we can just do it with a depth of�10 eV which means a length of around L0 � 300 Å.
It means electrons over length L0 are confined, and due to screening by electrons
outside L0, they simply do not see any potential from ions outside this length. Thus,
we get a local confining potential, and the picture is shown in Figure 5, many local
wells. This is what we call local potentials or local volumes. Estimate of L0 is a 1D
calculation; in 3D it comes to a well of smaller diameter. However, if we account for
electron–electron repulsion, then our earlier 1D estimate is probably okay. In any case,
these numbers should be taken with a grain of salt. They are more qualitative than
quantitative. The different wave packets in a local volume do not leave the volume as

Figure 3.
Depiction of Fermi gas of electrons in a metal moving in a confining potential.
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1. Introduction
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divides the region into cells (region bounded by dashed lines in Figure 2) such that
the potential in the ith cell has the form

Figure 1.
Depiction of a metallic bar.

Figure 2.
Depiction of the potential due to metal ions. A rapidly varying periodic part A and slowly varying part B.
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they see a local potential due to positive atomic ions. They just move back and forth in
a local volume. When we apply an electric field say along x direction, the wave
packets accelerate in that direction, and the local volume moves in that direction as a
whole. This is electric current. Electrons are moving at very high velocity up to 105 m/s
(Fermi velocity) in their local volumes, but that motion is just a back-and-forthmotion
and does not constitute current. The current arises when the local volume moves as a
whole due to applied electric field. This is much slower at say drift velocity of 10�3 m/s
for an ampere current through a wire of cross section 1 mm2.

In this chapter, we spell out the main ideas of the BCS theory. The BCS theory
tells us how to use phonon-mediated interaction to bind electrons together, so that
we have big molecule and we call the BCS ground state or the BCS molecule. At low
temperatures, phonons do not have energy to break the bonds in the molecule;
hence, electrons in the molecule do not scatter phonons. So, let us see how BCS
binds these electrons into something big.

2. Cooper pairs and binding

Let us take two electrons, both at the Fermi surface, one with momentum k1 and
other �k1. Let us see how they interact with phonons. Electron k1 pulls/plucks on
the lattice due to Coulomb attraction and in the process creates (emits) a phonon
and thereby recoils to new momentum k2. The resulting lattice vibration is sensed

Figure 4.
The dispersion curve and energy band for electrons in a periodic potential.

Figure 5.
Depiction of local potentials due to metal ions that locally confine electrons.
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by electron �k1 which absorbs this oscillation and is thrown back to momentum
�k2. The total momentum is conserved in the process. This is depicted in
Figure 6A. The corresponding Feynman diagram for this process is shown in
Figure 6B. The above process where two electrons interact with exchange of pho-
non can be represented as a three-level atomic system. Level 1 is the initial state of
the electrons k1, � k1, level 3 is the final state of the electrons k2, � k2 and the level
2 is the intermediate state k2, � k1. There is a transition with strength Ω ¼ ℏd
between levels 1 and 2 involving emission of a phonon and a transition with
strength Ω between levels 2 and 3 involving absorption of a phonon. Let E1, E2, E3 be
the energy of the three levels. Since pairs are at Fermi surface, E1 ¼ E3. The state of
the three-level system evolves according to the Schrödinger equation:

_ψ ¼ �i
ℏ

E1 Ω 0

Ω∗ E2 Ω∗

0 Ω E1

2
64

3
75ψ : (2)

We proceed into the interaction frame of the natural Hamiltonian (system
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H tð Þ

ϕ: (4)

Figure 6.
(A) Depiction of the Fermi sphere and how electron pair k1, � k1 at Fermi sphere scatters to k2, � k2 at the
Fermi sphere. (B) How this is mediated by exchange of a phonon in a Feynman diagram. (C) A three-level
system that captures the various transitions involved in this process.
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H tð Þ is periodic with period Δt ¼ 2π
ΔE. After Δt, the system evolution is

ϕ Δtð Þ ¼ I þ
ðΔt
0
H σð Þdσ þ

ðΔt
0

ðσ1
0
H σ1ð ÞH σ2ð Þdσ2dσ1 þ…

� �
ϕ 0ð Þ: (5)

The first integral averages to zero, while the second integral

ðΔt
0

ðσ1
0
H σ1ð ÞH σ2ð Þdσ2dσ1 ¼ 1

2

ðΔt
0

ðσ1
0

H σ1ð Þ;H σ2ð Þ½ �dσ2dσ1: (6)

Evaluating it explicitly, we get for our system that second-order integral is

�iΔt
ℏ

0
Ωj j2

E1 � E2

0 0 0
Ωj j2

E1 � E2
M

0 0

2
6666664

3
7777775
, (7)

which couples levels 1 and 3 and drives transition between them at rate
M ¼ Ω2

E1�E2
.

Observe E1 ¼ 2ϵ1 and E3 ¼ 2ϵ2 and the electron energies E2 ¼ ϵ1 þ ϵ2 þ ϵd,
where ϵd ¼ ℏωd is the energy of emitted phonon. We have ϵ1 ¼ ϵ2 ¼ ϵ. Then, the
transition rate between levels 1 and 3 is M ¼ � Ω2

ϵd
. Therefore, due to interaction

mediated through lattice by exchange of phonons, the electron pair k1, � k1 scatters
to k2, � k2 at rate � Ω2

ϵd
. The scattering rate is in fact Δb ¼ � 4Ω2

ϵd
as k1 can emit to k2

or �k2. Similarly, �k1 can emit to k2 or �k2, making it a total of four processes that
can scatter k1, � k1 to k2, � k2.

How does all this help. Suppose ∣k1, � k1i and ∣k2, � k2i are only two states
around. Then, a state like

ϕ ¼ ∣k1, � k1i þ ∣k2, � k2iffiffiffi
2

p (8)

has energy 2ϵþ Δb. That has lower energy than the individual states in the
superposition. Δb is the binding energy. Now, let us remember what is Ω. It comes
from electron–phonon interaction. Let us pause, develop this a bit in the next
section and come back to our discussion.

3. Electron-phonon collisions

Recall we are interested in studying how a BCS molecule scatters phonons. For
this we first understand how a normal electron scatters of a thermal phonon. We
also derive electron–phonon interaction (Fröhlich) Hamiltonian and show how to
calculate Ω in the above. The following section is a bit lengthy as it develops ways to
visualize how a thermal phonon scatters an electron.

Consider phonons in a crystalline solid. We first develop the concept of a pho-
non packet. To fix ideas, we start with the case of one-dimensional lattice potential.
Consider a periodic potential with period a:
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U xð Þ ¼ ∑
n

l¼1
V x� alð Þ ¼ ∑V x� lað Þ,
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V xð Þ ¼ V0 cos 2 πx
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≤ x≤
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¼ 0 ∣x∣ ≥
a
2
: (10)

The potential is shown in Figure 7.
Now, consider how potential changes when we perturb the lattice sites from

their equilibrium position, due to lattice vibrations:

ΔU xð Þ ¼ ∑V 0 x� alð ÞΔal:
For a phonon mode with wavenumber k

Δal ¼ Ak
1ffiffiffi
n

p exp ikalð Þ, (11)

we have
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Using Fourier series, we can write

p xð Þ ¼ a0 þ∑
r
ar exp i

2πrx
a

� �
:

Figure 7.
Depiction of the periodic potential in Eq. (1).
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We can determine a0 by a0 ¼ 1
a

Ð a
2
�a

2
p xð Þdx, giving

a0 ¼ i
V0

a

ða
2

�a
2

2π
a

sin
2πx
a

� �
sin kxð Þ,

where k ¼ 2πm
na . This gives

a0 ¼ i
2V0

a
1

1� m
n

� �2 sin
mπ

n
:

We do not worry much about ar for r 6¼ 0 as these excite an electron to a
different band and are truncated by the band-gap energy. Now, note that, using
equipartition of energy, there is kBT energy per phonon mode, giving

Ak ¼
ffiffiffiffiffiffiffiffiffi
kBT
m

r
1
ωk

¼
ffiffiffiffiffiffiffiffiffi
kBT
m

r
1

ωd sin πm
n

� � , (12)

where ωd is the Debye frequency.
Then, we get

ΔU xð Þ ¼ iffiffiffi
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p 2V0
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ffiffiffiffiffiffiffiffiffi
kBT
m

r
1
ωd

 !

|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
V0

exp ikxð Þ: (13)

At temperature of T = 3 K and ωd ¼ 1013 rad/s, we have.ffiffiffiffiffiffi
kBT
m

q
1
ωd

� :03 ̊A; with a = 3 Å, we have

ΔU � iffiffiffi
n

p :01V0 exp ikxð Þ;

and with V0 ¼ 10V, we have

ΔU � :1iffiffiffi
n

p exp ikxð ÞV:

We considered one phonon mode. Now, consider a phonon wave packet (which
can also be thought of as a mode, localized in space) which takes the form

Δal ¼ 1
n
∑
k
Ak exp ikalð Þ,

where k ¼ mΔ and Δ ¼ 2π
na and Ak as in Eq. (12). Then, the resulting deformation

potential from Eq. (13) by summing over all phonon modes that build a packet
becomes

ΔU � V0
sin 2 πx

2a

� �
πx
2a

� � : (14)
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This deformation potential due to phonon wave packet is shown in Figure 8.

The maximum value of the potential is around V0ffiffi
2

p .

3.1 Time dynamics and collisions

Of course phonons have a time dynamics given by their dispersion relation:

Δal tð Þ ¼ 1
n
∑
k>0

Ak exp ikalð Þ exp �iωktð Þ þ h:cð Þ: (15)

With the phonon dispersion relation ωk � υk, where υ is the velocity of sound,
we get

ΔU � V0

sin 2 π x�υtð Þ
2a

� �

π x�υtð Þ
2a

� � : (16)

The deformation potential travels with velocity of sound and collides with an
incoming electron. To understand this collision, consider a phonon packet as in
Eq. (14) centred at the origin. The packet is like a potential hill. A electron comes

along say at velocity vg. If the velocity is high enough (kinetic energy 1
2mv2g>

eV0ffiffi
2

p ) to
climb the hill, it will go past the phonon as in (b) in Figure 9, or else it will slide
back, rebound of the hill and go back at the same velocity vg as in (a) in Figure 9.

Figure 8.
Depiction of the deformation potential in Eq. (14).

Figure 9.
Depiction on how an incoming electron goes past the deformation potential (b); if its velocity is sufficient, else it
slides back and rebounds as in (a).
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In the above, we assumed phonon packet is stationary; however, it moves with
velocity υ. Now, consider two scenarios. In the first one, the electron and phonon
are moving in opposite direction and collide. This is shown in Figure 10.

In the phonon frame the electron travels towards it with velocity vg þ υ. If the

velocity is high enough (kinetic energy 1
2m vg þ υ
� �2> eV0ffiffi

2
p ) to climb the hill, it will go

past the phonon with velocity vg þ υ (the resulting electron velocity in lab frame is
just vg). Otherwise, it slides back, rebounds and goes back with velocity vg þ υ (the
velocity in lab frame is vg þ 2υ). Therefore, electron has gained energy:

ΔE ¼ mvgυ (17)

and by conservation of energy, the phonon has lost energy, lowering its tem-
perature.

In the second case, electron and phonon are traveling in the same direction. This
is shown in Figure 11. In the frame of phonon, electron travels towards the phonon

with velocity vg � υ. If the velocity is high enough (kinetic energy 1
2m vg � υ
� �2> eV0ffiffi

2
p )

to climb the hill, it will go past the phonon with velocity vg � υ. The velocity in lab
frame is vg. Otherwise, it slides back, rebounds and goes back with velocity vg � υ.
Then, the velocity in lab frame is vg � 2υ. Therefore, electron has lost energy, and by
conservation of energy, the phonon has gained energy, raising its temperature.

Thus, we have shown that electron and phonon can exchange energy due to
collisions. Now, everything is true as in statistical mechanics, and we can go on to
derive Fermi-Dirac distribution for the electrons [4–7].

All our analysis has been in one dimension. In two or three dimensions, the
phonon packets are phonon tides (as in ocean tides). Let us fix ideas with two
dimensions, and three dimensions follow directly. Consider a two-dimensional
periodic potential with period a:

U x; yð Þ ¼ ∑
lm

V x� al; y� amð Þ ¼ ∑
lm

V x� la; y�mað Þ: (18)

V x; yð Þ ¼ V0 cos 2 πx
a

� �
cos 2 πy

a

� �
,

�a
2

≤ x, y≤
a
2

¼ 0 ∣x∣, ∣y∣ ≥
a
2
:

(19)

Figure 10.
Depiction on how an electron and phonon traveling towards each other collide.

Figure 11.
Depiction on how an electron and phonon traveling in same direction collide.
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Now, consider how potential changes when we perturb the lattice sites from
their equilibrium position, due to lattice vibrations:

ΔU x; yð Þ ¼ ∑
lm

Vx x� al; y� amð ÞΔal þ Vy x� al; y� amð ÞΔam:

Let us consider phonons propagating along x direction. Then, Δal constitutes
longitudinal phonons, while Δam constitutes transverse phonons. Transverse pho-
nons do not contribute to deformation potential as can be seen in the following. Let
us focus on the transverse phonons. Then,

Δam ¼ Ak
1ffiffiffi
n

p exp ikxalð Þ: (20)

We have due to Δam

ΔU x; yð Þ ¼ Ak exp ikxxð Þ 1ffiffiffi
n

p ∑Vy x� al; y� amð Þ exp �ik x� alð Þð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
p x;yð Þ

,

where p x; yð Þ is the periodic with period a.
Note

Vy x; yð Þ ¼ �V0
2π
a

sin
2πy
a

� �
cos

πx
a

� �2
,
�a
2

≤ x, y≤
a
2

¼ 0 ∣x∣, ∣y∣ ≥
a
2
:

Using Fourier series, we can write

p x; yð Þ ¼ a0 þ∑
r, s

ars exp i
2πrx
a

þ 2πsy
a

� �� �
:

We can determine a0 by a0 ¼ 1
a2
Ð a

2
�a

2

Ð a
2
�a

2
p x; yð Þdxdy, giving a0 ¼ 0. Hence, trans-

verse phonons do not contribute. The contribution of longitudinal phonons is same
as in 1D case. As before consider a wave packet of longitudinal phonons propagating
along x direction:

Δal ¼ 1
n
∑
k
Ak exp ikalð Þ,

which gives us a deformation potential as before:

ΔU x; yð Þ � V0

sin 2 π x�υtð Þ
2a

� �

π x�υtð Þ
2a

� � , (21)

which is same along y direction and travels with velocity υ along the x direction
except now the potential is like a tide in an ocean, as shown in Figure 12.

Since deformation potential is a tide, electron–phonon collisions do not have to
be head on; they can happen at oblique angles, as shown in Figure 13 in a top view
(looking down). The velocity of electron parallel to tide remains unchanged, while
velocity perpendicular to tide gets reflected. If the perpendicular velocity is large
enough, the electron can jump over the tide and continue as shown by a dotted line
in Figure 13. Imagining the tide in three dimensions is straightforward. In three
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collisions. Now, everything is true as in statistical mechanics, and we can go on to
derive Fermi-Dirac distribution for the electrons [4–7].

All our analysis has been in one dimension. In two or three dimensions, the
phonon packets are phonon tides (as in ocean tides). Let us fix ideas with two
dimensions, and three dimensions follow directly. Consider a two-dimensional
periodic potential with period a:
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Figure 10.
Depiction on how an electron and phonon traveling towards each other collide.

Figure 11.
Depiction on how an electron and phonon traveling in same direction collide.
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Now, consider how potential changes when we perturb the lattice sites from
their equilibrium position, due to lattice vibrations:

ΔU x; yð Þ ¼ ∑
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Vx x� al; y� amð ÞΔal þ Vy x� al; y� amð ÞΔam:

Let us consider phonons propagating along x direction. Then, Δal constitutes
longitudinal phonons, while Δam constitutes transverse phonons. Transverse pho-
nons do not contribute to deformation potential as can be seen in the following. Let
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which is same along y direction and travels with velocity υ along the x direction
except now the potential is like a tide in an ocean, as shown in Figure 12.

Since deformation potential is a tide, electron–phonon collisions do not have to
be head on; they can happen at oblique angles, as shown in Figure 13 in a top view
(looking down). The velocity of electron parallel to tide remains unchanged, while
velocity perpendicular to tide gets reflected. If the perpendicular velocity is large
enough, the electron can jump over the tide and continue as shown by a dotted line
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dimensions, the deformation potential takes the form a wind gust moving in say x
direction.

We described how a normal electron scatters phonons. Now, let us go back to
our discussion on electron-phonon interaction and recall a phonon exp ikxð Þ which
produces a deformation potential ΔU xð Þ as in Eq. 13. Now in three dimensions, it is

ΔU xð Þ ¼ iffiffiffiffiffi
n3

p V0

a
Ak exp ikxð Þ exp �iωktð Þ � h:cð Þ, (22)

where n3 is the number of lattice points.
Using 1

2Mω2
kA

2
k ¼ nkℏωk (there are nk quanta in the phonon), where M is the

mass of ion, ωk phonon frequency and replacing Ak, we get

ΔU xð Þ ¼ iffiffiffiffiffi
n3

p V0

a

ffiffiffiffiffiffiffiffiffiffi
2ℏ
Mωk

s

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
c

ffiffiffiffiffi
nk

p
exp ikxð Þ exp �iωktð Þ � h:cð Þ: (23)

Thus, electron-phonon coupling Hamiltonian is of form

Figure 12.
Depiction of the deformation potential tide as shown in Eq. (21).

Figure 13.
The top view collision of an electron with a deformation potential tide at an angle θ.
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cffiffiffiffiffi
n3

p
|ffl{zffl}

Ω

i b exp ikxð Þ � b† exp �ikxð Þ� �
, (24)

where b, b† are the annihilation and creation operators for phonon.
Using a cosine potential with V0 � 10 V, we can approximate Coulomb poten-

tial. Then, with a � 3A∘ and M � 20 proton masses, we have c � 1 V.
We just derived an expression for the electron-phonon interaction (Fröhlich)

Hamiltonian in Eq. (24) and showed how to calculate the constant c.
We said there are only two states, ∣k1, � k1i and ∣k2, � k2i. In general we have

for i ¼ 1,…,N , ∣ki, � kii states on the Fermi sphere as shown in Figure 14A, and if
we form the state

ϕ ¼ 1ffiffiffiffi
N

p ∑
i
∣ki, � kii, (25)

it has energy 2ϵþ N � 1ð ÞΔb.
The states do not have to be exactly on a Fermi surface as shown in Figure 14A;

rather, they can be in an annulus around the Fermi sphere as shown in Figure 14B.
When ∣k1, � k1i and ∣k2, � k2i are not both on the Fermi surface (rather in an
annulus) such that the energy of ∣k1, � k1i is E1 ¼ 2ϵ1 and the energy of
E3 ¼ ∣k2, � k2i is 2ϵ2, with ε1 6¼ ε2, then the formula of scattering amplitude (as

shown in detail below) is modified to Δb ¼ 4ϵdΩ2

Δϵ2�ϵ2d
, where ϵ1 � ϵ2 ¼ Δϵ ¼ ℏΔω. As

long as Δω <ωd, in BCS theory, we approximate Δb � � 4Ω2

ϵd
. Therefore, if we take an

annulus in Figure 14B to be of width ωd, we get a total number of states in the
annulusN to be N

n3 � ωd
ωF
, where n3 is the total number of k points in the Fermi sphere

and ϵF ¼ ℏωF is the Fermi energy. This gives a binding energy Δb ¼� c2
ϵF. With the

Fermi energy ϵF � 10 eV, the binding energy is �meV. Thus, we have shown how
phonon-mediated interaction helps us bind an electron pair with energy �meV.

Figure 14.
(A) Electron pairs on the fermi surface and (B) electron pairs in an annulus around the fermi surface.

79

SQUID Magnetometers, Josephson Junctions, Confinement and BCS Theory of Superconductivity
DOI: http://dx.doi.org/10.5772/intechopen.83714



dimensions, the deformation potential takes the form a wind gust moving in say x
direction.

We described how a normal electron scatters phonons. Now, let us go back to
our discussion on electron-phonon interaction and recall a phonon exp ikxð Þ which
produces a deformation potential ΔU xð Þ as in Eq. 13. Now in three dimensions, it is

ΔU xð Þ ¼ iffiffiffiffiffi
n3

p V0

a
Ak exp ikxð Þ exp �iωktð Þ � h:cð Þ, (22)

where n3 is the number of lattice points.
Using 1

2Mω2
kA

2
k ¼ nkℏωk (there are nk quanta in the phonon), where M is the

mass of ion, ωk phonon frequency and replacing Ak, we get

ΔU xð Þ ¼ iffiffiffiffiffi
n3

p V0

a

ffiffiffiffiffiffiffiffiffiffi
2ℏ
Mωk

s

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
c

ffiffiffiffiffi
nk

p
exp ikxð Þ exp �iωktð Þ � h:cð Þ: (23)

Thus, electron-phonon coupling Hamiltonian is of form

Figure 12.
Depiction of the deformation potential tide as shown in Eq. (21).

Figure 13.
The top view collision of an electron with a deformation potential tide at an angle θ.

78

Magnetometers - Fundamentals and Applications of Magnetism

cffiffiffiffiffi
n3

p
|ffl{zffl}

Ω

i b exp ikxð Þ � b† exp �ikxð Þ� �
, (24)

where b, b† are the annihilation and creation operators for phonon.
Using a cosine potential with V0 � 10 V, we can approximate Coulomb poten-

tial. Then, with a � 3A∘ and M � 20 proton masses, we have c � 1 V.
We just derived an expression for the electron-phonon interaction (Fröhlich)

Hamiltonian in Eq. (24) and showed how to calculate the constant c.
We said there are only two states, ∣k1, � k1i and ∣k2, � k2i. In general we have

for i ¼ 1,…,N , ∣ki, � kii states on the Fermi sphere as shown in Figure 14A, and if
we form the state

ϕ ¼ 1ffiffiffiffi
N

p ∑
i
∣ki, � kii, (25)

it has energy 2ϵþ N � 1ð ÞΔb.
The states do not have to be exactly on a Fermi surface as shown in Figure 14A;

rather, they can be in an annulus around the Fermi sphere as shown in Figure 14B.
When ∣k1, � k1i and ∣k2, � k2i are not both on the Fermi surface (rather in an
annulus) such that the energy of ∣k1, � k1i is E1 ¼ 2ϵ1 and the energy of
E3 ¼ ∣k2, � k2i is 2ϵ2, with ε1 6¼ ε2, then the formula of scattering amplitude (as

shown in detail below) is modified to Δb ¼ 4ϵdΩ2

Δϵ2�ϵ2d
, where ϵ1 � ϵ2 ¼ Δϵ ¼ ℏΔω. As

long as Δω <ωd, in BCS theory, we approximate Δb � � 4Ω2

ϵd
. Therefore, if we take an

annulus in Figure 14B to be of width ωd, we get a total number of states in the
annulusN to be N

n3 � ωd
ωF
, where n3 is the total number of k points in the Fermi sphere

and ϵF ¼ ℏωF is the Fermi energy. This gives a binding energy Δb ¼� c2
ϵF. With the

Fermi energy ϵF � 10 eV, the binding energy is �meV. Thus, we have shown how
phonon-mediated interaction helps us bind an electron pair with energy �meV.

Figure 14.
(A) Electron pairs on the fermi surface and (B) electron pairs in an annulus around the fermi surface.

79

SQUID Magnetometers, Josephson Junctions, Confinement and BCS Theory of Superconductivity
DOI: http://dx.doi.org/10.5772/intechopen.83714



This paired electron state is called Cooper pair. Now, the plan is we bind many
electrons and make a big molecule called BCS ground state.

But before we proceed, a note of caution is in order when we use the formula

Δb ¼ 4ϵdΩ2

Δϵ2�ϵ2d
. For this we return to phonon scattering of ∣k1, � k1i and ∣k2, � k2i.

Consider when E1 6¼ E3. Observe E1 ¼ 2ϵ1 ¼ 2ℏω1, E3 ¼ 2ϵ2 ¼ 2ℏω2, E2 ¼ ϵ1 þ ϵ2
and ℏωd is the energy of the emitted phonon. All energies are with respect to Fermi
surface energy ϵF. The state of the three-level system evolves according to the
Schrödinger equation:

_ψ ¼ �i

2ω1 d exp �iωdtð Þ 0

d exp iωdtð Þ ω1 þ ω2 d exp iωdtð Þ
0 d exp �iωdð Þ 2ω2

2
64

3
75ψ : (26)

We proceed into the interaction frame of the natural Hamiltonian (system
energies) by transformation:

ϕ ¼ exp it
2ω1 0 0

0 ω1 þ ω2 0

0 0 2ω2

2
64

3
75

0
B@

1
CAψ : (27)

This gives for ΔE1 ¼ ωd � ω1 � ω2ð Þ Δω and ΔE2 ¼ ωd þ Δω

_ϕ ¼ �i
0 exp �iΔE1 tð Þd 0

exp iΔE1 tð Þd 0 exp iΔE2 tð Þd
0 exp �iΔE2 tð Þd 0

2
64

3
75

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
H tð Þ

ϕ: (28)

We evaluate the effective evolution of H(t) in period Δt ¼ 2π
ωd
. After Δt, the

system evolution is

ϕ Δtð Þ ¼ exp
ðΔt
0
H σð Þdσ þ 1

2

ðΔt
0

H σ1ð Þ;
ðσ1
0
H σ2ð Þdσ2

� �
dσ1

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
H Δt

0
BBB@

1
CCCAϕ 0ð Þ: (29)

Let us calculate H12. Assuming ∣Δω∣≪ωd, then

H12 ¼ �i
Δt

ðΔt
0

exp �iΔE1 tð Þd ¼ i
Δω
ωd

d: (30)

Similarly

H23 ¼ �i
Δt

ðΔt
0

exp �iΔE2 tð Þd ¼ �i
Δω
ωd

d, (31)

and finally
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H13 ¼ �d2

2Δt

ðΔt
0

exp �iΔE1 tð Þ
ðτ
0
exp iΔE2 tð Þ �

ðΔt
0

exp iΔE2 tð Þ
ðτ
0
exp �iΔE1 tð Þ

� �

¼ id2

2Δt
1

ωd þ Δω
þ 1
ωd � Δω

� �ðΔt
0

exp i2Δω tð Þ ¼ �i
�d2ωd exp iΔωΔtð Þ

ω2
d � Δω2

� �i
�d2 exp iΔωΔtð Þ

ωd
:

Then, from Eq. (27), we get

ψ ΔTð Þ ¼ exp �iΔ
2ω1 0 0

0 ω1 þ ω2 0

0 0 2ω2

2
64

3
75

0
B@

1
CA exp HΔt

� �
ψ 0ð Þ ¼ exp HeffΔt

� �
ψ 0ð Þ,

(32)

where

Heff ¼ �i

2ω1 �Δω
ωd

d exp
i
2
ΔωΔt

� � �d2

ωd

�Δω
ωd

d exp � i
2
ΔωΔt

� �
ω1 þ ω2

Δω
ωd

d exp � i
2
ΔωΔt

� �

�d2

ωd

Δω
ωd

d exp
i
2
ΔωΔt

� �
2ω2

2
666666664

3
777777775
:

(33)

Observe in the above the term Heff
13 gives us the attractive potential responsible for

superconductivity [3]. We say the electron pair k1, � k1 scatters to k2, � k2 at rate
� d2

ωd
. But observe d≪Δω, that is, term Heff

13 is much smaller than terms Heff
12 and Heff

23 :
then, how are we justified in neglecting these terms. This suggests our calculation of
scattering into an annulus around the Fermi surface requires caution and our expres-
sion for the binding energy may be high as binding deteriorates in the presence of
offset. However, we show everything works as expected if we move to a wave-packet
picture. The key idea is what we call offset averaging, which we develop now.

We have been talking about electron waves in this section. Earlier, we spent
considerable time showing how electrons are wave packets confined to local poten-
tials. We now look for phonon-mediated interaction between wave packets. A wave
packet is built from many k-states (k-points). These states have slightly different
energies (frequencies) which make the packet moves. We call these different fre-
quencies offsets from the centre frequency. Denote exp ik0xð Þp xð Þ as a wave packet
centred at momentum k0. The key idea is that due to local potential, the wave
packet shuttles back and forth and comes back to its original state. This means on
average that the energy difference between its k-points averages and the whole
packet just evolved with frequency ω k0ð Þ. We may say the packet is stationary in the
well, evolving as exp ik0xð Þp xð Þ ! exp �iω k0ð Þtð Þ exp ik0xð Þp xð Þ. Figure 15 pictur-
izes the offsets getting averaged by showing wave packets standing in the local
potential. All we are saying is that now the whole packet has energy ϵ0. So now, we
can study how packet pair (at fermi surface) centred at k1, � k1 scatters to k2, � k2.
This is shown in Figure 16A. The scattering is through a phonon packet with width
localized to the local well. Let us say our electron packet width is Debye frequency
ωd. If there are N k-points in a packet, the original scattering rate Δb gets modified
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Then, from Eq. (27), we get
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Observe in the above the term Heff
13 gives us the attractive potential responsible for

superconductivity [3]. We say the electron pair k1, � k1 scatters to k2, � k2 at rate
� d2

ωd
. But observe d≪Δω, that is, term Heff

13 is much smaller than terms Heff
12 and Heff

23 :
then, how are we justified in neglecting these terms. This suggests our calculation of
scattering into an annulus around the Fermi surface requires caution and our expres-
sion for the binding energy may be high as binding deteriorates in the presence of
offset. However, we show everything works as expected if we move to a wave-packet
picture. The key idea is what we call offset averaging, which we develop now.

We have been talking about electron waves in this section. Earlier, we spent
considerable time showing how electrons are wave packets confined to local poten-
tials. We now look for phonon-mediated interaction between wave packets. A wave
packet is built from many k-states (k-points). These states have slightly different
energies (frequencies) which make the packet moves. We call these different fre-
quencies offsets from the centre frequency. Denote exp ik0xð Þp xð Þ as a wave packet
centred at momentum k0. The key idea is that due to local potential, the wave
packet shuttles back and forth and comes back to its original state. This means on
average that the energy difference between its k-points averages and the whole
packet just evolved with frequency ω k0ð Þ. We may say the packet is stationary in the
well, evolving as exp ik0xð Þp xð Þ ! exp �iω k0ð Þtð Þ exp ik0xð Þp xð Þ. Figure 15 pictur-
izes the offsets getting averaged by showing wave packets standing in the local
potential. All we are saying is that now the whole packet has energy ϵ0. So now, we
can study how packet pair (at fermi surface) centred at k1, � k1 scatters to k2, � k2.
This is shown in Figure 16A. The scattering is through a phonon packet with width
localized to the local well. Let us say our electron packet width is Debye frequency
ωd. If there are N k-points in a packet, the original scattering rate Δb gets modified
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to NΔb. If there are p packet pairs at the Fermi surface as shown in Figure 16A,
then the state formed from superposition of packet pairs

ϕ ¼ 1ffiffiffipp ∑
i
∣ki, � kii (34)

has binding energy pNΔb. What is Np though is really just aN number of points
in the annulus around the Fermi surface which we counted earlier. Hence, we
recover the binding energy we derived between electrons earlier, but now it is
binding of packets. Really, this way we do not have to worry about offsets when we
bind; in packet land they average in local potential.

The wave packet in a potential well shuttles back and forth, which averages the
offsets ωi � ωj to zero. Then, the question of interest is how fast do we average these
offsets compared to packet width which we take as Debye frequency ωd. For s
orbitals or waves, the bandwidth is �10 eV giving Fermi velocity of 105 m/s, which
for a characteristic length of the potential well as �300 Å, corresponds to a packet
shuttling time of around � 10�13s, which is same as the Debye frequency ωd, so we
may say we average the offsets in a packet. By the time offsets have evolved
significantly, the packet already returns to its original position, and we may say
there are no offsets.

We saw how two electrons bind to form a Cooper pair. However, for a big
molecule, we need to bind many electrons. How this works will be discussed now.
The basic idea is with many electrons; we need space for electron wave packets to
scatter to. For example, when there was only one packet pair at the Fermi surface, it
could scatter into all possible other packet pairs, and we saw how we could then
form a superposition of these states. Now, suppose we have 2p packet pairs possible
on the Fermi surface. We begin with assuming p of these are occupied with

Figure 16.
(A) Packet pairs k1, � k1 and k2, � k2 on the Fermi surface and (B) many such pairs.

Figure 15.
The offsets getting averaged by showing wave packets standing in the local potential, bound by phonon-mediated
interaction. Offset average so effectively packets are standstill; they do not move.
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electrons and remaining p empty. This way we create space for the p pairs to scatter
into; otherwise, if all are full, how will we scatter? How do these empty spaces come
about? We just form packets with twice the bandwidth as there are electrons. Then,
half of these packets are empty as shown in Figure 17.

4. BCS ground state

Let kF denote wavevector radius of the Fermi sphere. We describe electron wave
packets formed from k-points (wavevectors) near the Fermi sphere surface.
Figure 18 shows the Fermi sphere with surface as thick circle and an annulus of
thickness ωd (energy units) shown in dotted lines. Pockets have n, k-points in radial
direction (n2 inside and same outside the Fermi sphere) and m2 points in the tan-
gential direction. Figure 18 shows such a pocket enlarged with k-points shown in

Figure 17.
Packets at the Fermi surface that has twice the number of k-states as electrons. This means half the packet sites
will be empty.

Figure 18.
Depiction of the Fermi sphere with surface as a thick circle and an annulus of thickness ωd (energy units) shown
in dotted lines. Pockets with k-points are shown in black dots. Superposition of these k-points in a pocket forms a
wave packet.
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electrons and remaining p empty. This way we create space for the p pairs to scatter
into; otherwise, if all are full, how will we scatter? How do these empty spaces come
about? We just form packets with twice the bandwidth as there are electrons. Then,
half of these packets are empty as shown in Figure 17.

4. BCS ground state

Let kF denote wavevector radius of the Fermi sphere. We describe electron wave
packets formed from k-points (wavevectors) near the Fermi sphere surface.
Figure 18 shows the Fermi sphere with surface as thick circle and an annulus of
thickness ωd (energy units) shown in dotted lines. Pockets have n, k-points in radial
direction (n2 inside and same outside the Fermi sphere) and m2 points in the tan-
gential direction. Figure 18 shows such a pocket enlarged with k-points shown in

Figure 17.
Packets at the Fermi surface that has twice the number of k-states as electrons. This means half the packet sites
will be empty.

Figure 18.
Depiction of the Fermi sphere with surface as a thick circle and an annulus of thickness ωd (energy units) shown
in dotted lines. Pockets with k-points are shown in black dots. Superposition of these k-points in a pocket forms a
wave packet.
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black dots. We assume there are 4p such pockets with N ¼ nm2 points in each
pocket. In pocket s, we form the function

ϕs rð Þ ¼ 1ffiffiffiffi
N

p ∑
j
exp ikj � r

� �
(35)

ϕs has characteristic width a. From N points in a pocket, we can form N such
functions by displacing ϕs to ϕs r�mað Þ, and putting these functions uniformly
spaced over the whole lattice in their local potential wells. Thus, each pocket givesN
wave packets orthogonal as they are nonoverlapping and placed uniformly over the
lattice in their local potential wells. Furthermore, ϕs and ϕs0 are orthogonal as they
are formed from mutually exclusive k-points. The wave packet ϕs moves with a
group velocity υ, which is the Fermi velocity in a radial direction to the pocket from
which it is formed. From wave packet ϕs and its antipodal packet ϕ�s, we form the
joint wave packet:

Φs r1; r2ð Þ ¼ ϕs r1ð Þϕ�s r2ð Þ: (36)

As we will see soon, Φs will be our Cooper pair.
As shown in last section, the Cooper pair Φs scatters to Φs0 with rateM ¼ � 4d2N

ωd
.

Now, we study how to form BCS state with many wave packets. We present a
counting argument. Observe ϕs is made of N k-points, and hence by displacement
of ϕs, we have N nonoverlapping lattice sites (potential wells) where we can put
copies of ϕs as described in Section 4. However of the N k-points, only N

2 are inside
the Fermi sphere so we only have only N

2 wave packets. Therefore, 12 of the wave-
packet sites are empty. Hence, of the 2p possible Cooper pairs, only p are filled and
p are not present. Hence, when Φs scatters to Φs0 , we have p choices for s0. Then, we
can form a joint state of Cooper pairs present and write it as Φi1Φi2…Φip . Doing a
superposition of such states, we get the superconducting state:

Ψ ¼ ∑Φi1Φi2…Φip : (37)

The binding energy of this state is� 4ℏd2Np2

ωd
as each index in Ψ scatters to p states.

Since 4pN are the total k-points in the annulus surrounding the Fermi surface. We
have Ω ¼ cffiffiffiffi

n3
p where c is of order 1 eV and n3 is the total number of lattice sites in the

solid. Then, 4Np
n3 � ωd

ωF
. Thus, the binding energy is �pc c

ℏωF
(c c

2ℏωF
per wave packet/

electron). The Fermi energy ℏωF is of order 10 eV, while ℏωd � :1 eV. Thus, binding
energy per wave packet is of order .05 eV. The average kinetic energy of the wave
packet is just the Fermi energy ϵF as it is made of superposition of N

2 points inside
and N

2 points outside the Fermi sphere. If the wave packet was just formed from k-
point inside the Fermi surface, its average energy would be ϵF � ℏωd

4 . Thus, we pay a
price of ℏωd

4 � :025 eV per wave packet; when we form our wave packet out of N k-
points, half of which are outside the Fermi sphere. Thus, per electron wave packet,
we have a binding energy of �.025 eV around 20 meV. Therefore, forming a
superconducting state is only favorable if c c

ℏωF
> ℏωd

4 . Observe if c is too small, then
forming the superconducting state is not useful, as the gain of binding energy is
offsetted by the price we pay in having wave packets that have excursion outside
the Fermi surface.

Next, we study how low-frequency thermal phonons try to break the BCS
molecule. The electron wave packet collides with the phonon and gets deflected,
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which means the Cooper pair gets broken. Then, the superconducting state consti-
tutes p� 1 pairs and damaged pair. Each term in the state in Eq. (37) will scatter to

p p� 1ð Þ states, and the binding energy is � 4ℏd2Np p�1ð Þ
ωd

. The total binding energy has

reduced by Δ ¼ 4ℏd2Np
ωd

, the superconducting gap. The phonon with which the
superconducting electron collides carries an energy kBT. When this energy is less
than Δ, the electron cannot be deflected and will not scatter as we cannot pay for
the increase of energy. Therefore, superconducting electrons do not scatter pho-
nons. However, this is not the whole story as the phonon can deflect the electron
slightly from its course and over many such collisions break the Cooper pair; then,
the energy budget Δ is paid in many increments of kBT. These are small angle
scattering events. Thus, there will be a finite probability q that a Cooper pair is
broken, and we say we have excited a Bogoliubov [8]. This probability can be
calculated using Boltzmann distribution. In a superconducting state with 2p, wave
packets on average 2pq will be damaged/deflected. This leaves only p0 ¼ p 1� 2qð Þ
good pairs which give an average energy per pair to be 1� 2qð ÞΔ. The probability
that the superconducting electron will be deflected of phonon is

q ¼ exp � 1� 2qð ÞΔ=kBTð Þ
1þ exp � 1� 2qð ÞΔ=kBTð Þ ,

which gives

ln
1
q
� 1

� �
¼ 1� 2qð ÞΔ

kBT
: (38)

When kBTc ¼ Δ, the above equation gives q ¼ 1
2 and gap 1� 2qð ÞΔ goes to zero.

Tc is the critical temperature where superconducting transition sets in.

5. Molecular orbitals of BCS states

We now come to interaction of neighboring BCS molecules. In our picture of
local potentials, we have electron wave packets in each potential well that are
coupled as pairs by phonon to form the BCS ground state. What is important is that
there is a BCS ground state in each potential well. When we bring two such wells in
proximity, the ground state wave functions overlap, and we form a molecular
orbital between these BCS orbitals. This is shown in Figure 19.

If Φ1 and Φ2 are the orbitals of Cooper pair in individual potential wells, then the
overlap creates a transition d ¼ Φ1j2eUjΦ2h i, where U is the potential well, with 2e
coming from the electron pair charge. Then, the linear combination of atomic
orbital (LCAO) aΦ1 þ bΦ2 evolves as

Figure 19.
Depiction of two BCS ground states in local potential wells separated in a weak link.
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black dots. We assume there are 4p such pockets with N ¼ nm2 points in each
pocket. In pocket s, we form the function

ϕs rð Þ ¼ 1ffiffiffiffi
N

p ∑
j
exp ikj � r

� �
(35)

ϕs has characteristic width a. From N points in a pocket, we can form N such
functions by displacing ϕs to ϕs r�mað Þ, and putting these functions uniformly
spaced over the whole lattice in their local potential wells. Thus, each pocket givesN
wave packets orthogonal as they are nonoverlapping and placed uniformly over the
lattice in their local potential wells. Furthermore, ϕs and ϕs0 are orthogonal as they
are formed from mutually exclusive k-points. The wave packet ϕs moves with a
group velocity υ, which is the Fermi velocity in a radial direction to the pocket from
which it is formed. From wave packet ϕs and its antipodal packet ϕ�s, we form the
joint wave packet:

Φs r1; r2ð Þ ¼ ϕs r1ð Þϕ�s r2ð Þ: (36)

As we will see soon, Φs will be our Cooper pair.
As shown in last section, the Cooper pair Φs scatters to Φs0 with rateM ¼ � 4d2N

ωd
.

Now, we study how to form BCS state with many wave packets. We present a
counting argument. Observe ϕs is made of N k-points, and hence by displacement
of ϕs, we have N nonoverlapping lattice sites (potential wells) where we can put
copies of ϕs as described in Section 4. However of the N k-points, only N

2 are inside
the Fermi sphere so we only have only N

2 wave packets. Therefore, 12 of the wave-
packet sites are empty. Hence, of the 2p possible Cooper pairs, only p are filled and
p are not present. Hence, when Φs scatters to Φs0 , we have p choices for s0. Then, we
can form a joint state of Cooper pairs present and write it as Φi1Φi2…Φip . Doing a
superposition of such states, we get the superconducting state:

Ψ ¼ ∑Φi1Φi2…Φip : (37)

The binding energy of this state is� 4ℏd2Np2

ωd
as each index in Ψ scatters to p states.

Since 4pN are the total k-points in the annulus surrounding the Fermi surface. We
have Ω ¼ cffiffiffiffi

n3
p where c is of order 1 eV and n3 is the total number of lattice sites in the

solid. Then, 4Np
n3 � ωd

ωF
. Thus, the binding energy is �pc c

ℏωF
(c c

2ℏωF
per wave packet/

electron). The Fermi energy ℏωF is of order 10 eV, while ℏωd � :1 eV. Thus, binding
energy per wave packet is of order .05 eV. The average kinetic energy of the wave
packet is just the Fermi energy ϵF as it is made of superposition of N

2 points inside
and N

2 points outside the Fermi sphere. If the wave packet was just formed from k-
point inside the Fermi surface, its average energy would be ϵF � ℏωd

4 . Thus, we pay a
price of ℏωd

4 � :025 eV per wave packet; when we form our wave packet out of N k-
points, half of which are outside the Fermi sphere. Thus, per electron wave packet,
we have a binding energy of �.025 eV around 20 meV. Therefore, forming a
superconducting state is only favorable if c c

ℏωF
> ℏωd

4 . Observe if c is too small, then
forming the superconducting state is not useful, as the gain of binding energy is
offsetted by the price we pay in having wave packets that have excursion outside
the Fermi surface.

Next, we study how low-frequency thermal phonons try to break the BCS
molecule. The electron wave packet collides with the phonon and gets deflected,
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which means the Cooper pair gets broken. Then, the superconducting state consti-
tutes p� 1 pairs and damaged pair. Each term in the state in Eq. (37) will scatter to

p p� 1ð Þ states, and the binding energy is � 4ℏd2Np p�1ð Þ
ωd

. The total binding energy has

reduced by Δ ¼ 4ℏd2Np
ωd

, the superconducting gap. The phonon with which the
superconducting electron collides carries an energy kBT. When this energy is less
than Δ, the electron cannot be deflected and will not scatter as we cannot pay for
the increase of energy. Therefore, superconducting electrons do not scatter pho-
nons. However, this is not the whole story as the phonon can deflect the electron
slightly from its course and over many such collisions break the Cooper pair; then,
the energy budget Δ is paid in many increments of kBT. These are small angle
scattering events. Thus, there will be a finite probability q that a Cooper pair is
broken, and we say we have excited a Bogoliubov [8]. This probability can be
calculated using Boltzmann distribution. In a superconducting state with 2p, wave
packets on average 2pq will be damaged/deflected. This leaves only p0 ¼ p 1� 2qð Þ
good pairs which give an average energy per pair to be 1� 2qð ÞΔ. The probability
that the superconducting electron will be deflected of phonon is

q ¼ exp � 1� 2qð ÞΔ=kBTð Þ
1þ exp � 1� 2qð ÞΔ=kBTð Þ ,

which gives

ln
1
q
� 1

� �
¼ 1� 2qð ÞΔ

kBT
: (38)

When kBTc ¼ Δ, the above equation gives q ¼ 1
2 and gap 1� 2qð ÞΔ goes to zero.

Tc is the critical temperature where superconducting transition sets in.

5. Molecular orbitals of BCS states

We now come to interaction of neighboring BCS molecules. In our picture of
local potentials, we have electron wave packets in each potential well that are
coupled as pairs by phonon to form the BCS ground state. What is important is that
there is a BCS ground state in each potential well. When we bring two such wells in
proximity, the ground state wave functions overlap, and we form a molecular
orbital between these BCS orbitals. This is shown in Figure 19.

If Φ1 and Φ2 are the orbitals of Cooper pair in individual potential wells, then the
overlap creates a transition d ¼ Φ1j2eUjΦ2h i, where U is the potential well, with 2e
coming from the electron pair charge. Then, the linear combination of atomic
orbital (LCAO) aΦ1 þ bΦ2 evolves as

Figure 19.
Depiction of two BCS ground states in local potential wells separated in a weak link.
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ℏ
d
dt

a
b

� �
¼ �i

ϵ1 � 2Δ d
d ϵ2 � 2Δ

� �
a
b

� �
(39)

where ϵ1, ϵ2 is the Fermi energy of the electron pair in two orbitals. ϵ1 ¼ ϵ2 unless
we apply a voltage difference v between them; then, ϵ1 � ϵ2 ¼ v. Let us start with

v ¼ 0 and
a
b

� �
¼ 1

1

� �
, and then nothing happens, but when there is phase differ-

ence
a
b

� �
¼ 1

exp iϕð Þ
� �

, then
a
b

� �
evolves and we say we have supercurrent

I∝ sinϕ between two superconductors. This constitutes the Josephson junction (in a
Josephson junction, there is a thin insulator separating two BCS states or supercon-
ductors). Applying v generates a phase difference dϕ

dt ∝v between the two orbitals
which then evolves under d.

We talked about two BCS states separated by a thin insulator in a Josephson
junction. In an actual superconductor, we have an array (lattice) of such localized
BCS states as shown in Figure 20. Different phases ϕi induce a supercurrent as in
Josephson junction.

If Φi denotes the local Cooper pairs, then their overlap creates a transition
d ¼ Φij2eUjΦiþ1h i, where U is the potential well, with 2e coming from the electron
pair charge. Then, the LCAO ∑aiΦi evolves as

ℏ
d
dt

a1
⋮
an

2
64

3
75 ¼ �i

ϵ1 � 2Δ d 0

d ⋱ ⋮
d ϵn � 2Δ

2
64

3
75

a1
⋮
an

2
64

3
75 (40)

where ϵi ¼ ϵ0 is the Fermi energy of the electron pair in BCS state Φi. ϵi is same
unless we apply a voltage difference v to the superconductor. Eq. 40 is the tight-
binding approximation model for superconductor.

What we have now is a new lattice of potential wells as shown in Figure 20 with
spacing of b � 300 Å as compared to the original lattice of a � 3 Å, which means
100 times larger. We have an electron pair at each lattice site. The state

a1
⋮
an

2
64

3
75 ¼ 1ffiffiffi

n
p

1

⋮
1

2
64

3
75 (41)

is the ground state of new lattice (Eq. 40). A state like

a1
⋮
an

2
64

3
75 ¼ 1ffiffiffi

n
p

exp ikx1ð Þ
⋮

exp ikxnð Þ

2
64

3
75

Figure 20.
Depiction of array of local BCS states in local potential wells with different phases.
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has a momentum and constitutes the supercurrent. It has energy
ϵk ¼ ϵ0 � 2Δþ 2d cos kb.

In the presence of electric field E, we get on the diagonal of RHS of Eq. 40,
additional potential eExi. How does ϕk evolve under this field? Verify with
k tð Þ ¼ k� eEt

ℏ ; ϕk tð Þ is a solution with eigenvalue ϵk tð Þ. In general, in the presence of

time varying E tð Þ, we have k tð Þ ¼ k� 2e
Ð t

0
E τð Þdτ
ℏ :.

Now, consider the local BCS states in Figure 20 put in a loop. If we turn on a
magnetic field (say in time T) through the centre of the loop, it will establish a
transient electric field in the loop given by

ðT
0
E τð Þ ¼ Bar

2πr
,

where r is radius and ar the area of the loop. Then, by the above argument, the

wavenumber k of the BCS states is shifted by Δk ¼ 2eð Þ
Ð T
0
E τð Þ

ℏ ¼ 2eð ÞBar
2πrℏ . Since we have

closed loop with Φ0 ¼ Bar

Δk 2πrð Þ ¼ 2eΦ0

ℏ
¼ 2π, (42)

giving

Φ0 ¼ Bar ¼ h
2e

:

This is the magnetic quantum flux. When one deals with the superconducting
loop or a hole in a bulk superconductor, it turns out that the magnetic flux threading
such a hole/loop is quantized [9, 10] as just shown.

Figure 21.
Depiction of the schematic of a SQUID where two superconductors S1 and S2 are separated by thin insulators.
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where ϵ1, ϵ2 is the Fermi energy of the electron pair in two orbitals. ϵ1 ¼ ϵ2 unless
we apply a voltage difference v between them; then, ϵ1 � ϵ2 ¼ v. Let us start with
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, and then nothing happens, but when there is phase differ-

ence
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, then
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evolves and we say we have supercurrent

I∝ sinϕ between two superconductors. This constitutes the Josephson junction (in a
Josephson junction, there is a thin insulator separating two BCS states or supercon-
ductors). Applying v generates a phase difference dϕ

dt ∝v between the two orbitals
which then evolves under d.

We talked about two BCS states separated by a thin insulator in a Josephson
junction. In an actual superconductor, we have an array (lattice) of such localized
BCS states as shown in Figure 20. Different phases ϕi induce a supercurrent as in
Josephson junction.

If Φi denotes the local Cooper pairs, then their overlap creates a transition
d ¼ Φij2eUjΦiþ1h i, where U is the potential well, with 2e coming from the electron
pair charge. Then, the LCAO ∑aiΦi evolves as
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where ϵi ¼ ϵ0 is the Fermi energy of the electron pair in BCS state Φi. ϵi is same
unless we apply a voltage difference v to the superconductor. Eq. 40 is the tight-
binding approximation model for superconductor.

What we have now is a new lattice of potential wells as shown in Figure 20 with
spacing of b � 300 Å as compared to the original lattice of a � 3 Å, which means
100 times larger. We have an electron pair at each lattice site. The state
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Figure 20.
Depiction of array of local BCS states in local potential wells with different phases.
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has a momentum and constitutes the supercurrent. It has energy
ϵk ¼ ϵ0 � 2Δþ 2d cos kb.

In the presence of electric field E, we get on the diagonal of RHS of Eq. 40,
additional potential eExi. How does ϕk evolve under this field? Verify with
k tð Þ ¼ k� eEt

ℏ ; ϕk tð Þ is a solution with eigenvalue ϵk tð Þ. In general, in the presence of

time varying E tð Þ, we have k tð Þ ¼ k� 2e
Ð t

0
E τð Þdτ
ℏ :.

Now, consider the local BCS states in Figure 20 put in a loop. If we turn on a
magnetic field (say in time T) through the centre of the loop, it will establish a
transient electric field in the loop given by

ðT
0
E τð Þ ¼ Bar

2πr
,

where r is radius and ar the area of the loop. Then, by the above argument, the

wavenumber k of the BCS states is shifted by Δk ¼ 2eð Þ
Ð T
0
E τð Þ

ℏ ¼ 2eð ÞBar
2πrℏ . Since we have

closed loop with Φ0 ¼ Bar

Δk 2πrð Þ ¼ 2eΦ0

ℏ
¼ 2π, (42)

giving

Φ0 ¼ Bar ¼ h
2e

:

This is the magnetic quantum flux. When one deals with the superconducting
loop or a hole in a bulk superconductor, it turns out that the magnetic flux threading
such a hole/loop is quantized [9, 10] as just shown.

Figure 21.
Depiction of the schematic of a SQUID where two superconductors S1 and S2 are separated by thin insulators.
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Figure 21 depicts the schematic of a superconducting quantum interference
device (SQUID) where two superconductors S1 and S2 are separated by thin insula-
tors. A small flux through the SQUID creates a phase difference in the two super-
conductors (see discussion on Δk above) leading to the flow of supercurrent. If an
initial phase, δ0 exists between the superconductors. Then, this phase difference
after application of flux is from Eq. (42), δa ¼ δ0 þ eΦ0

ℏ across top insulator and
δa ¼ δ0 � eΦ0

ℏ across bottom insulator (see Figure 21). This leads to currents
Ja ¼ I0 sin δa and Jb ¼ I0 sin δb through top and down insulators. The total current
J ¼ Ja þ Jb ¼ 2I0 sin δ0 cos eΦ0

ℏ . This accumulates charge on one side of SQUID and
leads to a potential difference between the two superconductors. Therefore, the flux
is converted to a voltage difference. The voltage oscillates as the phase difference eΦ0

ℏ
goes in integral multiples of π for every flux quanta Φ0. SQUID is the most sensitive
magnetic flux sensor currently known. The SQUID can be seen as a flux to voltage
converter, and it can generally be used to sense any quantity that can be transduced
into a magnetic flux, such as electrical current, voltage, position, etc. The extreme
sensitivity of the SQUID is utilized in many different fields of applications, includ-
ing biomagnetism, materials science, metrology, astronomy and geophysics.

6. Meissner effect

When a superconductor placed in an magnetic field is cooled below its critical
Tc, we find it expel all magnetic field from its inside. It does not like magnetic field
in its interior. This is shown in Figure 22.

German physicists Walther Meissner and Robert Ochsenfeld discovered this
phenomenon in 1933 by measuring the magnetic field distribution outside
superconducting tin and lead samples. The samples, in the presence of an applied
magnetic field, were cooled below their superconducting transition temperature,
whereupon the samples canceled nearly all interior magnetic fields. A supercon-
ductor with little or no magnetic field within it is said to be in the Meissner state.
The Meissner state breaks down when the applied magnetic field is too large.
Superconductors can be divided into two classes according to how this breakdown
occurs. In type-I superconductor if the magnetic field is above certain threshold Hc,
no expulsion takes place. In type-II superconductors, raising the applied field past a
critical value Hc1 leads to a mixed state (also known as the vortex state) in which an
increasing amount of magnetic flux penetrates the material, but there remains no

Figure 22.
Depiction of the Meissner effect whereby the magnetic field inside a superconductor is expulsed when we cool it
below its superconducting temperature Tc.
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resistance to the electric current as long as the current is not too large. At a second
critical field strength Hc2, no magnetic field expulsion takes place. How can we
explain Meissner effect?

We talked about how wave packets shuttle back and forth in local potentials and
get bound by phonons to form a BCS molecule. In the presence of a magnetic field,
they do not shuttle. Instead, they do cyclotron motion with frequency ω ¼ eB

m. This is
shown in Figure 23. At a field of about 1 Tesla, this is about 1011 rad/s. Recall our
packets had a width of ωD � 1013 Hz and the shuttling time of packets was 10�13 s,
so that the offsets in a packet do not evolve much in the time the packet is back. But,
when we are doing cyclotron motion, it takes 10�11 s (at 1 T field) to come back,
and by that time, the offsets evolve a lot, which means poor binding. It means in the
presence of magnetic field we cannot bind well. Therefore, physics wants to get rid
of magnetic field, bind and lower the energy. Magnetic field hurts binding and
therefore it is expelled. But if the magnetic field is increased, then the cyclotron
frequency increases, and at a critical value, our packet returns home much faster,
allowing for little offset evolution; therefore, we can bind and there is no need to
expulse the magnetic field. This explains the critical field.

7. Giaever tunnelling

When we bring two metals in proximity, separated by a thin-insulating barrier,
apply a tiny voltage nd then the current will flow in the circuit. There is a thin-
insulating barrier, but electrons will tunnel through the barrier. Now, what will
happen if these metals are replaced by a superconductor? These are a set of exper-
iments carried out by Norwegian-American physicist Ivar Giaever who shared the
Nobel Prize in Physics in 1973 with Leo Esaki and Brian Josephson “for their
discoveries regarding tunnelling phenomena in solids”. What he found was that if
one of the metals is a superconductor, the electron cannot just come in, as there is
an energy barrier of Δ, the superconducting gap. Your applied voltage has to be at
least as big as Δ for tunneling to happen. This is depicted in Figure 24. Let us see
why this is the case.

Recall in our discussion of superconducting state that we had 2p pockets of

which p were empty. We had a binding energy of � 4ℏd2Np2

ωd
. What will it cost to

Figure 23.
(A) Depiction on how packets shuttle back and forth in local potential and (B) how they execute a cyclotron
motion in the presence of a magnetic field.
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Figure 21 depicts the schematic of a superconducting quantum interference
device (SQUID) where two superconductors S1 and S2 are separated by thin insula-
tors. A small flux through the SQUID creates a phase difference in the two super-
conductors (see discussion on Δk above) leading to the flow of supercurrent. If an
initial phase, δ0 exists between the superconductors. Then, this phase difference
after application of flux is from Eq. (42), δa ¼ δ0 þ eΦ0

ℏ across top insulator and
δa ¼ δ0 � eΦ0

ℏ across bottom insulator (see Figure 21). This leads to currents
Ja ¼ I0 sin δa and Jb ¼ I0 sin δb through top and down insulators. The total current
J ¼ Ja þ Jb ¼ 2I0 sin δ0 cos eΦ0

ℏ . This accumulates charge on one side of SQUID and
leads to a potential difference between the two superconductors. Therefore, the flux
is converted to a voltage difference. The voltage oscillates as the phase difference eΦ0

ℏ
goes in integral multiples of π for every flux quanta Φ0. SQUID is the most sensitive
magnetic flux sensor currently known. The SQUID can be seen as a flux to voltage
converter, and it can generally be used to sense any quantity that can be transduced
into a magnetic flux, such as electrical current, voltage, position, etc. The extreme
sensitivity of the SQUID is utilized in many different fields of applications, includ-
ing biomagnetism, materials science, metrology, astronomy and geophysics.

6. Meissner effect

When a superconductor placed in an magnetic field is cooled below its critical
Tc, we find it expel all magnetic field from its inside. It does not like magnetic field
in its interior. This is shown in Figure 22.

German physicists Walther Meissner and Robert Ochsenfeld discovered this
phenomenon in 1933 by measuring the magnetic field distribution outside
superconducting tin and lead samples. The samples, in the presence of an applied
magnetic field, were cooled below their superconducting transition temperature,
whereupon the samples canceled nearly all interior magnetic fields. A supercon-
ductor with little or no magnetic field within it is said to be in the Meissner state.
The Meissner state breaks down when the applied magnetic field is too large.
Superconductors can be divided into two classes according to how this breakdown
occurs. In type-I superconductor if the magnetic field is above certain threshold Hc,
no expulsion takes place. In type-II superconductors, raising the applied field past a
critical value Hc1 leads to a mixed state (also known as the vortex state) in which an
increasing amount of magnetic flux penetrates the material, but there remains no

Figure 22.
Depiction of the Meissner effect whereby the magnetic field inside a superconductor is expulsed when we cool it
below its superconducting temperature Tc.
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resistance to the electric current as long as the current is not too large. At a second
critical field strength Hc2, no magnetic field expulsion takes place. How can we
explain Meissner effect?

We talked about how wave packets shuttle back and forth in local potentials and
get bound by phonons to form a BCS molecule. In the presence of a magnetic field,
they do not shuttle. Instead, they do cyclotron motion with frequency ω ¼ eB

m. This is
shown in Figure 23. At a field of about 1 Tesla, this is about 1011 rad/s. Recall our
packets had a width of ωD � 1013 Hz and the shuttling time of packets was 10�13 s,
so that the offsets in a packet do not evolve much in the time the packet is back. But,
when we are doing cyclotron motion, it takes 10�11 s (at 1 T field) to come back,
and by that time, the offsets evolve a lot, which means poor binding. It means in the
presence of magnetic field we cannot bind well. Therefore, physics wants to get rid
of magnetic field, bind and lower the energy. Magnetic field hurts binding and
therefore it is expelled. But if the magnetic field is increased, then the cyclotron
frequency increases, and at a critical value, our packet returns home much faster,
allowing for little offset evolution; therefore, we can bind and there is no need to
expulse the magnetic field. This explains the critical field.

7. Giaever tunnelling

When we bring two metals in proximity, separated by a thin-insulating barrier,
apply a tiny voltage nd then the current will flow in the circuit. There is a thin-
insulating barrier, but electrons will tunnel through the barrier. Now, what will
happen if these metals are replaced by a superconductor? These are a set of exper-
iments carried out by Norwegian-American physicist Ivar Giaever who shared the
Nobel Prize in Physics in 1973 with Leo Esaki and Brian Josephson “for their
discoveries regarding tunnelling phenomena in solids”. What he found was that if
one of the metals is a superconductor, the electron cannot just come in, as there is
an energy barrier of Δ, the superconducting gap. Your applied voltage has to be at
least as big as Δ for tunneling to happen. This is depicted in Figure 24. Let us see
why this is the case.

Recall in our discussion of superconducting state that we had 2p pockets of

which p were empty. We had a binding energy of � 4ℏd2Np2

ωd
. What will it cost to

Figure 23.
(A) Depiction on how packets shuttle back and forth in local potential and (B) how they execute a cyclotron
motion in the presence of a magnetic field.
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bring in an extra electron as shown in Figure 25? It will go in one of the empty
pockets, and then we have only p� 1 pockets left to scatter to reducing the binding

energy to � 4ℏd2Np p�1ð Þ
ωd

with a change Δ ¼ 4ℏd2Np
ωd

. Therefore, the new electron raises
the energy by Δ, and therefore to offset this increase of energy, we have to apply a
voltage as big as Δ for tunneling to happen.

8. High Tc in cuprates

High-temperature superconductors (abbreviated high-Tc or HTS) are materials
that behave as superconductors at unusually high temperatures. The first high-Tc

superconductor was discovered in 1986 by IBM researchers Georg Bednorz and K.
Alex Müller, who were awarded the 1987 Nobel Prize in Physics “for their impor-
tant break-through in the discovery of superconductivity in ceramic materials”.

Whereas “ordinary” or metallic superconductors usually have transition
temperatures (temperatures below which they are superconductive) below 30 K
(243.2°C) and must be cooled using liquid helium in order to achieve
superconductivity, HTS have been observed with transition temperatures as high as
138 K (135°C) and can be cooled to superconductivity using liquid nitrogen.
Compounds of copper and oxygen (so-called cuprates) are known to have HTS
properties, and the term high-temperature superconductor was used interchange-
ably with cuprate superconductor. Examples are compounds such as lanthanum
strontium copper oxide (LASCO) and neodymium cerium copper oxide (NSCO).

Figure 24.
(A) Depiction on how a tiny voltage between two metals separated by an insulating barrier generates current
that goes through an insulating barrier through tunneling. (B) If one of the metals is a superconductor, then the
applied voltage has to be at least as big as the superconducting gap.

Figure 25.
Depiction on how upon tunneling an extra electron, shown in dashed lines, enters the superconducting state.
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Let us take lanthanum copper oxide La2CuO4, where lanthanum donates three
electrons and copper donates two and oxygen accepts two electrons and all valence is
satisfied. The Cu is in state Cu2+ with electrons in d9 configuration [11]. d orbitals are
all degenerated, but due to crystal field splitting, this degeneracy is broken, and dx2�y2

orbital has the highest energy and gets only one electron (the ninth one) and forms a
band of its own. This band is narrow, and hence all k states get filled by only one
electron each and form Wannier packets that localize electrons on their respective
sites. This way electron repulsion is minimized, and in the limit U≫t (repulsion term
in much larger than hopping), we have Mott insulator and antiferromagnetic phase.

When we hole/electron dope, we remove/add electron to dx2�y2 band. For
example, La2�xSrxCuO4 is hole doped as Sr has valence 2 and its presence further
removes electrons from copper. Nd2�xCexCuO4 is electron doped as Ce has valence
4 and its presence adds electrons from copper. These extra holes/electrons form
packets. When we discussed superconductivity, we discussed packets of width ωd.
In d-bands, a packet of this width has many more k states as d-bands are narrow and
only 1–2 eV thick. This means N (k-points in a packet) is very large and we have
much larger gap Δ and Tc. This is a way to understand high Tc, d-wave packets with
huge bandwidths. This is as shown in Figure 26. As we increase doping and add

Figure 26.
(A) Depiction on how in narrow d band the electron wave packet comprises all k points to minimize repulsion.
(B) The wave packet in two dimensions with wave packet formed from superposition of k-points (along the k-
direction) inside the Fermi sphere.

Figure 27.
The characteristic phase diagram of a high Tc cuprate. Shown are the antiferromagnetic insulator (AF) phase
on the left and dome-shaped superconducting phase (SC) in the centre.
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bring in an extra electron as shown in Figure 25? It will go in one of the empty
pockets, and then we have only p� 1 pockets left to scatter to reducing the binding

energy to � 4ℏd2Np p�1ð Þ
ωd

with a change Δ ¼ 4ℏd2Np
ωd

. Therefore, the new electron raises
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8. High Tc in cuprates
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Figure 24.
(A) Depiction on how a tiny voltage between two metals separated by an insulating barrier generates current
that goes through an insulating barrier through tunneling. (B) If one of the metals is a superconductor, then the
applied voltage has to be at least as big as the superconducting gap.

Figure 25.
Depiction on how upon tunneling an extra electron, shown in dashed lines, enters the superconducting state.
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more electrons, the packet width further increases till it is ≫ωd; then, we have
significant offset evolution, and binding is hurt leading to loss of superconductivity.
This explains the dome characteristic of superconducting phase, whereby supercon-
ductivity increases and then decreases with doping. The superconducting dome is
shown in Figure 27.
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