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Preface

This book is part of a long journey of discovery and exploration. As a propulsion 
engineer at the Jet Propulsion Laboratory and now NASA Glenn Research Center, 
I have tried to understand the many ways of transporting scientific instruments, 
cargo, and people around the solar system. The issues of system engineering and the 
gathering together of the many components of a space vehicle is always a daunt-
ing undertaking. Teams of people working in close coordination make these space 
vehicles a reality and their missions a success. We have explored many corners 
of the Universe, but our journey seems to be only just beginning. Engineers and 
scientists have dreamed of humans living and thriving throughout the solar system. 
This book is a celebration of those dreams.

The book is divided in three sections: Introduction, Planetary Explorations, and 
Computational Musings. The Introduction consists of a chapter introducing the 
readers to the book’s main subject. The following section, Planetary Explorations, 
includes Technologies for Deviation of Asteroids and Cleaning of Earth Orbit 
by Space Debris; Solar System Exploration Augmented by In-Situ Resource 
Utilization: Processes, Vehicles, and Moon Bases for Saturn Exploration; Space 
Access for Future Interplanetary Missions; and Impact Models of Gravitational and 
Electrostatic Forces, Potential Energies, Atomic Clocks, Gravitational Anomalies, 
and Redshift. Computing Assisted Geometric Search for Human Design and 
Origins is included in the last section of this book.

The chapters are inspired by the wide range of critical issues facing the space flight 
and astronomical communities. Asteroids remain a potential in-space resource and 
a threat to humanity. The Saturn In-Situ Resource Utilization chapter was inspired 
in part by the writings of Krafft Ehricke, a space visionary who led numerous 
studies of human exploration of the entire solar system. Gravity waves have been 
detected on a more regular basis, perhaps leading to a better understanding of the 
massive forces unleashed by the coalescence of black holes. An inkling of pansper-
mia is suggested in the last paper, where the search for the evidence of simple life 
forms is discussed.

Bryan Palaszewski
NASA John H. Glenn Research Center,

Cleveland, Ohio, USA



Preface

This book is part of a long journey of discovery and exploration. As a propulsion 
engineer at the Jet Propulsion Laboratory and now NASA Glenn Research Center, 
I have tried to understand the many ways of transporting scientific instruments, 
cargo, and people around the solar system. The issues of system engineering and the 
gathering together of the many components of a space vehicle is always a daunt-
ing undertaking. Teams of people working in close coordination make these space 
vehicles a reality and their missions a success. We have explored many corners 
of the Universe, but our journey seems to be only just beginning. Engineers and 
scientists have dreamed of humans living and thriving throughout the solar system. 
This book is a celebration of those dreams.

The book is divided in three sections: Introduction, Planetary Explorations, and 
Computational Musings. The Introduction consists of a chapter introducing the 
readers to the book’s main subject. The following section, Planetary Explorations, 
includes Technologies for Deviation of Asteroids and Cleaning of Earth Orbit 
by Space Debris; Solar System Exploration Augmented by In-Situ Resource 
Utilization: Processes, Vehicles, and Moon Bases for Saturn Exploration; Space 
Access for Future Interplanetary Missions; and Impact Models of Gravitational and 
Electrostatic Forces, Potential Energies, Atomic Clocks, Gravitational Anomalies, 
and Redshift. Computing Assisted Geometric Search for Human Design and 
Origins is included in the last section of this book.

The chapters are inspired by the wide range of critical issues facing the space flight 
and astronomical communities. Asteroids remain a potential in-space resource and 
a threat to humanity. The Saturn In-Situ Resource Utilization chapter was inspired 
in part by the writings of Krafft Ehricke, a space visionary who led numerous 
studies of human exploration of the entire solar system. Gravity waves have been 
detected on a more regular basis, perhaps leading to a better understanding of the 
massive forces unleashed by the coalescence of black holes. An inkling of pansper-
mia is suggested in the last paper, where the search for the evidence of simple life 
forms is discussed.

Bryan Palaszewski
NASA John H. Glenn Research Center,

Cleveland, Ohio, USA



1

Section 1

Introduction



1

Section 1

Introduction



3

Chapter 1

Introductory Chapter: Planetology
Bryan Palaszewski

1. Introduction

Over the last 80 years, dreamers, engineers, mission planners, and scientists 
have sought, defined, and created many methods of exploring the solar system [1]. 
Robotic missions to nearly every type of solar system object have been conducted. 
The data from these missions has opened new vistas on the riches of the planets and 
the asteroids. Water and other materials that can help humans survive in space are 
near ubiquitous. Human lunar missions have returned hundreds of kilograms of 
rocky and dusty samples; that regolith has given us hope that humanity will one day 
colonize the Moon, Mars, and the moons of other planets.

Many space agencies around the world have shared their information and 
created collaborations for the betterment of all. The agencies of NASA, ESA, and 
others have begun to discuss and plan a Moon Village; such a village will allow the 
development of lunar resources and create great wealth for all humanity. India and 
the United States has created instruments that have verified the presence of lunar 
polar water ice [2]. China has demonstrated effective communications for lunar far-
side rover operations. Thus, many nations are creating new lunar data and capabili-
ties. Pooling all of this knowledge will lead to new breakthrough in understanding 
the lunar environment.

Interplanetary dreams are part of humanity’s future. Extended exploration 
missions and the initial colonization of the Moon will lead to a better understanding 
of the limits of the human body. While our minds can create new brilliant ideas and 
concepts for supporting life, the human body is frail and must be protected from 
the ravages of microgravity, radiation, and loneliness. Exposure to microgravity 
weakens the cardiovascular system and human muscles, so artificial gravity may be 
required for long-duration space flights [3]. Radiation can destroy the human DNA; 
protective methods of living underground on the Moon and Mars give hope to solv-
ing such issues. Once these impediments are better understood, humanity can begin 
to flourish throughout the planets.

Asteroids, while small in comparison to moons, offer many natural resources. 
Metals, water, and frozen gases may be mined there. The asteroids occupy many 
spaces throughout the solar system, so they may be caches for resources almost 
anywhere we travel. While rich in minerals, near-Earth asteroids also pose a threat 
to life on Earth. Asteroid defense studies and experiments have paved the way to 
manipulate these rocky and metallic objects, deflecting them from any potential 
Earth impacts.

In the outer planets, Jupiter, Saturn, Uranus, and Neptune can provide gases 
and other materials from which starship construction can begin. Nuclear fuels, 
such as deuterium and helium 3, can be wrested from the hydrogen and helium 
atmospheres of these giant planets [4]. Fission and fusion propulsion systems 
can be fueled from these atmospheric constituents. Past design studies have 
discussed robotic interstellar missions that begin with such atmospheric mining. 
It’s important to point out that for a large interstellar mission to Alpha Centauri, 
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our nearest stellar neighbor, traveling at one-tenth the speed of light, the total 
energy required to accomplish that mission will be between 1 and 100 times the 
total world’s energy output. This energy challenge is very readily met by using the 
resources of the outer planets.

The energy for Earth launch will be a great focus of attention. New concepts in 
reusability are reducing launch costs. Large-scale projects can be accomplished with 
hundreds of small components lofted by reusable rockets. Such an assembly process 
may be beneficial for robotic missions. During a lunar planning study, assembling 
a large lunar cargo mission of 250 MT would take more than 25 launches of 10 MT 
payloads to orbit. If the payload flights were once a month, it would require over 
2 years to assemble the complete vehicle in low Earth orbit. Given this lengthy 
assembly process, there are many opportunities for propellant boil-off, missed or 
failed rendezvous and docking attempts, and other delaying issues. Human space 
flights may require a faster method. Alternatively, extremely large rocket boosters 
can lift fully assembled multi-hundred ton interplanetary vehicles into orbit in one 
piece. The benefits of both ideas will likely be exploited to the fullest.

Humanity must also acknowledge that sustainability is crucial to survival. 
New techniques in regolith-based construction are under development now. 
Solar energy focused on sintered regolith can allow building block assembly of 
small and large structures. Using biomimicry and bio-inspired processes will 
come to the fore. Humanity’s waste products will be reformed into building 
materials. Many teams around the world are inspired by space flight and are 
addressing the sustainability issue. Conversion methods for human-made waste 
products have been envisioned as creating radiation shields, purified water 
supplies, and rocket propellants. Numerous other applications and product will 
no doubt be formulated.

Krafft Ehricke, a noted space flight engineer and visionary, maintained that 
humanity has a destiny in the heavens. Ehricke was the first project manager for 
the world’s first high energy oxygen/hydrogen rocket stage, the Centaur. While 
leading that project, he also directed a team of engineers and scientists to develop 
human interplanetary mission concepts. These concepts ranged from human space 
travel to all of the planets from Mercury to Saturn [5]. While these missions have 
not yet come to fruition, these ideas have inspired new research in human and 
robotic space travel. Over many decades, numerous teams have furthered his team’s 
research in interplanetary travel. Robots blaze the trails to planets, reveal incred-
ible secrets, and give us pause to reflect on the wonders of the far reaches of the 
solar system.

While we strive to understand our solar system, we also have the influences 
of the rest of the galaxy to explore. Gravity waves, galactic cosmic rays, and the 
Sun’s interactions with the rest of the Milky Way will teach us how the rest of the 
universe works. Humanity has a boundless imagination and we hope of the fullest 
understanding of all we see and touch. The measurement of gravity waves from 
the collision of two black holes many times the mass of our Sun bodes well for new 
directions in science and technology. Perhaps among the 200 billion other stars 
in our galaxy, other intelligent life exists, awaiting our emergence from the solar 
heliopause bubble.

Exploring the solar system is an endless process. There are so many facets to 
examine, and new theories and models of the natural solar system processes are 
created every year. Thousands of new research project personnel examine the 
Apollo lunar samples, the data from our interplanetary robotic emissaries, model 
the future of humans in space, and create new theories about life in the universe. 
Perhaps, the hopeful human lunar missions will once again ignite the imagination 
and allow the first steps to Mars and then to the stars.
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Chapter 2

Technologies for Deviation of
Asteroids and Cleaning of Earth
Orbit by Space Debris
Constantin Sandu, Cristian-Teodor Olariu
and Radu-Constantin Sandu

Abstract

The present chapter presents the advanced design and technology of special
equipment (SECSL) which uses concentrated solar light for deviation of asteroids
and cleaning the space of debris. The elliptical orbit of any cosmic body as presented
in Einstein’s general theory of relativity is rotating around the ellipse center. The
trajectory of a cosmic body is permanently affected by the gravity of other moving
cosmic bodies. In the case of asteroids (relatively small masses), orbit changes can
lead to a collision with the Earth. At this very moment, our civilization has no
efficient and reliable mean to destroy or divert a cosmic body heading toward the
Earth. This new idea represents a “light canon” which uses concentrated solar light
for deviation or vaporization of dangerous asteroids. The equipment is composed
out of two parabolic mirrors (one large and one small) with the same focal point and
coincident axes. The mirrors reflect the sunlight between them hence the term
“concentrated solar light.” Next, a similar idea to the SECSL equipment is presented
but applied to space debris caused mostly by humans and a new way of
disintegrating satellites, spent rocket boosters, thrust chambers, etc. in the Earth’s
atmosphere during reentry.

Keywords: parabolic mirror, concentrated solar light, equipment, asteroid,
satellite, disintegration, cosmic body, deorbit, reentry, space debris, atmosphere

1. Introduction

Today, there is no reliable nor efficient system which can destroy or deflect
asteroids or comets on a collision trajectory with the Earth. At this very moment, we
cannot comprehend what could happen if an asteroid impacts the Earth. On April
13, 2029, we might experience just that because asteroid Apophis will pass below
the orbit of low earth orbit (LEO) satellites and its exact trajectory cannot be
predicted.

Albert Einstein, in his general theory of relativity, says that the elliptical orbit of
any cosmic body is rotating around the ellipse center (i.e., the perihelion of the orbit
is moving continuously). The elliptical orbit or trajectory of any cosmic body
(i.e., asteroids, comets, etc.) can be permanently altered by the gravity of other
asteroids and planets. Due to this reason, asteroids can be involved in collisions that
cause sudden trajectory changes. The trajectory change could one day be toward the

9



Chapter 2

Technologies for Deviation of
Asteroids and Cleaning of Earth
Orbit by Space Debris
Constantin Sandu, Cristian-Teodor Olariu
and Radu-Constantin Sandu

Abstract

The present chapter presents the advanced design and technology of special
equipment (SECSL) which uses concentrated solar light for deviation of asteroids
and cleaning the space of debris. The elliptical orbit of any cosmic body as presented
in Einstein’s general theory of relativity is rotating around the ellipse center. The
trajectory of a cosmic body is permanently affected by the gravity of other moving
cosmic bodies. In the case of asteroids (relatively small masses), orbit changes can
lead to a collision with the Earth. At this very moment, our civilization has no
efficient and reliable mean to destroy or divert a cosmic body heading toward the
Earth. This new idea represents a “light canon” which uses concentrated solar light
for deviation or vaporization of dangerous asteroids. The equipment is composed
out of two parabolic mirrors (one large and one small) with the same focal point and
coincident axes. The mirrors reflect the sunlight between them hence the term
“concentrated solar light.” Next, a similar idea to the SECSL equipment is presented
but applied to space debris caused mostly by humans and a new way of
disintegrating satellites, spent rocket boosters, thrust chambers, etc. in the Earth’s
atmosphere during reentry.

Keywords: parabolic mirror, concentrated solar light, equipment, asteroid,
satellite, disintegration, cosmic body, deorbit, reentry, space debris, atmosphere

1. Introduction
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(i.e., asteroids, comets, etc.) can be permanently altered by the gravity of other
asteroids and planets. Due to this reason, asteroids can be involved in collisions that
cause sudden trajectory changes. The trajectory change could one day be toward the
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Earth, because asteroids have relatively small masses; thus a change in its trajectory
is significant.

According to estimates, there are over 150 million asteroids in our solar system,
most of them are grouped in what is called an asteroid belt (see Figure 1) and have
trajectories passing close to the Earth (see Figure 2). NASA’s revised estimate of the
number of near-Earth asteroids provided by Wide-field Infrared Survey Explorer
(WISE) during the NEOWISE project had the number of larger than 100-m
objects which are considered medium- to large-sized asteroids at 500. Near-Earth
asteroids smaller than 100 m were not studied, and at a later time, near-Earth
comets will be analyzed.

Figure 1.
Asteroid belt.

Figure 2.
Near-Earth discovered steroids.
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For asteroids larger than 1000 m, the revised number is down to 981 from a
prior estimate of about 1000. Out of the 981 large-sized asteroids, NASA managed
to estimate with great precision the size of each individual.

The number of asteroids that disintegrate into the atmosphere is surprisingly
very high (see Figure 3) which demonstrates that the problem with asteroid impact
is very alarming.

Two proposed solutions for the Earth’s protection against asteroids are synthe-
sized in [1]. The first protection method is presented in Figure 4, and it relies on
capturing small celestial objects. The second method is presented in Figure 5, and it
relies on a satellite carrying a nuclear-powered laser which deflects asteroids
through local vaporization (laser ablation).

Other solutions propose asteroid gravity tractor, kinetic impact, nuclear explo-
sive devices, etc. It is quite clear that these solutions are not completely satisfactory.

Figure 3.
Number of asteroids that have been disintegrated in the Earth’s atmosphere during 1994–2013.

Figure 4.
Asteroid capture system.
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Asteroids can be very large objects, most of them are rotating conglomerates
formed through accumulation of debris after colliding with other asteroids.

Measurements of rotation rates of large asteroids located in the asteroids belt
yielded no upper limit. No asteroid with a diameter larger than 100 m has a rotation
period smaller than 2.2 h. However, a solid object formed through accumulation
of debris after collisions between asteroids should be able to rotate much faster. Due
to these issues, the Earth’s protection against asteroids has no satisfactory solution
just yet.

Also in the near-Earth region, there are not only asteroids and comets, there’s
also man-made debris as a result of space exploration missions manned and
unmanned. Man-made space debris already represents a great threat to the safety of
space exploration and exploitation. Most of the space debris is concentrated in the
near-Earth space region in the low earth orbit (LEO) and geostationary earth orbit
(GEO) (see Figures 6 and 7). Space debris are composed of nonfunctional rocket
boosters, spent rocket upper stages, paint flakes, chunks of slag from solid rocket
motors, old science experiment equipment, nonfunctional satellites, various frag-
ments which are the result of collisions, satellite components destroyed by missiles,
and materials detached from the International Space Station (ISS) [4].

Just like asteroids, space debris can be classified by their dimensions:

• Category I: size <1 cm—can cause significant damage to vulnerable parts of
the satellite.

• Category II: size 1 to 10 cm—can cause serious damage to or destroy a satellite;
there is no effective shielding against this category of debris.

• Category III: size >10 cm—can destroy a satellite by collision; it can be tracked,
and the satellite can perform evasive maneuvers to avoid collision.

Figure 5.
Asteroid deflection using laser rays.

Figure 6.
Space debris in the LEO region [2].
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Today, the growth of space activities is exponential, but this growth has gener-
ated an important problem: the need for rapid disintegration of space debris after
reentry in the Earth’s atmosphere. Space debris as stated earlier represents
nonfunctional man-made objects or fragments of such objects. Only 6% of
catalogued objects are functional, the rest of them are space debris [3]. At the end of
their operational life, satellites reenter the Earth’s atmosphere being disintegrated
through burning initiated by the friction with air. This is happening for the final
rocket stages which become space debris after the propellant has been depleted. In
many cases the space debris fallen on the ground had large dimensions (helium
tanks, thrust chambers, propellant tank, pressure sphere) [5].

The lifetime of a man-made object is very long; for example, satellites of the
Satellite Pour l’Observation de la Terre or Satellite for Observation of Earth (SPOT)
family placed on a Sun-synchronous orbit can orbit for about 200 years at 822 km
altitude representing a high risk for other satellites [6]. Regulations were issued for
direct deorbiting of satellites after finishing their operational life, but these regula-
tions do not solve the need for rapid burning of satellites in the atmosphere; thus big
chunks of unburned metal could fall on the ground [7].

The European Space Agency (ESA) came with a proposal to solve this problem
under the name of “Design for Demise,” according to which space equipment
design must take into account the on-ground safety requirements [8].

The “Design for Demise” proposes that separation of satellite into components
due to the centrifugal forces should be done during the reentry procedure. Although
this is a good idea, it still does not respond to the need of rapid burning in the
atmosphere, and again big chunks of unburned metal could fall on the ground.

For each of the upper-mentioned problems, there is a potential solution in the
form of a system or a new way of designing space equipment. In the next chapter,
each system will be presented in detail.

2. Special equipment which uses concentrated solar light for earth
protection against asteroids: “light gun”

The special equipment which uses concentrated solar light for Earth protection
against asteroids proposed in this paper could be placed on a solar orbit close to the
Earth or on the Earth’s orbit. This special equipment represents a system which

Figure 7.
Space debris in the GEO region [3].
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includes one large and one small parabolic mirrors both highly reflective and with
the same focal point. The reflectivity of a mirror is given by reflective foils (or
plates) which are stretched on a lightweight parabolic support for the mirror. The
light rays coming from the Sun are focalized by the large parabolic mirror onto the
focal point; afterward they are reflected by the small parabolic mirror as a group of
parallel rays which pass through a central hole located in the center of the large
parabolic mirror. A mirror tube attached to the large parabolic mirror by means of
an articulation permits the orientation of the concentrated light beam as required
(see Figure 8).

The role and functions of the main components:

1. Large parabolic mirror. Role: capture and focus sunlight onto the common
focal point.

2. Small parabolic mirror. Role: receives the light rays coming from the large
parabolic mirror and reflects them forming a beam of concentrated parallel
rays of light.

3.Mobile mirror tube guide. Role: directs the light beam as required.

4.Spherical articulation. Role: permits the rotation of the light guide around one
point.

5. Resistance structure. Role: keeps in position the foil forming the large parabolic
structure. The foil is stretched on this structure.

6.Connection structure. Role: aligns the mirrors so their axes are always parallel
and their focal point is common.

7. Positioning engines. Role: keep the SECSL in the correct position and maintain
stability.

Figure 8.
Main design features of SECSL.
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The SECSL is table in space; according to the law of momentum conservation,
the sum of all light impulses is zero. However, when the light beam is directed
toward the target, this balance is changed, and compensation forces must be applied
to keep the system in position (i.e., with the concave side of the large parabolic
mirror oriented toward the Sun).

2.1 Estimating the power of a SECSL system

Solar power is the key future for our civilization to expand in space. The main
component of this power is electromagnetic radiation. The spectrum of solar radia-
tion is the spectrum of a black body having a temperature of 5800 K [9]. The
electromagnetic radiation is emitted in a broadband of frequencies. Electromagnetic
energy is initially emitted in the range of gamma rays, as a result of nuclear fusion
reactions. Gamma rays during their travel from the Sun’s core to the surface are
converted into low-energy photons. Thus the Sun does not emit gamma rays; it
emits only X-rays, ultraviolet light, visible light, infrared light, and radio waves.
The spectrum of nearly all solar electromagnetic radiation striking the Earth’s
atmosphere ranges from 100 nm to 1 mm.

In Figure 9 the power emitted by the Sun under the form of X rays and ultravi-
olet is low. Most of the power is emitted in the range of visible light. Infrared and
radio frequencies have less power. Assuming the SECSL is placed near the Earth, the
irradiance can be assumed to be Ee = 1360 W/m2.

Both mirrors are made from gold-plated Mylar foil with remarkable reflectivity
coefficient [10]. Figure 10 shows that for most frequencies, gold has a reflection
coefficient of Rg = 0.98 compared to aluminium or silver. In the case of the SECSL,
the best foil should be made of gold-plated fine and thin graphite fabric due to gold’s
remarkable reflection coefficient and graphite’s high heat transfer coefficient and
high emissivity coefficient.

If the large parabolic mirror is oriented with the reflective (concave) face
towards the Sun, the amount of energy captured is maximized.

For example, if the large mirror has a radius of r = 10 m and assuming the solar
irradiance is Ee = 1360 W/m2, the total collected power is

Figure 9.
The spectrum of the Sun.
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P ¼ Ee � π � r2 ¼ 1360 � π � 102 ¼ 427:256 kW (1)

The total collected power is significant. However, when this radius increases, the
power collected from the Sun becomes very high. Table 1 shows the correlation
between the SECSL mirror diameter and the amount of collected power. As shown
in the table, when the radius of the large parabolic mirror r = 50 m, the collected
power is P = 10681.4 kW. Such a mirror is relatively easy to be built in space due to
the absence of gravitational forces.

For a simple sample calculation, assume that a SECSL having a radius of large
parabolic mirror, r = 50 m, is focused on an iron asteroid for 10 s. Consider iron
properties listed in the literature [11]:

Figure 10.
Reflection coefficient of metals.

Crt.
no.

Radius of large
parabolic mirror,

r (m)

Collected solar
power, P (kW)

Crt.
no.

Radius of large
parabolic mirror,

r (km)

Collected solar
power, P
(terawatt)

1 5 106.8 13 1 0.004

2 10 427.3 14 2 0.017

3 15 961.3 15 3 0.038

4 20 1709.0 16 4 0.068

5 30 3845.3 17 6 0.154

6 40 6836.1 18 8 0.273

7 50 10681.4 19 10 0.427

8 60 15381.2 20 12 0.615

9 70 20935.6 21 14 0.837

10 80 27344.4 22 16 1.093

11 90 34607.8 23 18 1.383

12 100 42725.7 24 20 1.708

Table 1.
Collected solar power for different large parabolic mirror radii.
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• Melting temperature: tm = 1538°C, Tm = 1811 K

• Boiling temperature: tb = 2862°C, Tb = 3135 K

• Heat capacity: c = 0.45 kJ/kgK (considered the same for solid and liquid iron)

• Heat of fusion: cf = 247.3 kJ/kg

• Heat of vaporization: cv = 6088.3 kJ/kg

The heat quantity needed in order to vaporize 1 kg of iron can be calculated:

E1 ¼ 1 � c � Tb � Tcð Þ þ cf � 1þ cv � 1 ¼ 0:45 � 3135þ 247:3þ 6088:3 ¼ 7746 kJ=kg

(2)

Reading from Table 1 the power for the mirror with a radius r = 50 m, in 10 s the
power beam into the asteroid is

E ¼ 10 � 10681:4 ¼ 106814 kJ (3)

This total energy can vaporize a mass of iron given by

M ¼ E
E1

¼ 106814
7746

¼ 14 kg (4)

Hitting the asteroid continuously (hundreds or thousands of times) in this man-
ner, it can be deflected from a collision trajectory with the Earth. Even the trajec-
tory of massive asteroids can be changed. Due to local vaporization of the asteroids,
mass leads to the apparition of a reaction force produced by the expanding vapors.

In space the construction of such a gigantic system should be easier due to the
absence of gravity. Calculations done using the above equations show that an SECSL
having the radius of the large parabolic mirror r = 10 km can send a beam of
concentrated light into the asteroid at a power of 0.427 terawatt. Such a power can
vaporize an iron asteroid having the mass of 100 tons in just 8 s.

The time required to destroy or deflect an asteroid using the SECSL system is
reasonably low. Practically, the asteroid can be destroyed in a few minutes because
obviously the SECSL beam hits the target with the speed of light.

2.2 Heat transfer calculations

Simple calculations show that SECSL works properly both near the Earth (where
irradiance Ee = 1360 W/m2) and at 0.1 AU distance from the Sun (where irradiance
is Es = 136,000 W/m2).

Assume that a SECSL placed near the Earth having the large parabolic mirror
radius rLPM = 10 km and the radius of the small parabolic mirror rSPM = 1.25 km; this
system is capable of concentrating the sunlight by a factor of 64.

Consider that the reflection coefficient for a gold-plated foil Rgf/p = 0.98 and the
emissivity of carbon fabric/plate ec ≈ 1.

Assume that the whole power absorbed by the gold-plated foil is radiated
according to Stefan-Boltzmann law:

Ee � 1� Rgf=p
� � � Rgf=p � rLPM

rSPM

� �2

¼ σ � T4 (5)
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In Eq. (1) σ = 5.67�10�8 W/m2K4 represents the Stefan-Boltzmann coefficient for
black body radiation. Using the given data, thermal balance is achieved at T = 410 K
(t = 137°C), which is under the maximum allowable working temperature for
carbon composites with polymeric matrix (t = 280–300°C).

Considering that the thickness of the gold-plated foil is δ = 0.05 mm and the
average thermal transfer coefficient for graphite is λ = 80 W/m K at t = 137°C, the
temperature difference Δt needed for heat transfer from the gold reflective face to
the rear carbon face is given by the following thermal balance equation:

Ee � 1� Rgf=p
� � � Rgf=p � rLPM

rSPM

� �2

¼ λ � Δt
δ

(6)

For the given equation, the thermal difference necessary for heat transfer would
be Δt = 0.001°C; the result shows that heat is quickly transferred from the gold-
plated face to the graphite fabric/plate due to the high thermal conductivity of the
graphite and small thickness.

At the beginning of this chapter, we’ve stated that SECSL works properly even at
0.1 AU from the Sun, where the irradiance is 100 times stronger. Considering the
same constants and mirror dimensions as before and using Eq. (1) we find that the
surface temperature of the small parabolic mirror is TSPM = 1296 K (tSPM=1023°C)
which is under the melting point of pure gold (1064°C).

Figure 11.
SECSL equipment built using triangular cells.
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Thermal balance at the surface of the large parabolic mirror is achieved at
TLPM = 476 K (tLPM = 203°C) still under 280–300°C—the working temperature limit
for carbon fiber composite with polymeric matrix.

2.3 SECSL mass calculation

In Figure 11 the cell design is based on triangular shapes. It can be either
hexagonal or rectangular cells, i.e., if rectangular cells are used, it yields a light
structure, but the stability is reduced compared to the design of triangular cells.
When using gold-plated foils, the structure bars can be square and straight. If gold-
plated plates are used, the bars must be curved according to the parabolic surfaces
of the mirrors which in this case results in a higher accuracy in focusing the light.

Such a construction can be relatively easily built in space if “SpiderFab” robots
are used (see Figure 12) [12]. Preliminary calculations show that the resistance
structure of the large parabolic mirror can be built from 528 bars with 9.3 m in
length. If the bars are square tubes made from titanium having dimensions of
20 � 20 � 0.2 mm3, calculations show that the total mass is 357 kg. If graphite fiber
composites are used instead of titanium, the mass of the large parabolic mirror
decreases to about one-third due to the extremely low density of these materials.

3. Solar-thermal system for deorbiting space debris

This system is similar to the one presented in Chapter 2, composed of two
parabolic mirrors, a large one and a small one (see Figure 13). Just like in the case of
SECSL, the mirrors are made from very thin composite material (graphite fiber)
plated with gold foils or gold plates on the concave face. The concave faces of the
two mirrors face each other having the same focal point. The solar light rays which
are parallel to the axis of the large parabolic mirror are reflected into its focal point
and onto the small parabolic mirror and form parallel rays which are directed along
the common axis. The diameter of the concentrated light beam is the same as the
diameter of the small mirror (“d”). The concentrated light beam passes through a
cutout (hole) in the center of the large parabolic mirror with diameter d+. The hole
in the large parabolic mirror is closed by a gold-plated shutter.

The system operates as follows: the system is oriented with the large parabolic
mirror to the Sun using the attitude thrusters, while the shutter is closed. The light
guide tube is aligned with the space debris, and the faces of the lens are curved at
the appropriate radii in order to focus the light on the space debris.

Figure 12.
NASA’s SpiderFab robot in space.
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for carbon fiber composite with polymeric matrix.
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plated plates are used, the bars must be curved according to the parabolic surfaces
of the mirrors which in this case results in a higher accuracy in focusing the light.

Such a construction can be relatively easily built in space if “SpiderFab” robots
are used (see Figure 12) [12]. Preliminary calculations show that the resistance
structure of the large parabolic mirror can be built from 528 bars with 9.3 m in
length. If the bars are square tubes made from titanium having dimensions of
20 � 20 � 0.2 mm3, calculations show that the total mass is 357 kg. If graphite fiber
composites are used instead of titanium, the mass of the large parabolic mirror
decreases to about one-third due to the extremely low density of these materials.

3. Solar-thermal system for deorbiting space debris

This system is similar to the one presented in Chapter 2, composed of two
parabolic mirrors, a large one and a small one (see Figure 13). Just like in the case of
SECSL, the mirrors are made from very thin composite material (graphite fiber)
plated with gold foils or gold plates on the concave face. The concave faces of the
two mirrors face each other having the same focal point. The solar light rays which
are parallel to the axis of the large parabolic mirror are reflected into its focal point
and onto the small parabolic mirror and form parallel rays which are directed along
the common axis. The diameter of the concentrated light beam is the same as the
diameter of the small mirror (“d”). The concentrated light beam passes through a
cutout (hole) in the center of the large parabolic mirror with diameter d+. The hole
in the large parabolic mirror is closed by a gold-plated shutter.

The system operates as follows: the system is oriented with the large parabolic
mirror to the Sun using the attitude thrusters, while the shutter is closed. The light
guide tube is aligned with the space debris, and the faces of the lens are curved at
the appropriate radii in order to focus the light on the space debris.
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When the shutter opens, the light coming from the Sun is focused by the large
parabolic mirror in the common focal point and then is reflected by the small
parabolic mirror toward the hole “d+” and the light guide tube. At the end of the
light tube, the light is focused by the lens in a focal point which is positioned onto
the space debris. The focused light locally vaporizes/ionizes the space debris mate-
rial. The thrust force created pushes the space debris toward the Earth surface
where it burns in the atmosphere.

When the shutter is closed, the light rays are sent back toward the small para-
bolic mirror and back to the Sun.

An alternative to the parabolic mirror system is the Cassegrain-type or
Gregorian-type solar-thermal system. These systems are used in manufacturing
optical telescopes or radio antennas [13].

Basically, a Cassegrain reflector (see Figure 14) [14] is a combination of a large
concave and a small convex (hyperbolic) mirror. This design permits placing a focal
point at a convenient location behind the large parabolic mirror using a compact
mechanical system.

On the other hand, the Gregorian reflector [15] uses a small concave (parabolic)
mirror with a focal point that doesn’t coincide with the focal point of the large
parabolic mirror (see Figure 14).

Although the Cassegrain-type and the Gregorian-type solar-thermal system can
focus the light in a single point placed behind the large parabolic mirror, it is more
difficult to change the focal point distance and direct the concentrated light beam
onto the space debris.

3.1 Orbits for the solar-thermal system for space debris deorbiting

This system can be placed on a geocentric orbit, heliocentric orbit, or Sun-
synchronous orbit. The most advantageous is the Sun-synchronous orbit (helio-

Figure 13.
Design of solar-thermal system.
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synchronous orbit) [16] because the satellite is placed in constant sunlight. For
example, heavy military or weather satellites are placed on Sun-synchronous orbits.

3.2 Lens design

The lens that is placed in the light tube has the role to focus the light on a very
small area in order to assure very high power density. Theoretically, the energy can
be focused on a geometric point. In reality due to chromatic aberration and shape
errors, light is not focused quite precisely. The lens presented in Figure 15 is made
out of and elastic material filled with a colourless liquid.

Approximating surfaces “S1” and “S2” with spheres having radii “r1” and “r2,”
respectively, assuming the thickness of the lends is denoted as “d” and neglecting
the optical effect of transparent elastic material (which is very thin) if the refractive
index of the liquid is “n,” the focal distance “f” of the lens is given by the following
equation [13]:

1
f
¼ n� 1ð Þ � 1

r1
� 1
r2

þ n� 1ð Þ � d
n � r1 � r2

� �
(7)

Figure 14.
Gregorian-type (left) and Cassegrain-type (right) solar-thermal systems.

Figure 15.
Lens design filled with liquid.
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synchronous orbit) [16] because the satellite is placed in constant sunlight. For
example, heavy military or weather satellites are placed on Sun-synchronous orbits.

3.2 Lens design

The lens that is placed in the light tube has the role to focus the light on a very
small area in order to assure very high power density. Theoretically, the energy can
be focused on a geometric point. In reality due to chromatic aberration and shape
errors, light is not focused quite precisely. The lens presented in Figure 15 is made
out of and elastic material filled with a colourless liquid.

Approximating surfaces “S1” and “S2” with spheres having radii “r1” and “r2,”
respectively, assuming the thickness of the lends is denoted as “d” and neglecting
the optical effect of transparent elastic material (which is very thin) if the refractive
index of the liquid is “n,” the focal distance “f” of the lens is given by the following
equation [13]:
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In order to simplify the case of such model, consider r1 = r2 = r:

1
f
¼ n� 1ð Þ � 1

r
� 1

r
þ n� 1ð Þ � d

n � r � r
� �

¼ n� 1ð Þ2 � d
n � r2 (8)

Eq. (8) shows that for a given n and d, when r ─› ∞ (i.e., low pressure of liquid
inside the lens), f ─› ∞, i.e., theoretically the system can hit the target (space
debris) at any distance. However, due to aberration and imprecision of lens dimen-
sions, this distance is limited. Lens operation is illustrated in Figure 16.

The temperature of liquid must be kept in an appropriate range for preserving
the liquid state (avoiding of freezing). A resistor fed by battery charged by solar
cells heats the liquid which is circulated permanently by a pump with a low speed.
The electro-valve is normally opened. When hitting the space debris is necessary,
the electro-valve is closed, and the liquid bends the lens to the necessary curvature.
Some suitable liquids and reflective indexes are given in Table 2 [17].

The transparent elastic material can be polydimethylsiloxane (PDMS) which has
good optical properties and large elongation and is highly transparent (over 96%) in
the range of visible wavelengths. PDMS refractive index is nPDMS = 1.41. In a
terrestrial application, such an elastomeric membrane having 60 microns in thick-
ness was used in manufacturing convex lenses [18]. The refractive liquid used in
that design was water.

Figure 16.
How a lens filled with liquid operates to eliminate space debris.

No. Liquid Refractive index, n

1 Aniline 1.586

2 Benzyl benzoate 1.568

3 Ethylene glycol 1.43

4 Glycerin (glycerol) 1.47

5 Water 1.333

Table 2.
Suitable liquids for lens.
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3.3 Estimated power, specific impulse, and thrust calculations

3.3.1 Estimated power calculations

The space debris is made of various metals (aluminium, titanium, carbon
fiber composite, steel, etc.). For example, consider a space debris made out of
aluminium. In Chapter 2 we’ve considered the space debris made out of iron.

Consider aluminium properties listed in the literature [19]. For simplicity they
are considered constant for a wide range of temperatures:

• Melting temperature: tm = 660.3°C, Tm = 933.3 K

• Boiling temperature: tb = 2470°C, Tb = 2743 K

• Heat capacity (solid aluminium): cS = 0.9 kJ/kg K

• Heat capacity (liquid aluminium): cL = 1.18 kJ/kg K

• Heat of fusion: cf = 398 kJ/kg (10.71 kJ/mol)

• Heat of vaporization: cv = 6088.3 kJ/kg

• First ionization energy: cion = 577.5 kJ/mol (21,388 kJ/kg)

Using Eq. (2) for 1 kg of aluminium and assuming that the starting temperature
T0 = 0 K, the total heat needed to vaporize aluminium is

Evap ¼ 1 � cS � Tb � T0ð Þ þ cf � 1þ cL � Tb � Tmð Þ þ cv � 1 (9)

Making the appropriate substitutions in Eq. (9) results

Evap ¼ 0:9 � 2743þ 398þ 1:18 � 2743� 933:3ð Þ þ 10518 ¼ 15520 kJ=kg (10)

The total energy needed to ionize aluminium atoms after vaporization is

Eion ¼ Evap þ cion ¼ 15520þ 21388 ¼ 36908 kJ=kg

In Table 3 the amount of aluminium that the system can vaporize and ionize
in 1 s is presented.

3.3.2 Estimated specific impulse and thrust calculations

The process of generating reaction force due to material ablation is very com-
plex. This effect was observed by pointing a laser to a material surface [20]. In this
present case, the process should be similar.

In the case of laser rays, ablation takes place when the material is removed from
a substrate through direct absorption of laser ray energy. As a first condition, the
radiation energy must exceed a given threshold, which is less than 10 J/cm2 for
metals, 2 J/cm2 for insulating inorganic materials, and 1 J/cm2 for organic insulation
materials [20].

The solar-thermal system discussed here (see Table 2, case no. 1) satisfies this
requirement because, even when the power of the smallest mirror is
0.98 � 0.98 � 88.4 = 84.9 kW, it provides an energy of 10 J in 1.18 � 10�4 s [20].
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3.3 Estimated power, specific impulse, and thrust calculations

3.3.1 Estimated power calculations

The space debris is made of various metals (aluminium, titanium, carbon
fiber composite, steel, etc.). For example, consider a space debris made out of
aluminium. In Chapter 2 we’ve considered the space debris made out of iron.

Consider aluminium properties listed in the literature [19]. For simplicity they
are considered constant for a wide range of temperatures:
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• Heat capacity (liquid aluminium): cL = 1.18 kJ/kg K

• Heat of fusion: cf = 398 kJ/kg (10.71 kJ/mol)

• Heat of vaporization: cv = 6088.3 kJ/kg
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The total energy needed to ionize aluminium atoms after vaporization is
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In Table 3 the amount of aluminium that the system can vaporize and ionize
in 1 s is presented.

3.3.2 Estimated specific impulse and thrust calculations

The process of generating reaction force due to material ablation is very com-
plex. This effect was observed by pointing a laser to a material surface [20]. In this
present case, the process should be similar.

In the case of laser rays, ablation takes place when the material is removed from
a substrate through direct absorption of laser ray energy. As a first condition, the
radiation energy must exceed a given threshold, which is less than 10 J/cm2 for
metals, 2 J/cm2 for insulating inorganic materials, and 1 J/cm2 for organic insulation
materials [20].
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Another condition is related to the energy absorption mechanism. Chemical
composition, microstructure, and morphology of material strongly influence the
absorption of heat.

Heating debris must be sufficiently fast for homogenous nucleation and expan-
sion of vapor bubbles and ions.

Some simulations done for interaction of laser rays have shown that [21]:

• The degree of light absorption increases as the cavity deepens.

• Maximum energy absorbed by the cavity is around 80% of the total energy of
radiation.

• The radiation is multiple times reflected by the cavity, and as a result, the
energy is highly concentrated at the center and the bottom of the cavity and
forms the final conical shape of the cavity.

• The surface temperature is much higher than the normal boiling point.

• In order to be able to remove the material, it must have a homogenous boiling
regime and evaporation; the power intensity must be over 108 W/cm2.

Note: The mentioned simulations have been conducted only for iron, not for
aluminium or other materials currently used in manufacturing satellites and space
equipment, but the effect should be similar (Figure 17).

In some experiments a specific impulse of around 4000 s was measured for
carbon and aluminium in ionized state produced by the laser ray [23]:

During those experiments the following observations were made:

• The speed of the ejected atoms and implicitly Isp is inversely proportional to
the square roots of the atomic mass of ablated material; the lighter the element
the higher the specific impulse.

• Thrust tends to increase with atomic mass of ablated material.

• The speed of the ejected atoms was independent of angle at 22 cm away from
the target.

• The ablation time was 1.5 s.

Case
no.

Radius of large
parabolic mirror,

rlpm (m)

Collected solar
power, P (kW)

Flow of aluminium
vapors per second, g

Flow of aluminium ions
(first level) per second, g

1 5 88.4 6 2

2 7.5 240.3 15 7

3 10 427.3 28 12

4 15 961.3 62 26

5 20 1709.0 110 46

6 25 2670.3 172 72

Table 3.
The quantity of aluminium vaporized by the system in 1 s.
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For the case where Isp has a known value, one can evaluate the thrust force by
the following equation:

Tf ¼ g0 � Isp � _m (11)

where g0 represents the gravitational acceleration at the Earth’s surface
(g0 = 9.81 m/s2). _m represents the mass of ions ejected in 1 s.

Momentum coupling coefficient Cm is another method for thrust evaluation
[20]. This coefficient characterizes thrust production efficiency. The coefficient is
determined as the thrust to laser power ratio. This parameter determines the mini-
mum light power required to produce a 1 N thrust:

Cm ¼ Tf

P
(12)

According to the above reference, Cm max Al = 6�10�5 N/W for aluminium. That
means that in the case of ablation of a space debris made of aluminium using a solar-
thermal system with a power of P = 88.4 kW, the thrust force resulted is

Tf ¼ P � Cm max Al ¼ 88400 � 6 � 10�5 ¼ 5:3 N (13)

In case the large parabolic mirror has a diameter of rlpm = 25 m, the thrust
force is

Tf 25 ¼ P � Cm max Al ¼ 2670300 � 6 � 10�5 ¼ 160:2 N (14)

In both cases the thrust force is remarkably high and can deorbit space debris
with just a few hits.

4. A new design of space equipment for rapid disintegration in
atmosphere after reentry

This new design is inspired by the tragic loss of the Space Shuttle Columbia’s
crew on February 1, 2003 [24]. Columbia disintegrated over Texas and Louisiana
when it reentered the Earth’s atmosphere. During the launch of the space shuttle, a
piece of foam insulation struck the left wing of the orbiter deteriorating its ablative
protection [24]. When time came for the space shuttle to reenter the Earth’s atmo-
sphere, the damage caused by the foam insulation allowed hot air to penetrate into

Figure 17.
The effect of a focused light ray on a material [22].
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Another condition is related to the energy absorption mechanism. Chemical
composition, microstructure, and morphology of material strongly influence the
absorption of heat.

Heating debris must be sufficiently fast for homogenous nucleation and expan-
sion of vapor bubbles and ions.

Some simulations done for interaction of laser rays have shown that [21]:

• The degree of light absorption increases as the cavity deepens.

• Maximum energy absorbed by the cavity is around 80% of the total energy of
radiation.

• The radiation is multiple times reflected by the cavity, and as a result, the
energy is highly concentrated at the center and the bottom of the cavity and
forms the final conical shape of the cavity.

• The surface temperature is much higher than the normal boiling point.

• In order to be able to remove the material, it must have a homogenous boiling
regime and evaporation; the power intensity must be over 108 W/cm2.

Note: The mentioned simulations have been conducted only for iron, not for
aluminium or other materials currently used in manufacturing satellites and space
equipment, but the effect should be similar (Figure 17).

In some experiments a specific impulse of around 4000 s was measured for
carbon and aluminium in ionized state produced by the laser ray [23]:

During those experiments the following observations were made:

• The speed of the ejected atoms and implicitly Isp is inversely proportional to
the square roots of the atomic mass of ablated material; the lighter the element
the higher the specific impulse.

• Thrust tends to increase with atomic mass of ablated material.

• The speed of the ejected atoms was independent of angle at 22 cm away from
the target.

• The ablation time was 1.5 s.

Case
no.

Radius of large
parabolic mirror,

rlpm (m)

Collected solar
power, P (kW)

Flow of aluminium
vapors per second, g

Flow of aluminium ions
(first level) per second, g

1 5 88.4 6 2

2 7.5 240.3 15 7

3 10 427.3 28 12

4 15 961.3 62 26

5 20 1709.0 110 46

6 25 2670.3 172 72

Table 3.
The quantity of aluminium vaporized by the system in 1 s.

24

Planetology - Future Explorations

For the case where Isp has a known value, one can evaluate the thrust force by
the following equation:

Tf ¼ g0 � Isp � _m (11)

where g0 represents the gravitational acceleration at the Earth’s surface
(g0 = 9.81 m/s2). _m represents the mass of ions ejected in 1 s.

Momentum coupling coefficient Cm is another method for thrust evaluation
[20]. This coefficient characterizes thrust production efficiency. The coefficient is
determined as the thrust to laser power ratio. This parameter determines the mini-
mum light power required to produce a 1 N thrust:

Cm ¼ Tf
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According to the above reference, Cm max Al = 6�10�5 N/W for aluminium. That
means that in the case of ablation of a space debris made of aluminium using a solar-
thermal system with a power of P = 88.4 kW, the thrust force resulted is

Tf ¼ P � Cm max Al ¼ 88400 � 6 � 10�5 ¼ 5:3 N (13)

In case the large parabolic mirror has a diameter of rlpm = 25 m, the thrust
force is

Tf 25 ¼ P � Cm max Al ¼ 2670300 � 6 � 10�5 ¼ 160:2 N (14)

In both cases the thrust force is remarkably high and can deorbit space debris
with just a few hits.

4. A new design of space equipment for rapid disintegration in
atmosphere after reentry

This new design is inspired by the tragic loss of the Space Shuttle Columbia’s
crew on February 1, 2003 [24]. Columbia disintegrated over Texas and Louisiana
when it reentered the Earth’s atmosphere. During the launch of the space shuttle, a
piece of foam insulation struck the left wing of the orbiter deteriorating its ablative
protection [24]. When time came for the space shuttle to reenter the Earth’s atmo-
sphere, the damage caused by the foam insulation allowed hot air to penetrate into

Figure 17.
The effect of a focused light ray on a material [22].
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the wing creating an irregular hole. Air entered the left wing with high speed,
quickly became very hot when stagnating, and destroyed the internal structure of
the wing.

4.1 Lessons learned after the Space Shuttle Columbia disaster

During the reentry phase, shock waves produced by hypersonic velocities and
the frictional effect of the atmosphere began to heat Columbia’s surface. The
temperature varied depending on location: the orbiter’s nose and leading edges of
the wing experiencing temperatures greater than 1538°C [25].

The breach created during launch in the ablative protection of the left wing
allowed for hot gases to penetrate the wing and to advance in the same direction
inside the wing and to the fuselage (see Figure 18). This phase became known as
“phase I” from “Initialization.”

During the “Initialization” phase, the wing lost its aerodynamic characteristics,
and the destruction process was extremely short, lasting from 13:59:37.5 GMT to
13:59:39.7 GMT (2.2 s) (see Figure 19) [25].

The “Acceleration” phase quickly followed the “phase I” which lasted for 0.07 s.
The destruction continued with total dispersal of the space vehicle and burning
in the atmosphere (see Figure 20). This phase can be called “phase D” from
“Dispersal” and lasted for 55 s (Figure 21).

4.2 Space equipment for rapid disintegration during atmosphere reentry

As presented in Chapter 1, ESA’s “Design for Demise” concept must be
implemented in every space equipment. Following those guidelines, the present
paper presents a new vision of that concept.

Figure 18.
Velocity distribution on Columbia’s left wing at the beginning of the disaster (phase I) [25].
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It is known that satellite equipment is covered by a protection box which shields
them against environmental factors such as cosmic radiation, solar wind, light
(ultraviolet, visible, infrared), cosmic dust, and rarefied atmosphere. Usually, this
box is a prism which has a pretty low dynamic drag, and, as a result, reaching high
temperatures on the surface of the satellite is delayed; therefore the satellite
disintegration is delayed during reentry. The situation is even more critical in the

Figure 19.
Initiation phase of the destruction process (phase I) [25].

Figure 20.
Acceleration phase of the destruction process (phase A) [25].
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case of the last stages of launching rockets which have a good aerodynamic shape in
order to have a low aerodynamic drag during the ascending phase of the launch.

According to the space equipment design presented in this paper, special doors
must be incorporated in the external fairing of the space equipment. The holes in
the fairing can have any shape (rectangular, triangular, hexagonal, circular, etc.)
depending on the position of the fairing. Doors fitted on every hole must be articu-
lated by a cylindrical articulation (i.e., to permit a rotation of the door around an
axis); this allows the door to open to the interior of the box when external pressure
increases and to close when the pressure inside the fairing is higher than the
external pressure. The door is fixed to the fairing through brazing with low fusible
metals or strong resins (Loctite, Araldite) which decompose at low temperatures
(150–200 to 700°C in special cases). Both the resin and metallic alloys must be
extremely resistant at low temperatures but must lose their strength when temper-
ature reaches several hundreds of degree Celsius. In in the early stages of the
reentry, the epoxy resins decompose at temperatures between 150 and 200°C, and
the braze alloys are melting when the local temperature reaches 200–700°C. As a
result, the doors (covers) are pushed inside the fairing, and the external air enters
inside where stagnates reach extremely high temperatures. The new external
geometry of the space equipment leads to an increase of aerodynamic drag and
converts kinetic energy into heat, which enhances the burning process.

By placing more doors on the fairing, no matter how the space equipment
rotates during reentry, at least one door is opened by the dynamic pressure, and the
rest of them are closed by the same dynamic pressure. Heating inside the fairing is
maximum due to air stagnation, which leads to a rapid disintegration of the space
equipment.

If the covers (doors) are not articulated, they are pushed inside the equipment
by the ambient pressure acting on the surface of the fairing. Being pushed inside,
the doors allow the air to flow inside the fairing around the equipment, but does not
stagnate; thus heating does not occur, and the aerodynamic drag is low. For this
reason the heating hate will be lower than when articulated covers are used.

For an even faster disintegration of the space equipment, the satellite compo-
nents are wrapped in 0.05-mm thick aluminium or magnesium foil. These light-
weight foils will burn first followed shortly by the equipment. This new technology
can be seen in Figures 22–27.

Applying this design will determine the space debris to be disintegrated
according to Space Shuttle Columbia’s tragic disintegration phases I, A, and D.

Figure 21.
Total dispersal phase (phase D) [25].
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Figure 22.
Example of satellite box with doors.

Figure 23.
Articulated door design.

Figure 24.
Stagnation temperature inside the satellite box.
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Figure 22.
Example of satellite box with doors.

Figure 23.
Articulated door design.

Figure 24.
Stagnation temperature inside the satellite box.
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Figure 25.
Example of fuel tank with articulated circular doors.

Figure 26.
Example of last-stage rocket with articulated rectangular doors.

Figure 27.
Example of satellite equipment wrapped in aluminium or magnesium foil.
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Chapter 3

Solar System Exploration 
Augmented by In Situ Resource 
Utilization: System Analyses, 
Vehicles, and Moon Bases for 
Saturn Exploration
Bryan Palaszewski

Abstract

Human and robotic missions to Saturn are presented and analyzed with a range 
of propulsion options. Historical studies of space exploration, planetary spacecraft 
and astronomy, in situ resource utilization (ISRU), and industrialization all point 
to the vastness of natural resources in the solar system. Advanced propulsion is 
benefitted from these resources in many ways. While advanced propulsion systems 
were proposed in these historical studies, further investigation of nuclear options 
using high-power nuclear electric and nuclear pulse propulsion as well as advanced 
chemical propulsion can significantly enhance these scenarios. Updated analyses 
based on these historical visions are presented. At Saturn, nuclear pulse propulsion 
with alternate propellant feed systems and Saturn moon exploration with chemical 
propulsion and nuclear electric propulsion options are discussed. Issues with using 
in situ resource utilization on Saturn’s moons are discussed. At Saturn, the best 
locations for exploration and the use of the moons as central locations for Saturn 
moon exploration are assessed. Environmental issues on Titan’s surface may pres-
ent extreme challenges for some ISRU processes. In-space bases for moon-orbiting 
propellant processing and ground-based processing will be assessed.

Keywords: in situ resource utilization (ISRU), moon base, rocket propulsion,  
systems analysis, specific impulse, nuclear propulsion

1. Introduction

Exploration and utilization of the outer solar system have always been a goal of 
the planetary science community and spacecraft engineers. Saturn with its fantastic 
ring system and many diverse moons has been the focus of exploration by the two 
Voyager flyby missions and the orbiting Cassini spacecraft. These space vehicles 
have identified areas of great scientific interest and also places on the moons where 
water, cryogenic ices, and other natural resources can be gathered. Using in situ 
resource utilization (ISRU) will allow more extensive exploration of the planet and 
its moons. This chapter presents analyses of the transportation options in the Saturn 
system, such as nuclear electric orbital transfer vehicles and chemical propulsion 
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moon landers. Far future human exploration, using nuclear propulsion is also 
addressed. A combination of these technologies may allow excellent surveys of the 
moons and then finally human exploration and perhaps moon base construction.

2. In situ resource utilization (ISRU)

In situ resource utilization (ISRU) is the use of materials on other bodies in the 
solar system. These in situ materials can be in the regolith, the atmosphere, or any 
other part of the natural environment. Using ISRU on or in the vicinity of many 
planetary bodies has been studied for decades. Numerous experiments have been con-
ducted to define the methods of extracting resources from ices, gases, and regolith. 
Some of the earliest ISRU experiments were conducted in 1965 [1]. Based on spectro-
scopic measurements from Earth, simulated lunar rock and dust were created. The 
simulated rock and dust were then subjected to chemical processes that were designed 
to extract oxygen from the lunar materials [1]. Mars ISRU has been addressed in 
numerous references [2–6]. Reference [6] (JSC) discusses the six steps in ISRU devel-
opment: identification, prospecting, resource capturing, utilization (propellants, 
etc.), power generation, and manufacturing. Additional extensive experiments and 
analyses are planned for the Mars 2020 rover, with an experiment called MOXIE that 
will separate oxygen from Mars’ carbon dioxide atmosphere [7]. A concerted effort 
of many organizations, the commercial lunar propellant architecture, was focused 
on the efforts to capture lunar polar ice [8]. Using ISRU on outer planet moons was 
addressed in Refs. [9, 10] (HOPE, Ash, and BP). Outer planet analyses for capturing 
fusion fuels from Uranus and Neptune were conducted in Refs. [11–13].

3. Saturn and its moons

Saturn is the second largest planet in the solar system. Its orbit has an average 
distance from the Sun of 1.433 million km. The ring system surrounding Saturn 
is very extensive and spectacular and has a rich set of resonances and dynamics. 
The Cassini mission spacecraft instruments gathered a rich set of data throughout 
its lifetime. Saturn also has powerful radiation belts both near the planet and far 
beyond the ring system. Due to the radiation environment, the moons are a more 
important location for any spaceflight operations.

Based on the observations of the Voyager and Cassini spacecraft, the moons of 
Saturn contain a rich set of ices. Spectroscopic data show the nature of these ices to 
be water ice with other frozen gases: nitrogen, methane, etc. The moons’ tempera-
tures are in the range on 75–130 K. Table 1 provides the density of the major moons. 
The relatively low density also implies that the moons are primarily composed of 
frozen ices.

Figure 1 shows the semimajor axes of the moon. Iapetus is the most distant at 
3.56 million km from Saturn. The most proximate major moon is Mimas, which 
is only 185,000 km from Saturn [14–19]. Additional references on the moons of 
Saturn are provided at the end of this chapter [20–30].

3.1 Enceladus

Enceladus is a small icy moon near the outermost ring of Saturn; its radius is 
248 km. Its semimajor axis is 238,020 km. Its gravity level is 2 × 10−2 of Earth’s grav-
ity. This moon is particularly exciting as it is sewing water into space, and its water 
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is feeding mass to Saturn’s rings. The water plume emanates from the so-called tiger 
stripes in the southern hemisphere. The temperature of the tiger stripes is 10–100°K 
warmer than the surrounding icy surface. The Cassini spacecraft had made multiple 
flybys of Enceladus and detected organic molecules in the water plume. Thus, this 
moon may harbor the precursors of simple life forms.

3.2 Titan

Titan is the largest moon of Saturn with a radius of 2576 km. Its semimajor axis 
is 1.2218 million km. Titan has an appreciable atmosphere of 98.4% nitrogen, 1.4% 
methane, and other trace gases. Its gravity is 0.14 of Earth’s gravity. Because of its 
dense clouds, radar must be used to gather data from space. The Cassini spacecraft 
observed lakes on Titan; these lakes are composed of liquid methane and ethane. 
These lakes are approximately that size of the Great Lakes of North America. The 
surface of Titan is approximately 94°K, and the surface is a complex crust of water 
ices and frozen hydrocarbons. Simulations and gravity data suggest an ocean of 
liquid water about 100 km below the frozen surface.

Table 1. 
Saturn moon density, modified from Ref. [14].

Figure 1. 
Semimajor axes of the seven major moons of Saturn.
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3.3 Iapetus

Iapetus is one of the most distant large moons from Saturn, and its radius is 
712 km. Its gravity level is 2.4 × 10−2 of Earth’s gravity. This moon has a ridge that 
girdles a significant fraction of the equator. One hemisphere has very dark material, 
with an albedo is 2–6%, while the other hemisphere in comparison is very bright. 
The composition of the dark material is perhaps organic material and carbon. 
Simulations have suggested that the dark materials may have been deposited by 
numerous particle collisions. An alternative theory is that magma from the interior 
has risen to the surface and that magma may be visible in photos as materials that 
have filled in numerous craters.

3.4 Icy moon gravity levels

Table 2 provides the gravity levels of the major moons. While Titan has a surface 
gravity level of 14% of Earth, the remaining moons have gravity levels of 1 × 10−2 
Earth gravity or less. Such low gravity levels may make transportation, operations, 
and industrial processing on the moon’s surfaces very challenging. On the other 
hand, the low gravity is helpful is reducing the delta-V needed to transport large 
masses to and from the moon’s surface.

4. Mission planning and delta-V data

Table 3 provides the delta-V to reach low orbit about the moon and the moon’s 
escape velocities. As Titan is the largest moon, the delta-V for escape is the largest: 
3.17 km per second. These delta-V values will be important in selecting the most 
attractive moons for ISRU processing. The planetary gravitational constants and 
radii were found in Ref. [19].

4.1 Exploration vehicles

As a prelude to human missions, a detailed survey of the major Saturnian moons 
is planned. The survey is driven by ISRU requirements: identification, prospecting, 
resource capturing, and utilization. The final steps will be power generation and 
manufacturing on the surface of the moons.

A first survey of the major moons will include orbiters and small landers. A sug-
gested set of spacecraft would be nuclear electric propulsion transfer vehicle and a 
small chemical propulsion lander. The NEP transfer vehicle would use a complement 

Table 2. 
Gravity levels of Saturn and its major moons.
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of science instruments to assess the ices and regolith on the moons’ surface. A mega-
watt class radar system aboard the orbiter would provide data on ice thicknesses 
and regolith composition. Once an attractive site is identified, the chemical propul-
sion lander can descend to the surface and perform a series of in situ assessments. 
Chemical laboratories delivered to the surface can sample the ices and regolith. 
Samples may even be returned to orbit for caching and planned return to Earth.

4.2 Space vehicle sizing

The nuclear electric propulsion (NEP) vehicles or orbital transfer vehicles 
(OTVs) are described by the following mass scaling equation. The dry mass scaling 
equation used was [31–35]

  Mdry, stage  (kg)  = reactor specific mass  (kg / kW)  • P  (kWe)   
                                                         + 0.05 • Mp  (kg)  + fixed mass  (kg)   

The low-thrust OTV delta-V values are noted in Tables 4 and 5 for each round-
trip mission.

The NEP vehicle has a specific impulse of 5000 seconds with a propulsion 
system efficiency of 50%. The power level of the reactor was 10 MWe, and the reac-
tor specific mass was 10 kg/kWe. The propellant tankage dry mass fraction was 5%, 
and the fixed mass was 20 MT [31]. Additional mission assumptions are discussed 
in the next sections.

The chemically propelled oxygen/hydrogen propulsion landers were described 
with a mass scaling equation. In sizing the chemical propulsion landers, a vehicle 
mass scaling equation was used [31–35]:

   M  dry,stage    (kg)  =  M  dry,coefficient   •  M  p    (kg)   

where Mdry,stage is the stage dry mass, including residual propellant (kg); 
Mdry,coefficient is the B mass coefficient (kg of tank mass/kg of usable propellant 
mass); Mp is the usable propellant mass (kg).

In almost every case, the chemical propulsion landers had a B coefficient of 0.4. 
With the very large delta-V missions at Titan, the B coefficient was 0.2. The lander 
specific impulse was 480 seconds [31, 36–38].

Table 3. 
Landing, launch, and escape of delta-V for the seven major moons of Saturn.
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The NEP vehicle has a specific impulse of 5000 seconds with a propulsion 
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4.3 Mission delta-V results

Examples of the chemical propulsion lander masses are shown in Figures 2 
and 3: Titan and Enceladus, respectively. At Titan and Enceladus, the smallest 
1 MT payload landers would be for ISRU prospecting and exploration. The 50 MT 
payload landers would be for industrial scale ISRU propellant production plant 
delivery.

The NEP vehicle delta-V values are shown in Tables 4 and 5. The delta-V was 
computed with a low-thrust trajectory estimation algorithm. Table 4 shows the 
round-trip delta-V values for trips between the seven major moons; the table 
shows that using Dione as a central exploration moon, the total delta-V for a 
fleet of OTVs is minimized. An option with only six moons was also investigated, 
noted in Table 5. As Iapetus is the most distant moon in the system of moons, a 
separate analysis was conducted excluding Iapetus. For both the seven moon and 
the six moon options of Tables 4 and 5, the moon Dione shows the minimal fleet 
delta-V. Though this is the moon showing the minimal delta-V for the entire fleet, 
the influence of the OTV and lander mass may change the optimal (or minimal 
mass) solution.

Table 5. 
Round-trip delta-V map for Saturn’s moons (six moons, without Iapetus).

Table 4. 
Round-trip delta-V map for Saturn’s moons (seven moons).
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4.4 Factory analysis

The ISRU factory will allow the OTV to be refueled from water ices on the 
moons. Initially, the OTVs, their science landers, and factory lander are delivered 
to the centric moon. The OTVs are delivered with no NEP propellants and only 

Figure 2. 
Saturn moon lander mass for Titan, round-trip flights, payload masses of 1–50 MT.

Figure 3. 
Saturn moon lander mass for Enceladus, round-trip flights, payload masses of 1–50 MT.
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Figure 4. 
Moon base factory masses, for 50 MT payload landers.

oxygen and hydrogen propellants for the science landers (with a 1 MT payloads) 
and 50 MT payload factory lander. Once in orbit about the centric moon, the factory 
lander with the 50 MT ISRU factory lands. The mining and conversion of water 
ice to oxygen and hydrogen for the factory lander’s ascent to orbit are conducted. 
Additional hydrogen is created on the centric moon and that hydrogen is delivered 
to the orbiting OTVs. The OTVs can then be dispatched on their moon explora-
tion flights to the other remaining moons. The factory lander will have to perform 
several flights to deliver the full propellant loads for the orbiting OTVs. Figure 4 
presents the estimated masses of a series of propellant factories. The factory masses 
are based on the lander Isp and the factory design, which is a function of the level of 
integration with the lander.

For example, a light propellant factory has separate tanks for lander and factory. 
A heavy propellant factory has separate tanks for lander and factory but has higher 
masses for enclosures that protect against the elements, winds, micrometeoroids, 
etc. Also, higher masses are included for foundations for cryogenic surfaces (creat-
ing a stable structure for the base). For a super lightweight propellant factory, 
propellants and all fluids are fed to and stored in lander tanks. Appendix A delin-
eates the masses in the heavy configuration.

In Figure 5, the masses of the ISRU factory and the OTV propellant masses 
needed for the Saturn moon survey are compared. With the cases without Iapetus, 
six moons are surveyed. The mass of the ISRU factory is 50 MT. In all cases, the 
total OTV propellant load is significantly higher that the factory mass. Thus, the 
use of the factory can enable not only the first survey of the moons but many more. 
Typically, nuclear reactors have been designed for a 7-year life at full power and a 
10-year overall life (operating for the last 3 years at a reduced power level). Given 
the typical 7-year lifetime of a space nuclear reactor [13], the number of OTV 
flights can be 6–7.
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4.5 Mission scenario results and interpretations

To fully explore the moons, a fleet of OTVs and landers were conceived. One 
OTV and one lander would visit each moon. At the central or centric moon, a 
50 MT ISRU factory is landed. The 50 MT payload includes an ISRU factory and a 
set of empty propellant tanks. The factory creates the propellant for all of the NEP 
OTVs and landers. The propellant tanks will be filled with the moon-derived ISRU 
propellants.

The lander was designed to bring that propellant into orbit to refuel the 
OTVs. The lander propellant tanks are fueled with oxygen and hydrogen. The 
lander then ascends to the escape conditions of the moon’s orbit. Then the lander  
performs a rendezvous with the OTV(s) and refuels OTV(s); it may also refuel 
the smaller exploration landers aboard the OTV(s). The newly fueled OTV 
with its exploration lander completes the orbit transfer to another moon. After 
completing its exploration, the OTV returns to the moon with ISRU propellant 
factory.

An additional case for Titan with a 100 MT lander payload was included. This case 
was added as the lander delta-V for Titan is the highest of all of the moons; therefore, 
a larger propellant mass is needed for each flight. A larger lander payload case might 
be attractive in reducing the number of flights needed for refueling the OTVs.

An overall fleet mass of the OTVs and the landers was then estimated. The fleet 
consisted of one NEP OTV and lander designed to visit a specific moon. Each OTV 
carried a lander with a 1 MT payload. For the seven moon options, seven OTVs and 
seven exploration landers were sized. Each OTV was sized to operate from a central 
moon. As noted above, an additional lander operating from the centric moon was 
added to provide the ISRU refueling capability for the OTV fleet.

Using the mission delta-V values and vehicle sizing data, the following 
optima for moon exploration were found. In Table 6, the total mass of the OTV 

Figure 5. 
Moon factory mass comparison with OTV propellants needed.
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be attractive in reducing the number of flights needed for refueling the OTVs.

An overall fleet mass of the OTVs and the landers was then estimated. The fleet 
consisted of one NEP OTV and lander designed to visit a specific moon. Each OTV 
carried a lander with a 1 MT payload. For the seven moon options, seven OTVs and 
seven exploration landers were sized. Each OTV was sized to operate from a central 
moon. As noted above, an additional lander operating from the centric moon was 
added to provide the ISRU refueling capability for the OTV fleet.

Using the mission delta-V values and vehicle sizing data, the following 
optima for moon exploration were found. In Table 6, the total mass of the OTV 

Figure 5. 
Moon factory mass comparison with OTV propellants needed.
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Figure 6. 
Total masses of the lander and OTV fleets, for moon-centric options, including seven moons.

and lander fleets using a central moon are shown; the minimal mass is 958 MT 
for the moon Dione. Figure 6 also presents the fleet mass data. While Dione 
represents the minimal fleet mass, the optimum is fairly broad over a set of 
four moons: Enceladus, Tethys, Dione, and Rhea. After further exploration and 
consideration of currently imprecisely known factors (ice composition, regolith 
strength, ease of access to any subsurface moon oceans, etc.), an optimal moon 
can be selected.

Table 7 presents the same analyses, excluding Iapetus. In Table 6, the minimal 
fleet mass is found for the moon Dione. In Table 7, the minimal fleet mass is for 
the moon Tethys: the fleet mass is 785 MT. While Tethys represents the moon 
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with the minimal fleet mass, the optimum is fairly broad over a set of four moons: 
Enceladus, Tethys, Dione, and Rhea.

By excluding Iapetus, the total fleet mass is significantly reduced; for Dione, the 
fleet mass is reduced from 958 to 800 MT. Further restrictions of the moon explora-
tion fleet (e.g., from six to four moons) may be needed to fit within the payload 
capacity of future interplanetary transfer vehicle (ITVs). As Iapetus is more remote 
than the other moons, it is possible that a separate ISRU space base may be more 
attractive than a centralized ISRU space base.

Due to the low gravity level of the moons, a moon-orbiting space base may be 
attractive. Processing control of ices in a low-gravity environment may be very 
difficult. It is suggested that an artificial gravity space base in orbit about the moon 
may be the best location of resource processing. After a series of small missions 
have been conducted, a large ISRU space base may be established. The base might 
be a refueling point for extensive exploration. The water ices from the moons would 
be brought to the space base for processing, to allow the refueling of the landers and 
the NEP OTVs.

5.  The far future: human Saturn missions with nuclear pulse  
propulsion (NPP)

Historical analyses of human missions to the outer planets have included 
many nuclear propulsion conceptual designs. Nuclear pulse propulsion was 
investigated and was considered a practical alternative to any chemical propul-
sion options. The round-trip impulsive delta-V for such missions was approxi-
mately 60 km/s [34, 38–41].

Human missions to Jupiter and Saturn were suggested in the 1960s. Large-scale 
exploration missions with many astronauts were planned. The primary propulsion 
system considered was nuclear pulse propulsion. Many small nuclear packages 
were exploded behind the vehicle, propelling it onto a high-thrust trajectory. 
For a human Jupiter or Saturn mission, the delta-V was approximately 60 km/s. 
While the round-trip Jupiter missions were designed to orbit Callisto, at Saturn, 
Titan was selected. Titan is the largest moon of Saturn, the delta-V to land there is 
high, 2.2 km/s, and the escape velocity is 3.17 km/s. These values represent an all 
propulsive landing on Titan and include a 20% delta-V penalty for gravity losses 
[23]. Such a propulsive delta-V was selected to make the comparisons with the other 

Table 7. 
Total masses of the lander and OTV fleets, for moon-centric options, including six moons (without Iapetus).



Planetology - Future Explorations

44

Figure 6. 
Total masses of the lander and OTV fleets, for moon-centric options, including seven moons.

and lander fleets using a central moon are shown; the minimal mass is 958 MT 
for the moon Dione. Figure 6 also presents the fleet mass data. While Dione 
represents the minimal fleet mass, the optimum is fairly broad over a set of 
four moons: Enceladus, Tethys, Dione, and Rhea. After further exploration and 
consideration of currently imprecisely known factors (ice composition, regolith 
strength, ease of access to any subsurface moon oceans, etc.), an optimal moon 
can be selected.

Table 7 presents the same analyses, excluding Iapetus. In Table 6, the minimal 
fleet mass is found for the moon Dione. In Table 7, the minimal fleet mass is for 
the moon Tethys: the fleet mass is 785 MT. While Tethys represents the moon 

Table 6. 
Total masses of the lander and OTV fleets, for moon-centric options, including seven moons.

45

Solar System Exploration Augmented by In Situ Resource Utilization: System Analyses, Vehicles…
DOI: http://dx.doi.org/10.5772/intechopen.88067

with the minimal fleet mass, the optimum is fairly broad over a set of four moons: 
Enceladus, Tethys, Dione, and Rhea.
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capacity of future interplanetary transfer vehicle (ITVs). As Iapetus is more remote 
than the other moons, it is possible that a separate ISRU space base may be more 
attractive than a centralized ISRU space base.

Due to the low gravity level of the moons, a moon-orbiting space base may be 
attractive. Processing control of ices in a low-gravity environment may be very 
difficult. It is suggested that an artificial gravity space base in orbit about the moon 
may be the best location of resource processing. After a series of small missions 
have been conducted, a large ISRU space base may be established. The base might 
be a refueling point for extensive exploration. The water ices from the moons would 
be brought to the space base for processing, to allow the refueling of the landers and 
the NEP OTVs.

5.  The far future: human Saturn missions with nuclear pulse  
propulsion (NPP)

Historical analyses of human missions to the outer planets have included 
many nuclear propulsion conceptual designs. Nuclear pulse propulsion was 
investigated and was considered a practical alternative to any chemical propul-
sion options. The round-trip impulsive delta-V for such missions was approxi-
mately 60 km/s [34, 38–41].

Human missions to Jupiter and Saturn were suggested in the 1960s. Large-scale 
exploration missions with many astronauts were planned. The primary propulsion 
system considered was nuclear pulse propulsion. Many small nuclear packages 
were exploded behind the vehicle, propelling it onto a high-thrust trajectory. 
For a human Jupiter or Saturn mission, the delta-V was approximately 60 km/s. 
While the round-trip Jupiter missions were designed to orbit Callisto, at Saturn, 
Titan was selected. Titan is the largest moon of Saturn, the delta-V to land there is 
high, 2.2 km/s, and the escape velocity is 3.17 km/s. These values represent an all 
propulsive landing on Titan and include a 20% delta-V penalty for gravity losses 
[23]. Such a propulsive delta-V was selected to make the comparisons with the other 
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moon landers as consistent as possible. If a lander were to be used for many flights, 
repacking parachutes or reoutfitting a robotic lander with additional parachutes on 
orbit may be cumbersome.

Figure 7 shows the mass of the Saturn missions for a range of delta-V of 
60–120 km/s. While the 60 km/s missions represent a fast mission to Saturn 
(approximately 250–500 days), a fast mission in both directions may require 
120 km/s. The vehicle mass for the 120 km/s missions is over 47,000 MT, while the 
60 km/s mission requires less than 6000 MT.

In Ref. [23], using ISRU for refueling a fast Saturn mission was analyzed. 
Saturn’s atmosphere was considered a likely source of the nuclear fuels: helium 
3 and deuterium. After analyses of the ISRU transportation systems, it was 
found that Uranus was a more likely atmospheric fuel source. The complexity 
of moving OTVs from low Saturn orbit to an assembly point (such a Titan) 
and the trip time for the low-thrust transfers (for a round-trip delta-V of over 
94 km/s) were very prohibitive. With the Uranus option, the nuclear fuels were 
mining and sent to Titan. The round-trip OTV delta-V for lifting the mined 
fuels to a moon of Uranus was approximately 32 km/s. While the delta-V for 
mining transportation is lower, the need for an interplanetary transfer vehicle 
(ITV) is apparent. A relatively low-energy Uranus to Saturn transfer is possible 
with an NEP ITV. While the ISRU option for the fast Saturn mission is attrac-
tive, the time for gathering the nuclear fuels may require 10 years of mining 
operations.

6. Concluding remarks

Saturn and its moon have always been fascinating. Ever since Galileo Galilei 
noted in his early telescopic observations that “Saturn has ears,” the excitement 

Figure 7. 
Saturn NPP sizing and mission data, B = 0.01 Mp [23].

47

Solar System Exploration Augmented by In Situ Resource Utilization: System Analyses, Vehicles…
DOI: http://dx.doi.org/10.5772/intechopen.88067

for Saturn exploration has been strong. Both Saturn and its moons are rich 
with resources: hydrogen and helium in the planet’s atmosphere and ices on the 
moons. Using the resources of the outer planet moons, new options for explo-
ration are possible. Multiple moons can be visited and explored. High-power 
OTV with nuclear power can reveal the nature of the ices and regolith of the 
moons.

Detailed exploration of the major moons can be completed with a set of small 
chemical propulsion moon landers and nuclear electric orbital transfer vehicles. A 
series of such OTV and landers showed several optimal locations for conducting 
a moon survey. Dione was an optimal location for the minimization of the OTV 
and lander fleet mass. A central moon location allowed a large ISRU factory to fuel 
many OTV and exploration lander flights.

Far future human exploration of the Saturn system may employ very high-
energy nuclear propulsion systems. Nuclear pulse propulsion vehicles may allow 
fast transfers to Saturn and the delivery of robotic exploration vehicles and human 
explorers. Using ISRU for refueling a fast Saturn mission was analyzed. Saturn’s 
atmosphere was considered a likely source of nuclear fuels: helium 3 and deuterium. 
After analyses of the ISRU transportation systems, it was found that Uranus was 
a more likely atmospheric fuel source. There are numerous benefits of ISRU in 
Saturn and Uranus systems. With ISRU, our exploration options are nearly endless, 
and the abilities to uncover the secrets of Saturn moons are awaiting our scientific 
investments.

Nomenclature

3He helium 3
4He helium (or helium 4)
AMOSS atmospheric mining in the outer solar system
ASC aerospacecraft
CC closed cycle
delta-V change in velocity (km/s)
GCR gas core rocket
GTOW gross takeoff weight
H2 hydrogen
He helium 4
ISRU in situ resource utilization
Isp specific impulse (s)
K kelvin
kWe kilowatts of electric power
LEO low Earth orbit
MT metric tons
MWe megawatt electric (power level)
NEP nuclear electric propulsion
NPP nuclear pulse propulsion
NTP nuclear thermal propulsion
NTR nuclear thermal rocket
OC open cycle
O2 oxygen
PPB parts per billion
PSC permanently shadowed craters
PSR permanently shadowed regions



Planetology - Future Explorations

46

moon landers as consistent as possible. If a lander were to be used for many flights, 
repacking parachutes or reoutfitting a robotic lander with additional parachutes on 
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120 km/s. The vehicle mass for the 120 km/s missions is over 47,000 MT, while the 
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for Saturn exploration has been strong. Both Saturn and its moons are rich 
with resources: hydrogen and helium in the planet’s atmosphere and ices on the 
moons. Using the resources of the outer planet moons, new options for explo-
ration are possible. Multiple moons can be visited and explored. High-power 
OTV with nuclear power can reveal the nature of the ices and regolith of the 
moons.

Detailed exploration of the major moons can be completed with a set of small 
chemical propulsion moon landers and nuclear electric orbital transfer vehicles. A 
series of such OTV and landers showed several optimal locations for conducting 
a moon survey. Dione was an optimal location for the minimization of the OTV 
and lander fleet mass. A central moon location allowed a large ISRU factory to fuel 
many OTV and exploration lander flights.

Far future human exploration of the Saturn system may employ very high-
energy nuclear propulsion systems. Nuclear pulse propulsion vehicles may allow 
fast transfers to Saturn and the delivery of robotic exploration vehicles and human 
explorers. Using ISRU for refueling a fast Saturn mission was analyzed. Saturn’s 
atmosphere was considered a likely source of nuclear fuels: helium 3 and deuterium. 
After analyses of the ISRU transportation systems, it was found that Uranus was 
a more likely atmospheric fuel source. There are numerous benefits of ISRU in 
Saturn and Uranus systems. With ISRU, our exploration options are nearly endless, 
and the abilities to uncover the secrets of Saturn moons are awaiting our scientific 
investments.
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Chapter 4

Space Access for Future Planetary
Science Missions
Colin Sydney Coleman

Abstract

Planetary science demands increasingly elaborate experiments, with the result
that mission objectives are often limited by space access capability. The orbital sky-
hook is a momentum transfer device that has been proposed as an alternate launch
system. It is an extended orbital structure that rotates to allow access by a low speed
suborbital vehicle. After docking, the vehicle gains momentum from the skyhook and
is accelerated to orbital velocity, after which the skyhook energy must be replenished.
The construction of an orbital skyhook is shown to be feasible with current materials.
It is a fully reusable launch system with very high propellant efficiency and could
provide the launch capability needed for future planetary science missions.

Keywords: launch systems, orbital skyhook, electric propulsion, momentum
transfer, planetary science

1. Introduction

Proposals for a momentum transfer based launch system are not new.
Konstantin Tsiolkovsky, credited with the concept of multi-stage rocket vehicles,
also proposed the orbital tower. Much later Yuri Artsutanov inverted this idea to
suggest a geostationary satellite with a counterweight and a tether extending to the
Earth’s surface. This so called ‘space elevator’ was first published in 1960 in
Komsomolskaya Pravda and later discovered independently in the US when the
term ‘skyhook’ was coined [1]. The structure was shown to be stable against the
effects of lunar tidal forces and payload motions, and functions by extracting
energy from Earth rotation [2]. The problem is that no known material has suffi-
cient strength to construct a space elevator in Earth orbit.

Difficulties with the space elevator led to the proposal of the asynchronous
orbital skyhook [3]. (The original concept was credited to John McCarthy at
Stanford.) This is an extended orbital structure that rotates so that each end peri-
odically comes to a low altitude and velocity, at which instants the system is easy to
access. Initial studies advocated configurations that place a low demand on the
tether material properties, as this was thought to be the principal challenge. To
replace energy lost during launch it was proposed that the skyhook be used to
return a similar quantity of material from orbit to Earth.

Detailed studies of the asynchronous skyhook [4, 5] addressed engineering
aspects of the tether and docking mechanism. They proposed a set of configurations
in which access is provided by a hypersonic vehicle operating at a speed of at least
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3.1 km/s (Mach 10). This high speed of the access vehicle reduces the skyhook
rotation rate and so places less stress on the tether material.

Hypersonic flight technology is not yet capable of providing routine access to the
high Mach number regime. By contrast, several reusable vehicles are available that
provide access to suborbital flight trajectories using combinations of air-breathing
and rocket propulsion [6, 7]. High strength fiber technology has also made sub-
stantial progress with the incorporation of carbon nanotubes into the molecular
structure [8]. This suggests a need to review the orbital skyhook concept with a
focus on configurations that allow low speed access. It is also necessary to explore
different approaches to energy replenishment that do not require access to a repos-
itory of orbiting material.

Section 2 reviews the skyhook concept and estimates the parameters of a practi-
cal launch system. Expressions for the skyhook mass properties are obtained in
Section 3 for the case where centripetal force is the dominant source of tension. The
dynamics is modeled in Section 4 assuming the structure remains linear, with the
tether mass properties represented by a compact object at the mass centroid. Elec-
tric propulsion is proposed as a mechanism for energy replenishment in Section 5,
and the feasibility of supplying propellant for the thrusters is explored. Section 6
describes the advantages of a skyhook launch system for future planetary science
missions, and Section 7 summarizes the main results.

2. Concept description

An orbital skyhook launch system involves three phases, each exploiting a dif-
ferent physical process. It begins with the delivery of a payload by suborbital
vehicle. Docking occurs at one of the skyhook endpoints when it is near minimum
altitude and velocity. The suborbital vehicle is required to attain only a small
fraction of the energy needed for orbit, and does not need to operate in a hypersonic
flight regime. It can therefore employ mature airframe and propulsion technologies,
making it easier to design for efficiency and reusability.

The second phase is momentum transfer from the skyhook to the payload [9].
After docking the payload gains energy as the skyhook rotates, reaching a maxi-
mum after half a cycle. If the payload is not released energy transfers back to the
skyhook in the second half of the cycle as it returns to minimum energy. By
selecting when the payload is released, it can be placed into an elliptical orbit or on
an escape trajectory. Note that if the payload is released at a subsequent minimum
energy point, the skyhook energy and orbit are left unaffected. This means the
vehicle is transported around the Earth at orbital velocity, with the only energy cost
being that of gaining access to the skyhook.

In the third phase energy drawn from the skyhook during launch must be
replenished. If the payload mass is small relative to the total system mass, the orbital
perturbation is also small. In this case the structure remains above the atmosphere
through subsequent rotations, and energy replenishment may occur over an extended
period. Electric propulsion is proposed for this purpose. It provides a small thrust
with a large specific impulse, and therefore high propellant efficiency. Propellant can
be delivered with the payload to supply thrusters at the skyhook endpoints, but it will
be shown that a better approach is to apply thrust at the skyhook mass centroid.

Of interest here are skyhook configurations that offer low speed access. Ideally
the endpoint speed should match the orbital velocity relative to Earth’s surface. In
addition, acceleration during launch must not be excessive. For a skyhook in a
circular equatorial orbit with radius R and orbital frequency Ω the endpoint ground
track speed and acceleration are given by:
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vM ¼ RΩ� Lω� 465 (1)

aM ¼ RΩ2 1� L=Rð Þ�2 � 1
h i

þ Lω2 (2)

Here L and ω are the skyhook half-length and rotation frequency, and Eq. 2
includes the acceleration components due to gravity, orbital velocity and skyhook
rotation.

Specifying the endpoint velocity and acceleration yields two implicit equations
for the skyhook parameters. With a nominal orbital radius of 8000 km the skyhook
length is small enough to apply the limit L≪R: Then for a minimum energy state at
zero velocity and 40 m/s2 acceleration, the skyhook parameters are L ¼ 1090 km
and ω ¼ 0:006s�1. This system can be accessed at zero velocity by a vehicle capable
of ascending to an altitude of 532 km. Moreover, the maximum acceleration
experienced during launch is similar to that of a conventional launch vehicle.

One of the skyhook endpoints is at minimum energy when the structure is
oriented radially. This state occurs with a period τ ¼ π= ω�Ωð Þ corresponding to a
ground track distance of 3176 km around the equator. The orbital parameters could
be adjusted so this distance is an exact fraction of the equatorial circumference, in
which case the minimum energy states occur above fixed points on the equator.
These locations are natural sites at which to establish bases to operate the suborbital
access vehicles.

3. Mass properties

The skyhook configurations of interest here have an endpoint speed near orbital
velocity to allow access at low energy. The high rotation rate means tension is
mainly due to centripetal force, with the field gradient contribution being
negligible.

Consider a symmetric skyhook comprising two equal masses m connected by a
massive tether of length 2L and define the origin at the center. The tether cross-
section is a rð Þ and the tether material has uniform density ρ and ultimate tensile
strength T. For a skyhook with rotation frequency ω the tension σ at radius r obeys:

σ0 rð Þ ¼ �ρω2ra rð Þ (3)

Substituting a rð Þ ¼ σ rð Þ=T and noting that a Lð Þ ¼ mLω2=T this equation can be
solved for the tether cross-section:

a rð Þ ¼ mLω2

T
exp χ2 1� r

L

� �2� �� �
(4)

Here χ2 ¼ ρω2L2=2T is a dimensionless parameter characterizing the skyhook.
By symmetry the mass centroid is at the origin. This structure may be generalized to
describe a set of asymmetric configurations with unequal end masses at different
distances from the centroid. The symmetric configuration has the benefit of offer-
ing two opportunities to access the skyhook in each rotation cycle, but asymmetric
configurations allow access to a greater variety of launch trajectories.

The tether mass MT and moment of inertia IT are given by:

MT ¼ 2ρ
ðL
0
a rð Þdr (5)
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vM ¼ RΩ� Lω� 465 (1)

aM ¼ RΩ2 1� L=Rð Þ�2 � 1
h i

þ Lω2 (2)

Here L and ω are the skyhook half-length and rotation frequency, and Eq. 2
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IT ¼ 2ρ
ðL
0
a rð Þr2dr (6)

Evaluating the integrals and simplifying:

MT=m ¼ 2
ffiffiffiffi
π

p
χ exp χ2

� �
erf χð Þ (7)

IT=mL2 ¼ ffiffiffi
π

p
χ�1 exp χ2

� �
erf χð Þ � 2 (8)

The limit χ ! 0 represents a material of infinite strength, in which case the
tether mass and moment of inertia vanish. Adding the contributions of the two end
masses leads to expressions for the mass properties of the entire skyhook:

M=m ¼ 2
ffiffiffi
π

p
χ exp χ2

� �
erf χð Þ þ 2 (9)

I=mL2 ¼ ffiffiffi
π

p
χ�1 exp χ2

� �
erf χð Þ (10)

These expressions for the skyhook mass properties indicate the dependence on
tether material properties, and provide key parameters for dynamical modeling.

An important feature of a tether is the taper factor, the ratio of maximum to
minimum cross-section area. A tether constructed from low strength material has a
large taper factor, indicating its impracticality. The nominal skyhook described
above with a carbon fiber tether has a taper factor of 237, in which case the diameter
at the centroid is about 15 times that the end points. If the tether had the properties
of carbon nanotubes the taper factor reduces to 3.3. The properties of any future
tether material are likely to fall within these bounds.

Table 1 indicates the mass properties of the nominal skyhook for several tether
materials. Notionally high strength materials like steel and diamond are excluded by
the very large taper factor. Aramid fibers like Kevlar are possible but the total mass
is large. The strongest carbon fiber offers a solution with a skyhook mass about
4600 times the endpoint mass. If materials with still greater tensile strength
become available, such as by incorporating carbon nanotubes or colossal carbon
tubes into the tether material, the taper factor and skyhook mass can be much
smaller.

For the skyhook configuration described here the endpoint mass is regarded as
the maximum payload capability. This assumes the endpoint mass may be replaced
by a docking mechanism of negligible mass to capture the payload. Engineering
margins have not been included in this analysis, but the nominal configuration is a

Material Density
(kg/m3)

Strength
(MPa)

χ 2 Taper
Factor

Mass
(MT/m)

Moment
(IT/mL2)

Steel 2800 8000 2693 67.7 1.2 � 1025 2.9 � 1027 3.1 � 1023

Diamond 3500 2800 26.7 4.1 � 1011 3.9 � 1013 2.7 � 1010

Aramid fiber 1440 3757 8.2 3629 1.05 � 105 783.4

Zylon (PBO) 1560 5800 5.75 315 6421 96.1

Carbon fiber (T1100S) 1790 7000 5.47 237 4596 75.8

Carbon nanotube 1340 63,000 0.45 1.58 5.46 5.06

Colossal carbon tube 116 7000 0.35 1.43 1.70 5.93

Table 1.
Tether mass properties for various materials (from Eqs. (4), (7) and (8)).

56

Planetology - Future Explorations

‘worst case’ in the sense that skyhook rotation is specified to allow access at zero
velocity relative to the Earth. If the access vehicle provides a horizontal velocity
component the rotation rate is smaller, in which case the taper factor and skyhook
mass are also decreased.

4. Equations of motion

Skyhook length is a significant factor in the dynamics because field strength is
not uniform across the structure. This differs from most problems in astrodynamics
where the object of interest is small compared to the field gradient length scale, or
the system can be simplified by assuming spherical symmetry.

Here the skyhook is assumed to behave as a rigid body, kept in tension by the
rotation and experiencing no stretching or bending. The validity of these assump-
tions depends on the tether material properties, but they are sufficient for the
present purpose. The structure is expected to remain linear due to the large
centripetal restoring force that counters any bending.

The equations of motion of a rigid body are typically obtained by a Lagrangian
method using the mass properties. This formulation ignores the field gradient
effect, which is important for skyhook dynamics. To see this note that the skyhook
structure experiences a moment due to the two arms being subject to different field
strengths according to their proximity to Earth. If the skyhook were treated as a
single compact object this behavior would not be represented.

The skyhook system is modeled here as three objects connected by tethers of
fixed length L as illustrated in Figure 1. The central object has the mass properties
of the tethers as calculated above. This formulation represents the physical extent of
the skyhook in a non-uniform field. It is also a good approximation for the mass
distribution of the tether if it has a significant taper factor, in which case much of
the mass is concentrated near the centroid. Based on these considerations a Newto-
nian formulation is used for the analysis.

The system state is described by a six element vector comprising the skyhook
centroid location r ¼ r; θð Þ and orientation angle φ and their derivatives. The end-
point locations are specified by the vectors r1 and r2 which are functions of the state

Figure 1.
Skyhook geometry with the tether mass and moment of inertia represented by a compact object at the mass
centroid.
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� �
erf χð Þ (10)

These expressions for the skyhook mass properties indicate the dependence on
tether material properties, and provide key parameters for dynamical modeling.

An important feature of a tether is the taper factor, the ratio of maximum to
minimum cross-section area. A tether constructed from low strength material has a
large taper factor, indicating its impracticality. The nominal skyhook described
above with a carbon fiber tether has a taper factor of 237, in which case the diameter
at the centroid is about 15 times that the end points. If the tether had the properties
of carbon nanotubes the taper factor reduces to 3.3. The properties of any future
tether material are likely to fall within these bounds.

Table 1 indicates the mass properties of the nominal skyhook for several tether
materials. Notionally high strength materials like steel and diamond are excluded by
the very large taper factor. Aramid fibers like Kevlar are possible but the total mass
is large. The strongest carbon fiber offers a solution with a skyhook mass about
4600 times the endpoint mass. If materials with still greater tensile strength
become available, such as by incorporating carbon nanotubes or colossal carbon
tubes into the tether material, the taper factor and skyhook mass can be much
smaller.

For the skyhook configuration described here the endpoint mass is regarded as
the maximum payload capability. This assumes the endpoint mass may be replaced
by a docking mechanism of negligible mass to capture the payload. Engineering
margins have not been included in this analysis, but the nominal configuration is a

Material Density
(kg/m3)

Strength
(MPa)

χ 2 Taper
Factor

Mass
(MT/m)

Moment
(IT/mL2)

Steel 2800 8000 2693 67.7 1.2 � 1025 2.9 � 1027 3.1 � 1023

Diamond 3500 2800 26.7 4.1 � 1011 3.9 � 1013 2.7 � 1010

Aramid fiber 1440 3757 8.2 3629 1.05 � 105 783.4

Zylon (PBO) 1560 5800 5.75 315 6421 96.1

Carbon fiber (T1100S) 1790 7000 5.47 237 4596 75.8

Carbon nanotube 1340 63,000 0.45 1.58 5.46 5.06

Colossal carbon tube 116 7000 0.35 1.43 1.70 5.93

Table 1.
Tether mass properties for various materials (from Eqs. (4), (7) and (8)).
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‘worst case’ in the sense that skyhook rotation is specified to allow access at zero
velocity relative to the Earth. If the access vehicle provides a horizontal velocity
component the rotation rate is smaller, in which case the taper factor and skyhook
mass are also decreased.

4. Equations of motion

Skyhook length is a significant factor in the dynamics because field strength is
not uniform across the structure. This differs from most problems in astrodynamics
where the object of interest is small compared to the field gradient length scale, or
the system can be simplified by assuming spherical symmetry.

Here the skyhook is assumed to behave as a rigid body, kept in tension by the
rotation and experiencing no stretching or bending. The validity of these assump-
tions depends on the tether material properties, but they are sufficient for the
present purpose. The structure is expected to remain linear due to the large
centripetal restoring force that counters any bending.

The equations of motion of a rigid body are typically obtained by a Lagrangian
method using the mass properties. This formulation ignores the field gradient
effect, which is important for skyhook dynamics. To see this note that the skyhook
structure experiences a moment due to the two arms being subject to different field
strengths according to their proximity to Earth. If the skyhook were treated as a
single compact object this behavior would not be represented.

The skyhook system is modeled here as three objects connected by tethers of
fixed length L as illustrated in Figure 1. The central object has the mass properties
of the tethers as calculated above. This formulation represents the physical extent of
the skyhook in a non-uniform field. It is also a good approximation for the mass
distribution of the tether if it has a significant taper factor, in which case much of
the mass is concentrated near the centroid. Based on these considerations a Newto-
nian formulation is used for the analysis.

The system state is described by a six element vector comprising the skyhook
centroid location r ¼ r; θð Þ and orientation angle φ and their derivatives. The end-
point locations are specified by the vectors r1 and r2 which are functions of the state

Figure 1.
Skyhook geometry with the tether mass and moment of inertia represented by a compact object at the mass
centroid.
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vector and may be written as follows where t̂ ¼ cosφ; sinφð Þ is the skyhook orien-
tation unit vector:

r1,2 ¼ r∓Lt̂ (11)

The gravitational force on each mass is projected through the centroid to obtain
the net radial and azimuthal forces, and onto the normal for the torque:

Fr ¼ � GME

r21
m

� �
r̂1:r̂ � GME

r22
m

� �
r̂2:r̂ � GME

r2
MT

� �
(12)

Fθ ¼ � GME

r21
m

� �
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r22
m

� �
r̂2:θ̂ (13)

τ ¼ � GME

r21
m

� �
L r̂1:t̂

0 þ GME

r22
m

� �
Lr̂2:t̂

0 (14)

Here t̂ 0 ¼ sinφ;� cosφð Þ is a unit vector normal to the skyhook. In circular polar
co-ordinates the acceleration is:

€r ¼ €r � r _θ2
� �

r̂ þ r€θ þ 2 _r _θ
� �

θ̂ (15)

The skyhook equations of motion are then:

€r � r _θ2 ¼ Fr= 2mþMTð Þ (16)

r€θ þ 2 _r _θ ¼ Fθ= 2mþMTð Þ (17)

€φ ¼ τ=I ¼ τ=mL2 ffiffiffi
π

p
χ�1 exp χ2

� �
erf χð Þ� �g (18)

Evaluating the vector dot products and re-arranging:

€r ¼ r _θ2 � GMEm
2mþMT

1
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1
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€θ ¼ � 2 _r _θ
r
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1
2r2
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� �
sin θ1 � θ2ð Þ (20)

€φ ¼ �GMEm
2I

r31 � r32
r21r

2
2

� �
sin θ1 � θ2ð Þ (21)

The skyhook trajectory was obtained by numerical solution of these equations of
motion for the nominal parameters. The endpoint altitude and ground track speed
are shown in Figure 2. Note that the minimum energy point occurs at zero ground
track speed at an altitude of 532 km. The specific energy of a stationary object at this
altitude is about 5% of one in orbit. The configuration could be altered to allow
access at a lower altitude, but it may then incur an unacceptable risk of collision
with satellites in low Earth orbit.

During launch momentum transfers from the skyhook to the payload,
perturbing the skyhook orbit into an ellipse. This perturbation is small if the
skyhook mass is much greater than the payload mass, as is true for most tether
materials. If the tether material is sufficiently strong the skyhook mass can be small
enough for the orbital perturbation to be significant. This can be overcome by
placing ballast mass at the centroid.
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5. Energy replenishment

After launch it is necessary to replenish the skyhook energy and circularize the
orbit. If the orbital eccentricity is small there is no interaction between the skyhook
and the atmosphere, so this may occur over many orbits. Electric thrusters are
proposed as a suitable technology for maintaining the skyhook orbit. They produce
thrust with a high specific impulse, and therefore utilize propellant very efficiently.

The preferred location to apply thrust is the skyhook centroid. A force at this
point maximizes energy transfer, the rate of work being the product of the thrust
and orbital velocity V0. The skyhook is also very robust at the centroid, and with a
local acceleration near zero it is the optimal location for solar arrays to power the
thrusters. Note that mass at the centroid does not affect the skyhook structure or
energy transfer rate. This means the propulsion system mass and efficiency is of no
concern. The key thruster performance characteristics are the efflux velocity and
mass flow rate, which together determine the propellant quantity and time needed
to achieve energy replenishment.

Electric propulsion has been developed for tasks that require a small thrust with high
specific impulse. Examples include orbital transfer and deep spacemissions, for which
ion thrusters are the preferred technology. Energy replenishment requires a high specific
impulse and sufficient thrust to limit the replenishment time.Amagnetoplasmadynamic
(MPD)motor is best suited for this purpose.MPD thruster technology is developmental,
but their performance can be inferred from experimental demonstrators.

An MPD thruster creates an electric current in plasma in the presence of a
magnetic field. The field may be generated externally by coils or intrinsically by the
current itself. In either case Lorentz force acts on the plasma and expels it at high
velocity. Laboratory MPD thrusters have demonstrated 5 N of thrust with a mass
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Figure 2.
Altitude (dark) and ground track speed (light) of a skyhook endpoint.
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vector and may be written as follows where t̂ ¼ cosφ; sinφð Þ is the skyhook orien-
tation unit vector:

r1,2 ¼ r∓Lt̂ (11)

The gravitational force on each mass is projected through the centroid to obtain
the net radial and azimuthal forces, and onto the normal for the torque:
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Here t̂ 0 ¼ sinφ;� cosφð Þ is a unit vector normal to the skyhook. In circular polar
co-ordinates the acceleration is:

€r ¼ €r � r _θ2
� �

r̂ þ r€θ þ 2 _r _θ
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θ̂ (15)

The skyhook equations of motion are then:

€r � r _θ2 ¼ Fr= 2mþMTð Þ (16)

r€θ þ 2 _r _θ ¼ Fθ= 2mþMTð Þ (17)

€φ ¼ τ=I ¼ τ=mL2 ffiffiffi
π
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Evaluating the vector dot products and re-arranging:
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The skyhook trajectory was obtained by numerical solution of these equations of
motion for the nominal parameters. The endpoint altitude and ground track speed
are shown in Figure 2. Note that the minimum energy point occurs at zero ground
track speed at an altitude of 532 km. The specific energy of a stationary object at this
altitude is about 5% of one in orbit. The configuration could be altered to allow
access at a lower altitude, but it may then incur an unacceptable risk of collision
with satellites in low Earth orbit.

During launch momentum transfers from the skyhook to the payload,
perturbing the skyhook orbit into an ellipse. This perturbation is small if the
skyhook mass is much greater than the payload mass, as is true for most tether
materials. If the tether material is sufficiently strong the skyhook mass can be small
enough for the orbital perturbation to be significant. This can be overcome by
placing ballast mass at the centroid.
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5. Energy replenishment

After launch it is necessary to replenish the skyhook energy and circularize the
orbit. If the orbital eccentricity is small there is no interaction between the skyhook
and the atmosphere, so this may occur over many orbits. Electric thrusters are
proposed as a suitable technology for maintaining the skyhook orbit. They produce
thrust with a high specific impulse, and therefore utilize propellant very efficiently.

The preferred location to apply thrust is the skyhook centroid. A force at this
point maximizes energy transfer, the rate of work being the product of the thrust
and orbital velocity V0. The skyhook is also very robust at the centroid, and with a
local acceleration near zero it is the optimal location for solar arrays to power the
thrusters. Note that mass at the centroid does not affect the skyhook structure or
energy transfer rate. This means the propulsion system mass and efficiency is of no
concern. The key thruster performance characteristics are the efflux velocity and
mass flow rate, which together determine the propellant quantity and time needed
to achieve energy replenishment.

Electric propulsion has been developed for tasks that require a small thrust with high
specific impulse. Examples include orbital transfer and deep spacemissions, for which
ion thrusters are the preferred technology. Energy replenishment requires a high specific
impulse and sufficient thrust to limit the replenishment time.Amagnetoplasmadynamic
(MPD)motor is best suited for this purpose.MPD thruster technology is developmental,
but their performance can be inferred from experimental demonstrators.

An MPD thruster creates an electric current in plasma in the presence of a
magnetic field. The field may be generated externally by coils or intrinsically by the
current itself. In either case Lorentz force acts on the plasma and expels it at high
velocity. Laboratory MPD thrusters have demonstrated 5 N of thrust with a mass
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Altitude (dark) and ground track speed (light) of a skyhook endpoint.
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flow rate of 60 mg/s [10]. The MPD thruster is a compact and robust device, but it
operates most efficiently at high power levels in the order of 1 MW. It is estimated
that a practical MPD thruster could achieve a thrust of 2.5–25 N with an efflux
velocity of 15–60 km/s [11].

A thruster with efflux velocity VE and mass flow rate _m acting at the centroid can
replenish the launch energy EL ¼ m0V2

0=2 for a payload m0 in a period TR given by:

TR ¼ EL= _E ¼ moV0=2VE _m ¼ mP= _m (22)

The ratio mP=mo ¼ V0=2VE is the fraction of payload mass that must be
reserved for propellant to replenish launch energy. For an efflux velocity of 50 km/s
this ratio is 0.07. This means the amount of propellant needed to replenish launch
energy is only 7% of the payload mass. With a realistic mass flow rate of 0.4 g/s
the time needed to replenish the energy used to launch a 1000 kg payload is
about 2 days. This can obviously be reduced by operating several such thrusters
in parallel.

The quantity of propellant needed for energy replenishment is much smaller
than the payload mass, but it must be delivered to the skyhook centroid. This can be
achieved by having the skyhook launch a transport vehicle into an elliptical orbit,
after which it uses conventional propulsion systems to perform an orbital transfer
maneuver and rendezvous with the centroid. The analysis concludes by demon-
strating that it is possible to deliver propellant efficiently to the skyhook centroid.

Skyhook endpoint kinematics is characterized by near uniform circular motion
for both the orbit and the rotation. The velocity may be determined by adding the
two rotational velocities as illustrated in Figure 3.

vr ¼ �V0 sin αð Þ þ Lω sin αþ βð Þ (23)

vθ ¼ V0 cos αð Þ � Lω cos αþ βð Þ (24)

The triangle in the figure is fully specified, so all angles can be expressed in
terms of the skyhook parameters and endpoint radial coordinate. If the payload
detaches at a speed less than escape velocity it enters an elliptical orbit with a
periapsis, apoapsis and eccentricity given by:

Figure 3.
Skyhook orbital geometry and payload velocity at detachment.
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The transition to a circular orbit can be achieved with a bi-elliptical transfer
maneuver [12]. This involves a prograde impulse at apoapsis to increase the
periapsis, followed by a retrograde impulse at periapsis to circularize the orbit. The
maneuver can be implemented with a series of small impulses over several orbits,
but the single orbit procedure serves to illustrate the process. The velocity changes
at apoapsis and periapsis are given by:

ΔVA ¼
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2GME
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The initial orbit depends on the skyhook configuration and its orientation when
the payload is released. For the nominal skyhook most orbits have a periapsis
smaller than Earth radius, necessitating an impulse during the first orbit to increase
the periapsis to avoid reentry into the atmosphere. Only a small impulse is needed
for this purpose, which can be provided by a conventional rocket. The rest of the
orbital transfer maneuver can be achieved efficiently by employing low thrust
electric propulsion over multiple orbits.

To illustrate the process consider a vehicle that is released from the skyhook at
an orientation angle β ¼ 1:6 radians. It enters an elliptical orbit with periapsis
5550 km and apoapsis 71,400 km. A velocity change of 68 m/s at apoapsis increases
the periapsis to 6500 km, sufficient to avoid reentry. This can be provided by a
chemical rocket with a propellant mass fraction of 0.03. Subsequent circularization
of the orbit at the centroid radius requires a velocity change of about 2.8 km/s which
can be provided by electric thrusters with a propellant mass fraction of 0.06. This
means a reusable vehicle can be used to transport propellant to the skyhook cen-
troid, with only 10% of the initial mass expended as propellant during the journey.

6. Planetary science

Planetary science and space-based astronomy demand increasingly complex
infrastructure, and the high cost of launch limits the scope of experiments. A more
efficient launch process would allow larger vehicles to be constructed and more
ambitious experiments to be undertaken. The orbital skyhook is a fully reusable
launch system with high propellant efficiency, and which can be constructed using
current materials technology. It can deliver payloads directly to Earth orbit, or to a
trajectory for transfer to lunar orbit.

Access to orbit is the first stage of any planetary science mission. Typically a
launch vehicle places the spacecraft and its propulsion system into orbit to await the
appropriate time to commence interplanetary transfer. Because of the high launch
cost a low energy trajectory is usually employed. This restricts the available launch
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flow rate of 60 mg/s [10]. The MPD thruster is a compact and robust device, but it
operates most efficiently at high power levels in the order of 1 MW. It is estimated
that a practical MPD thruster could achieve a thrust of 2.5–25 N with an efflux
velocity of 15–60 km/s [11].

A thruster with efflux velocity VE and mass flow rate _m acting at the centroid can
replenish the launch energy EL ¼ m0V2

0=2 for a payload m0 in a period TR given by:

TR ¼ EL= _E ¼ moV0=2VE _m ¼ mP= _m (22)

The ratio mP=mo ¼ V0=2VE is the fraction of payload mass that must be
reserved for propellant to replenish launch energy. For an efflux velocity of 50 km/s
this ratio is 0.07. This means the amount of propellant needed to replenish launch
energy is only 7% of the payload mass. With a realistic mass flow rate of 0.4 g/s
the time needed to replenish the energy used to launch a 1000 kg payload is
about 2 days. This can obviously be reduced by operating several such thrusters
in parallel.

The quantity of propellant needed for energy replenishment is much smaller
than the payload mass, but it must be delivered to the skyhook centroid. This can be
achieved by having the skyhook launch a transport vehicle into an elliptical orbit,
after which it uses conventional propulsion systems to perform an orbital transfer
maneuver and rendezvous with the centroid. The analysis concludes by demon-
strating that it is possible to deliver propellant efficiently to the skyhook centroid.

Skyhook endpoint kinematics is characterized by near uniform circular motion
for both the orbit and the rotation. The velocity may be determined by adding the
two rotational velocities as illustrated in Figure 3.

vr ¼ �V0 sin αð Þ þ Lω sin αþ βð Þ (23)

vθ ¼ V0 cos αð Þ � Lω cos αþ βð Þ (24)

The triangle in the figure is fully specified, so all angles can be expressed in
terms of the skyhook parameters and endpoint radial coordinate. If the payload
detaches at a speed less than escape velocity it enters an elliptical orbit with a
periapsis, apoapsis and eccentricity given by:

Figure 3.
Skyhook orbital geometry and payload velocity at detachment.
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The transition to a circular orbit can be achieved with a bi-elliptical transfer
maneuver [12]. This involves a prograde impulse at apoapsis to increase the
periapsis, followed by a retrograde impulse at periapsis to circularize the orbit. The
maneuver can be implemented with a series of small impulses over several orbits,
but the single orbit procedure serves to illustrate the process. The velocity changes
at apoapsis and periapsis are given by:
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The initial orbit depends on the skyhook configuration and its orientation when
the payload is released. For the nominal skyhook most orbits have a periapsis
smaller than Earth radius, necessitating an impulse during the first orbit to increase
the periapsis to avoid reentry into the atmosphere. Only a small impulse is needed
for this purpose, which can be provided by a conventional rocket. The rest of the
orbital transfer maneuver can be achieved efficiently by employing low thrust
electric propulsion over multiple orbits.

To illustrate the process consider a vehicle that is released from the skyhook at
an orientation angle β ¼ 1:6 radians. It enters an elliptical orbit with periapsis
5550 km and apoapsis 71,400 km. A velocity change of 68 m/s at apoapsis increases
the periapsis to 6500 km, sufficient to avoid reentry. This can be provided by a
chemical rocket with a propellant mass fraction of 0.03. Subsequent circularization
of the orbit at the centroid radius requires a velocity change of about 2.8 km/s which
can be provided by electric thrusters with a propellant mass fraction of 0.06. This
means a reusable vehicle can be used to transport propellant to the skyhook cen-
troid, with only 10% of the initial mass expended as propellant during the journey.

6. Planetary science

Planetary science and space-based astronomy demand increasingly complex
infrastructure, and the high cost of launch limits the scope of experiments. A more
efficient launch process would allow larger vehicles to be constructed and more
ambitious experiments to be undertaken. The orbital skyhook is a fully reusable
launch system with high propellant efficiency, and which can be constructed using
current materials technology. It can deliver payloads directly to Earth orbit, or to a
trajectory for transfer to lunar orbit.

Access to orbit is the first stage of any planetary science mission. Typically a
launch vehicle places the spacecraft and its propulsion system into orbit to await the
appropriate time to commence interplanetary transfer. Because of the high launch
cost a low energy trajectory is usually employed. This restricts the available launch
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window and increases the transit time. With a more efficient launch process it
would be possible to use a larger and more capable propulsion system, and thus to
allow a less efficient trajectory. This flexibility could be used to deliver a larger
experimental payload, conduct more frequent missions, or achieve a reduced
transit time.

An emerging ambition of national space programs is a return to the moon, often
extending to the establishment of permanent bases on the moon and in lunar orbit.
Planetary science is unlikely to be a primary driver of this initiative, but it stands
to be a significant beneficiary. For astronomy the moon offers a low gravity
environment free of atmospheric and ionospheric effects, Earth based radio
emissions, and interference due to the large number of satellites in low Earth orbit.
A skyhook launch system that provides efficient transport to the moon would
allow astronomical experiments with far greater sensitivity than is possible with
terrestrial instruments.

Lunar orbit is also a favorable location from which to launch planetary science
missions. It is close enough for easy access but at a significantly higher energy than
low Earth orbit. Complex modules constructed on Earth can be delivered efficiently
by the skyhook, while fuel and water can be supplied from the moon at a much
lower energy cost. Vehicles returning from the moon could dock with the skyhook
as it approaches a minimum energy state, using it to decelerate in preparation for a
low speed re-entry while also returning energy to the system. The use of an orbital
skyhook for efficient transport to and from the moon is therefore a key enabler of
future planetary science missions.

7. Conclusions

The orbital skyhook derives its advantage principally from using different pro-
pulsion technologies in the various physical regimes experienced during a launch.
The payload gains energy by momentum transfer from the skyhook, with this
energy being later repaid over an extended period. This overcomes the large energy
threshold associated with a launch by drawing from a repository and replenishing it
efficiently by electric propulsion.

The focus here is on skyhook configurations that allow access at a low speed
relative to the Earth. These can be accessed much more easily, but necessarily rotate
rapidly to counter the orbital velocity. This means centripetal force dominates the
tension, making it is possible to obtain simple expressions for the skyhook mass
properties. With a carbon fiber tether the skyhook mass is about 4600 times greater
than the endpoint mass, which represents themaximum launch payload. The skyhook
mass can be greatly reduced if a stronger tether material were to become available.

Because the skyhook is an extended structure in a non-uniform field, it is subject
to forces and torques that vary with orientation. To represent this behavior the
skyhook was modeled as a linear structure comprising two masses connected by an
inelastic massive tether. The tether mass properties were represented as a compact
object at the mass centroid, and a Newtonian formulation used to obtain the equa-
tions of motion. These equations were solved numerically to confirm their validity
and investigate the dynamics.

Skyhook energy lost during a launch can be replenished by an electric thruster
acting at the centroid. The MPD motor is a suitable propulsion technology for this
purpose, and was shown to be capable of achieving energy replenishment in a
reasonable time with high propellant efficiency. This result holds regardless of the
size and efficiency of the propulsion system because the energy transfer process
depends only on the efflux velocity and mass flow rate.
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Applying thrust at the centroid is beneficial because the structure is most robust
at this point and the local acceleration is near zero. It is necessary, however, to
transport propellant to the centroid and a mechanism is proposed to achieve this. A
transport vehicle is launched by the skyhook into an elliptical orbit, after which it
executes an orbital transfer maneuver to rendezvous with the centroid. This process
can be accomplished with a high propellant efficiency using available propulsion
systems.

The endpoint mass represents the maximum skyhook payload capacity. This
envisages the endpoint carrying a docking mechanism of negligible mass that can
accept the payload. The skyhook mass scales linearly with the endpoint mass, and so
also with the maximum payload. When an initial system has been established it can
be used to launch material to add to the structure to increase the payload capacity.
This process is likely to be limited by the access vehicle payload capacity, at which
point there is no benefit in further increasing the skyhook mass.

Planetary science requires increasingly elaborate experiments. Improved launch
efficiency allows more ambitious missions to be undertaken, with larger propulsion
systems to deliver more massive experiments to the planet of interest with suffi-
cient propellant for soft landing on the planet surface. The renewed enthusiasm of
national space programs for a return to the moon could provide the incentive for
construction of an orbital skyhook to provide efficient transport to and from the
moon. This would make it possible to conduct astronomical observations from the
moon with a sensitivity far greater than is possible from Earth, and to exploit lunar
orbit as a base for launching future planetary science missions.
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Chapter 5

Impact Models of Gravitational
and Electrostatic Forces
Klaus Wilhelm and Bhola N. Dwivedi

Abstract

The far-reaching gravitational force is described by a heuristic impact model
with hypothetical massless entities propagating at the speed of light in vacuum
transferring momentum and energy between massive bodies through interactions
on a local basis. In the original publication in 2013, a spherical symmetric emission
of secondary entities had been postulated. The potential energy problems in gravi-
tationally and electrostatically bound two-body systems have been studied in the
framework of this impact model of gravity and of a proposed impact model of the
electrostatic force. These studies have indicated that an antiparallel emission of a
secondary entity—now called graviton—with respect to the incoming one is more
appropriate. This article is based on the latter choice and presents the modifications
resulting from this change. The model has been applied to multiple interactions of
gravitons in large mass conglomerations in several publications. They will be sum-
marized here taking the modified interaction process into account. In addition, the
speed of photons as a function of the gravitational potential is considered in this
context together with the dependence of atomic clocks and the redshift on the
gravitational potential.

Keywords: gravitation, electrostatics, potential energies, gravitational
redshift and anomalies, secular mass increase

1. Introduction

Newton’s law of gravity gives the attraction between two spherical symmetric
bodies A and B with massesM and m, respectively, for a separation distance of their
centres r (large compared to the sizes of the bodies) at rest in an inertial frame of
reference. The force acting between A and B is

KG rð Þ ¼ �GNMr̂
r2

m, (1)

where GN ¼ 6:67408 31ð Þ � 10�11 m3 kg�1 s�2 is the constant of gravity1, r̂ is
the unit vector of the radius vector r with origin at A and r ¼ ∣r ∣. The first term on
the right-hand side represents the classical gravitational field of the mass M.

1 This value and those of other constants (except h, Planck’s constant, and e, charge of electron;
cf. page 4 and SI, 9th edition 2019) are taken from CODATA 2014 [1].
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In close analogy, Coulomb’s law yields the force of the electrostatic interaction
between particles C and D with charges Q and q, respectively:

KE rð Þ ¼ Q r̂
4π r2 ε0

q, (2)

where ε0 ¼ 8:854187817… � 10�12 F m�1 is the electric constant in vacuum.
Here charges with opposite signs lead to an attraction and with equal signs to a
repulsion.

EQ rð Þ ¼ Q r̂
4π r2 ε0

(3)

is the classical electrostatic field of a charge Q .
For two electrons, e.g. the ratio of the gravitational and electrostatic forces is

RE
G ¼ ∣KE rð Þ∣

∣KG rð Þ∣ ¼ 4:16574� 1042: (4)

Eq. (1) yields a very good approximation of the gravitational forces, unless
effects treated in the general theory of relativity (GTR) [2] are of importance.

The physical processes of the gravitational and the electrostatic fields—in par-
ticular their potential energies—are still a matter of debate: Planck [3] wondered
about the energy and momentum of the electromagnetic field. A critique of the
classical field theory byWheeler and Feynman [4] concluded that a theory of action
at a distance, originally proposed by Schwarzschild [5], avoids the direct notion of
fields. Lange [6] calls the fact “remarkable” that the motion of a closed system in
response to external forces is determined by the same law as its constituents. It
should be recalled here that von Laue [7] considered radiation confined in a certain
volume (“Hohlraumstrahlung”) and showed that the radiation contributed to the
mass of the system according to Einstein’s mass-energy equation (see Eq. (51)). In a
discussion of energy-momentum conservation for gravitational fields, Penrose [8]
finds even for isolated systems “… something a little ‘miraculous’ about how things
all fit together, …”, and Carlip [9] wrote in this context: “… after all, potential
energy is a rather mysterious quantity to begin with …”.

Related to the potential energy problem is the disagreement of Wolf et al. and
[10] and Müller et al. [11] on whether the gravitationally redshifted frequency of an
atomic clock is caused by the gravitational potential

U rð Þ ¼ �GNM
r

(5)

or by the local gravity field g ¼ ∇U.
These remarks and disputes motivated us to think about electrostatic and grav-

itational fields and the problems related to the potential energies.

2. Gravitational and electrostatic interactions

If far-reaching fields have to be avoided, gravitational and electrostatic models
come to mind similar to the emission of photons from a radiation source and their
absorption or scattering somewhere else—thereby transferring energy and
momentum with the speed of light c0 ¼ 299792458 m s�1 in vacuum [12–15].
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We have proposed a heuristic model of Newton’s law of gravitation in [16]—
without far-reaching gravitational fields—involving hypothetical massless entities.
Originally they had been called quadrupoles but will be called gravitons now. In
subsequent studies, conducted to test the model hypothesis, it became evident that
energy and momentum could not be conserved in a closed system without modify-
ing the interaction process of the gravitons with massive bodies and massless parti-
cles, such as photons. The modification and the consequences in the context of the
gravitational potential energy will be discussed in the following sections together
with related topics.

The analogy between Newton’s and Coulomb’s laws suggests that in the latter
case, an impact model might be appropriate as well—with electric dipole entities
transferring momentum and energy. This has been proposed in [17]. The equations
governing the behaviour of gravitons and dipoles in the next sections are very
similar in line with the similarity of Newton’s and Coulomb’s laws.

Both concepts are required for a description of the gravitational redshift in terms
of physical processes in Section 3.8.

2.1 Definitions of gravitons

Without a far-reaching gravitational field, the interactions have to be under-
stood on a local basis with energy and momentum transfers by gravitons. This
interpretation has several features in common with a theory based on gravitational
shielding conceived by Nicolas Fatio de Duillier [18] at the end of the seventeenth
century. A French manuscript can be found in [19], and an outline in German has
been provided by Zehe [20]. Related ideas by Le Sage have been discussed in [21].

The gravitational case, in contrast to the electrostatic one, does not depend on
polarized particles. Gravitons with an electric quadrupole configuration propagat-
ing with the speed of light c0 will be postulated in the case of gravity. They are the
obvious candidates as they have small interaction energies with positive and nega-
tive electric charges and, in addition, can easily be constructed with a spin of
S ¼ �2, if indications to that effect are taken into account, cf. [22].

The vacuum is thought to be permeated by the gravitons that are, in the absence
of near masses, isotropically distributed with (almost) no interaction among each
other—even dipoles have no mean interaction energy in the classical theory (see,
e.g. [23, 24]). The graviton distribution is assumed to be a nearly stable, possibly
slowly varying quantity in space and time. It has a constant spatial number density:

ρG ¼ ΔNG

ΔV
: (6)

Constraints on the energy spectrum of the gravitons will be considered in later
sections. At this stage we define a mean energy of

TG ¼ ∣pG∣c0 ¼ pG c0 (7)

for a massless graviton with a momentum vector of pG.

2.2 Definitions of dipoles

A model for the electrostatic force can be obtained by introducing hypothetical
electric dipoles propagating with the speed of light. The force is described by the
action of dipole distributions on charged particles. The dipoles are transferring
momentum and energy between charges through interactions on a local basis.
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Apart from the requirement that the absolute values of the positive and negative
charges must be equal, nothing is known, at this stage, about the values themselves,
so charges of �∣q∣ will be assumed, where q might or might not be identical to the
elementary charge e ¼ 1:602176634� 10�19 C (exact) [25].

The electric dipole moment is

� d ¼ ∣q∣ l ¼ ∣q∣ l n̂ (8)

parallel or antiparallel to the velocity vector c0 n̂ , where n̂ is a unit vector
pointing in a certain direction and l is the separation distance of the charges. This
assumption is necessary in order to get attraction and repulsion of charges
depending on their mutual polarities. In Section 2.5 it will be shown that the value
∣d ∣ of the dipole moment is not critical in the context of our model. The dipoles
have a mean energy

TD ¼ ∣pD ∣c0 ¼ pD c0, (9)

where pD represents the momentum of the dipoles. As a working hypothesis, it
will first be assumed that ∣pD ∣ is constant remote from gravitational centres with
the same value for all dipoles of an isotropic distribution. The dipole distribution is
assumed to be nearly stable in space and time with a spatial number density

ρD ¼ ΔND

ΔV
, (10)

but will be polarized near electric charges and affected by gravitational centres.

2.3 Virtual entities

As an important step, a formal way will be outlined of achieving the required
momentum and energy transfers by discrete interactions. The idea is based on
virtual gravitons and dipoles in analogy with other virtual particles, cf. [26–28].

2.3.1 Virtual gravitons

A particle with mass M is symmetrically emitting virtual gravitons with
moments p ∗

G and energies of T ∗
G ≪Mc20. The emission rate is proportional to M.

The gravitons will have a certain lifetime ΔtG and interact with “real” gravitons. In
the literature, there are many different derivations of an energy-time relation, e.g.
in [29–31]. Considerations of the spread of the frequencies of a limited wave-packet
led Bohr [32] to an approximation for the indeterminacy of the energy that can be
rewritten as

T ∗
G ≈

h
ΔtG

(11)

with h ¼ 6:62607015� 10�34 J s (exact), the Planck constant [25]. For propa-
gating gravitons, the equation

TG ¼ h
c0
lG

(12)

is equivalent to the photon energy relation Eν ¼ hν ¼ hc0=λ, where λ corre-
sponds to lG, which can be considered as the wavelength of the hypothetical
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gravitons. Since there is experimental evidence that virtual photons (identified as
evanescent electromagnetic modes) behave non-locally [33, 34], the virtual gravi-
tons might also behave non-locally. Consequently, the absorption of a real graviton
could occur momentarily by a recombination with an appropriate virtual one.

2.3.2 Virtual dipoles

We assume that a particle with charge Q is symmetrically emitting virtual
dipoles with p ∗

D . The emission rate is proportional to its charge and the orientation
such that a repulsion exists between the charge and the dipoles. The symmetric
creation and destruction of virtual dipoles are sketched in Figure 1. The momentum
balance is shown for the emission phase on the left and the absorption phase on the
right side.

Virtual dipoles with energies of T ∗
D ≪mQ c20 will have a certain lifetime ΔtD and

interact with real dipoles. The energy-lifetime relation

T ∗
D ≈

h
ΔtD

(13)

corresponds to that of the gravitons in Eq. (11). The equation

TD ¼ h
c0
lD

(14)

is for propagating dipoles also equivalent to the photon energy relation, with lD
corresponding to λ.

2.4 Newton’s law of gravity

The gravitons are absorbed by massive bodies from the background and subse-
quently emitted at rates determined by the mass M of the body independent of its
charge:

ΔNM

Δt
¼ ρG κGM ¼ ηGM, (15)

Figure 1.
Conceptional presentation of the creation and destruction phases of virtual dipole pairs by a charge and the
corresponding momentum vectors of the virtual dipoles (long arrows). The dipoles are assumed to have a spin of
S ¼ �2� ℏ=2 (short arrows) (Figure 2 of [17]).

69

Impact Models of Gravitational and Electrostatic Forces
DOI: http://dx.doi.org/10.5772/intechopen.86744



Apart from the requirement that the absolute values of the positive and negative
charges must be equal, nothing is known, at this stage, about the values themselves,
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ΔV
, (10)
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G ≪Mc20. The emission rate is proportional to M.

The gravitons will have a certain lifetime ΔtG and interact with “real” gravitons. In
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T ∗
G ≈

h
ΔtG

(11)

with h ¼ 6:62607015� 10�34 J s (exact), the Planck constant [25]. For propa-
gating gravitons, the equation

TG ¼ h
c0
lG

(12)

is equivalent to the photon energy relation Eν ¼ hν ¼ hc0=λ, where λ corre-
sponds to lG, which can be considered as the wavelength of the hypothetical
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gravitons. Since there is experimental evidence that virtual photons (identified as
evanescent electromagnetic modes) behave non-locally [33, 34], the virtual gravi-
tons might also behave non-locally. Consequently, the absorption of a real graviton
could occur momentarily by a recombination with an appropriate virtual one.
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dipoles with p ∗

D . The emission rate is proportional to its charge and the orientation
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creation and destruction of virtual dipoles are sketched in Figure 1. The momentum
balance is shown for the emission phase on the left and the absorption phase on the
right side.
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D ≪mQ c20 will have a certain lifetime ΔtD and
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ΔtD
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(14)
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The gravitons are absorbed by massive bodies from the background and subse-
quently emitted at rates determined by the mass M of the body independent of its
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where κG is the gravitational absorption coefficient and ηG the corresponding
emission coefficient.

Spatially isolated particles at rest in an inertial system will be considered first.
The sum of the absorption and emission rates is set equal to the intrinsic de Broglie
frequency of the particle, cf. Schrödinger’s Zitterbewegung [8, 35–39]. Since the
absorption and emission rates must be equal in Eq. (15), this gives an emission
coefficient of

ηG ¼ κGρG ¼ 1
2
c20
h
¼ 6:782� 1049 s�1 kg�1, (16)

i.e. half the intrinsic de Broglie frequency, since two virtual gravitons are
involved in each absorption/emission process (cf. Figure 2). The absorption coeffi-
cient is constant, because both ρG and ηG are constant. For an electron with a mass
of me ¼ 9:10938356 11ð Þ � 10�31 kg, the virtual graviton production rate equals its
de Broglie frequency νBG,e ¼ me c20=h ¼ 1:235… � 1020 Hz.

The energy absorption rate of an atomic particle with mass M is

ΔNM

Δt
Tab
G ¼ κG ρGMTG: (17)

Larger masses are thought of as conglomeration of atomic particles.
The emission energy, in turn, is assumed to be reduced to

Tem
G ¼ 1� Yð ÞTG (18)

per graviton, where Y (0<Y≪ 1) is defined as the reduction parameter.
This leads to an energy emission rate of

ΔNM

Δt
Tem
G ¼ �ηGM 1� Yð ÞTG: (19)

Without such an assumption, the attractive gravitational force could not be
emulated, even with some kind of shadow effect as in Fatio’s concept, cf. [18, 19].

Figure 2.
Interaction of gravitons with a body of mass M. A graviton arriving with a momentum pG on the left combines
together with a virtual graviton with p ∗

G ¼ �pG. The excess energy liberates a second virtual graviton with p�
G

on the right in a direction antiparallel to the incoming graviton. The excess energy T�
G is smaller than T ∗

G . The
conceptual diagram shows gravitons with a spin S ¼ �4� ℏ=2 and Gþ or G� orientation. It is unclear whether
such a spin would have any influence on the interaction process (modified from Figure 1 of [16]).
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The reduction parameter Y and its relation to the attraction are discussed below.
If the energy-mass conservation [40] is applied, its consequence is that the mass of
matter increases with time at the expense of the background energy of the graviton
distribution.

A spherically symmetric emission of the liberated gravitons had been assumed
in [16]. Further studies summarized in Sections 3.1, 3.6 and 3.8 indicated that an
antiparallel emission with respect to the incoming graviton has to be assumed in
order to avoid conflicts with energy and momentum conservation principles in
closed systems. This important assumption can best be explained by referring to
Figure 2. The interaction is based on the combination of a virtual graviton with
momentum p ∗

G and an incoming graviton with pG followed by the liberation
of another virtual graviton in the opposite direction supplied with the excess
energy T�

G. Regardless of the processes operating in the immediate environment of
a massive body, it must attract the mass of the combined real and virtual gravitons,
which will be at rest in the reference frame of the body. The excess energy T�

G is,
therefore, reduced and so will be the liberation energy, as assumed in Eq. (18).
The emission in Eq. (19) will give rise to a flux of gravitons with reduced energies
in the environment of a body with mass M. Its spatial density is

ρM rð Þ ¼ ΔNM

ΔVr
¼ ΔNM

Δt
1

4π r2 c0
¼ ηG

M
4π r2 c0

, (20)

where the volume increase in the time interval Δt is

ΔVr ¼ 4π r2 c0Δt: (21)

The radial emission is part of the background in Eq. (6), which has a larger
number density ρG than ρM rð Þ at most distances r of interest. Note that the emission
of the gravitons from M does not change the number density or the total number of
gravitons. For a certain rM, defined as the mass radius of M, it has to be

ρG ¼ ΔNM

ΔVr

� �

rM

¼ ηG
c0

M
4π r2M

, (22)

because all gravitons of the background that come so close interact with the
mass M in some way. The same arguments apply to a mass m 6¼ M and, in parti-
cular, to the electron mass me.

Therefore

σG ¼ m
4π r2m

¼ M
4π r2M

¼ me

4π r2G,e
(23)

will be independent of the mass as long as the density of the background
distribution is constant. The quantity σG is a kind of surface mass density. The
equation shows that σG is determined by the electron mass radius rG,e, for which
estimates will be provided in Sections 3.2 and 3.3. From Eqs. (16), (22) and (23), it
follows that

κG σG ¼ c0: (24)

The flux of modified gravitons from M will interact with a particle of mass m
and vice versa. The interaction rate in the static case can be found in Eqs. (15)
and (20):
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The reduction parameter Y and its relation to the attraction are discussed below.
If the energy-mass conservation [40] is applied, its consequence is that the mass of
matter increases with time at the expense of the background energy of the graviton
distribution.

A spherically symmetric emission of the liberated gravitons had been assumed
in [16]. Further studies summarized in Sections 3.1, 3.6 and 3.8 indicated that an
antiparallel emission with respect to the incoming graviton has to be assumed in
order to avoid conflicts with energy and momentum conservation principles in
closed systems. This important assumption can best be explained by referring to
Figure 2. The interaction is based on the combination of a virtual graviton with
momentum p ∗

G and an incoming graviton with pG followed by the liberation
of another virtual graviton in the opposite direction supplied with the excess
energy T�

G. Regardless of the processes operating in the immediate environment of
a massive body, it must attract the mass of the combined real and virtual gravitons,
which will be at rest in the reference frame of the body. The excess energy T�

G is,
therefore, reduced and so will be the liberation energy, as assumed in Eq. (18).
The emission in Eq. (19) will give rise to a flux of gravitons with reduced energies
in the environment of a body with mass M. Its spatial density is

ρM rð Þ ¼ ΔNM

ΔVr
¼ ΔNM

Δt
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¼ ηG

M
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, (20)

where the volume increase in the time interval Δt is

ΔVr ¼ 4π r2 c0Δt: (21)

The radial emission is part of the background in Eq. (6), which has a larger
number density ρG than ρM rð Þ at most distances r of interest. Note that the emission
of the gravitons from M does not change the number density or the total number of
gravitons. For a certain rM, defined as the mass radius of M, it has to be

ρG ¼ ΔNM

ΔVr

� �

rM

¼ ηG
c0

M
4π r2M

, (22)

because all gravitons of the background that come so close interact with the
mass M in some way. The same arguments apply to a mass m 6¼ M and, in parti-
cular, to the electron mass me.

Therefore

σG ¼ m
4π r2m

¼ M
4π r2M

¼ me

4π r2G,e
(23)

will be independent of the mass as long as the density of the background
distribution is constant. The quantity σG is a kind of surface mass density. The
equation shows that σG is determined by the electron mass radius rG,e, for which
estimates will be provided in Sections 3.2 and 3.3. From Eqs. (16), (22) and (23), it
follows that

κG σG ¼ c0: (24)

The flux of modified gravitons from M will interact with a particle of mass m
and vice versa. The interaction rate in the static case can be found in Eqs. (15)
and (20):
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ΔNM,m rð Þ
Δt

¼ κGm
ΔNM

ΔVr
¼ κG ηG

c0

Mm
4π r2

¼ κG c0
2h

mM
4π r2

¼ κGM
ΔNm

ΔVr
¼ ΔNm,M rð Þ

Δt
: (25)

A calculation with antiparallel emissions of the secondary gravitons shows that
an interaction of a graviton with reduced momentum p�

G provides �pG 2Y � Y2� �
together with its unmodified counterpart from the opposite sides. The resulting
imbalance will be

ΔPM,m rð Þ
Δt

≈ � 2 pGY
ΔNM,m rð Þ

Δt
¼ �pGY κG

c0
h

Mm
4π r2

, (26)

if the quadratic terms in Y can be neglected for very small Y scenarios.
The imbalance will cause an attractive force that is responsible for the gravita-

tional pull between bodies with massesM andm. By comparing the force expression
in Eq. (26) with Newton’s law in Eq. (1), a relation between pG, Y, κG and GN can be
established through the constant GG:

GG ¼ pGY κG ≈4πGN
h
c0

¼ 1:853… � 10�51 m4 s�2: (27)

It can be seen that Y does not depend on the mass of a body. Since Eq. (18)
allows stable processes over cosmological time scales only, if Y is very small, we
assume in Figure 3 that Y < 10�15.

Note that the mass of a body and thus its intrinsic de Broglie frequency are not
strictly constant in time, although the effect is only relevant for cosmological time
scales (see lower panel of Figure 3). In addition, multiple interactions will occur
within large mass conglomerations (see Sections 3.4–3.6) and can lead to deviations
from Eqs. (1).

The graviton energy density remote from any masses will be

ϵG ¼ TGρG ¼ 2πGN

Y
σ2G, (28)

where the last term is obtained from Eq. (27) with the help of Eqs. (16) and
(22)–(24).

What will be the consequences of the mass accretion required by the modified
model? With Eqs. (17), (19) and (27), it follows that the relative mass accretion rate
of a particle with mass M will be

A ¼ 1
M

ΔM
Δt

¼ 2πGN

c0
σG ¼ 2πGN

c0

me

4π r2G,e
, (29)

which implies an exponential growth according to

M tð Þ ¼ M0 exp A t� t0ð Þ½ �≈M0 1þ AΔtð Þ, (30)

where M0 ¼ M t0ð Þ is the initial value at t0 and the linear approximation is valid
for small A t� t0ð Þ ¼ AΔt. The accretion rate is

A ¼ 1:014� 10�49

r2G,e
m2 s�1, (31)

if the expression is evaluated in terms of recent parameters.
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The gravitational quantities are displayed with these assumptions in a
wide parameter range in Figure 3 (although the limits are set rather arbitrarily).
The lower panel displays the time constant of the mass accretion. It indicates
that a significant mass increase would be expected within the standard age of
the Universe of the order of 1=H0 (with the Hubble constant H0) only for very
small rG,e.

Figure 3.
Energies of EG ¼ 10�40 to 10�20ð Þ J are assumed for the gravitons, as indicated in the upper and middle panels
by different line styles. In the upper panel, the spatial number density of gravitons and the corresponding
reduction parameter Y of Eq. (18) are plotted as functions of the electron mass radius rG,e. The range Y ≥ 1
(dark shading) is obviously completely excluded by the model. Even values greater than ≈10�15 are not
realistic (light shaded region), cf. paragraph following Eq. (27). The cosmic dark energy estimate
3:9� 0:4ð Þ GeV m�3 ¼ 6:2� 0:6ð Þ � 10�10 J m�3 (see [44]) is marked in the second panel. It is well
below the acceptable range (light shaded and unshaded regions in the middle panel). If, however, only the
Y portion is taken into account in the dark energy estimate, the total energy density could be many orders of
magnitude larger as shown for Y from 10�10 to 10�30 by short horizontal bars. In the lower panel, the mass
accretion time constant and the time required for a relative mass increase of 1% are shown (on the right side in
units of years). Indicated is also the Hubble time 1=H0 as well as the lower limit of the electron mass radius (left
triangle and dark shaded area) estimated from the Pioneer anomaly. The light shaded area takes smaller
Pioneer anomalies into account (see Section 3.2). It is shown up to the vertical dotted line for the classical
electron radius of 2.82 fm. The right triangle and the vertical solid line show the result in Section 3.3 based on
the observed secular increase of the Sun-Earth distance [45] (modified from Figure 2 of [16]).
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Fahr and Heyl [41] have suggested that a decay of the vacuum energy density
creates mass in an expanding universe, and Fahr and Siewert [42] found a mass
creation rate in accordance with Eq. (30).

The relative uncertainty of the present knowledge of the Rydberg constant

R∞ ¼ α2me c0
2h

¼ 10973731:568508 m�1 (32)

is ur ≈ 5:9� 10�12, where

α ¼ e2

2ε0 c0h
¼ 7:2973525664 17ð Þ � 10�3 (33)

is Sommerfeld’s fine-structure constant. Since spectroscopic observations of the
distant universe with redshifts up to z≤0:5 are compatible with modern data, it
appears to be reasonable to set 1þ urð ÞM0 ≥M tð Þ>M0 at least for the time interval
Δt≤ 1:6� 1017 s. Any variation of R∞, caused by the linear dependence upon the
electron mass, which has also been considered in [43], would then be below the
detection limit for state-of-the-art methods.

From the emission rate and the lifetime of virtual gravitons in Eqs. (15) and (11),
an estimate of their total number and energy at any time can thus be obtained for a
body with mass M as

Ntot
G ¼ ΔtG

Mc20
h

(34)

and

Ttot
G ¼ Ntot

G T ∗
G ≈Mc20, (35)

i.e. the mass of a particle would reside within the virtual gravitons.

2.5 Coulomb’s law

2.5.1 Electrostatic fields and charged particles

Coulomb’s law in Eq. (2) gives the attractive or repulsive electrostatic force
between two charged particles at rest in an inertial system. Together with the
electrostatic field in Eq. (3), it can be written as

KE rð Þ ¼ EQ rð Þq: (36)

The electrostatic potential UE rð Þ of a charge Q, located at r ¼ 0, is for r>0

UE rð Þ ¼ Q
4π rε0

: (37)

The corresponding electrostatic field can thus be written as EQ rð Þ ¼ �∇UE rð Þ.

2.5.2 Dipole interactions

Note that the dipoles in the background distribution, cf. Eq. (10), have no mean
interaction energy, even in the classical theory (see, e.g. [24]). Whether this
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“background dipole radiation” and the “graviton radiation” are related to the dark
matter (DM) and dark energy (DE) problems is of no concern here but could be an
interesting speculation.

A charge Q absorbs and emits dipoles at a rate

ΔNQ

Δt
¼ κD ρD ∣Q ∣ ¼ ηD ∣Q ∣, (38)

where ηD and κD are the corresponding (dipole) emission and absorption coeffi-
cients.

From energy conservation it follows that absorption and emission rates of
dipoles in Eq. (38) of a body with charge Q must be equal. The momentum
conservation can, in general, be fulfilled by isotropic absorption and emission
processes.

The interaction processes assumed between a positively charged body and
dipoles is sketched in Figure 4. A mass mQ of the charge Q has explicitly been
mentioned, because the massless dipole charges are not assumed to absorb and emit
any dipoles themselves. The conservation of momentum could hardly be fulfilled in
such a process. In Section 3.8 we postulate, however, that gravitons interact with
dipoles and thereby control their momentum and speed, subject to the condition
that pG ≪ pD.

Figure 4.
Virtual dipoles emitted by a charge þ∣Q ∣ (with mass mQ) interact with real dipoles, Aþ and A� arriving with
a momentum �pD, each. On the left, a dipole Aþ combines in the lower dashed-dotted box with virtual dipole
Aþ in its destruction phase and liberates dipole Bþ. No momentum will be transferred to the central charge with
pD ¼ p ∗

D . The other types of interaction—called direct interaction, in contrast to the indirect one on the left—
also require two virtual dipoles, one of them combines in its creation phase with dipole A� (in the upper box
with dashed-dotted boundaries), and the other one is liberated by the excess energy of the annihilation. The
central charge received a momentum of � pD þ p ∗

D

� � ¼ �2pD. No spin reversal has been assumed in both cases.
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The relative uncertainty of the present knowledge of the Rydberg constant

R∞ ¼ α2me c0
2h

¼ 10973731:568508 m�1 (32)

is ur ≈ 5:9� 10�12, where

α ¼ e2

2ε0 c0h
¼ 7:2973525664 17ð Þ � 10�3 (33)

is Sommerfeld’s fine-structure constant. Since spectroscopic observations of the
distant universe with redshifts up to z≤0:5 are compatible with modern data, it
appears to be reasonable to set 1þ urð ÞM0 ≥M tð Þ>M0 at least for the time interval
Δt≤ 1:6� 1017 s. Any variation of R∞, caused by the linear dependence upon the
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From the emission rate and the lifetime of virtual gravitons in Eqs. (15) and (11),
an estimate of their total number and energy at any time can thus be obtained for a
body with mass M as

Ntot
G ¼ ΔtG

Mc20
h

(34)

and

Ttot
G ¼ Ntot

G T ∗
G ≈Mc20, (35)

i.e. the mass of a particle would reside within the virtual gravitons.

2.5 Coulomb’s law

2.5.1 Electrostatic fields and charged particles

Coulomb’s law in Eq. (2) gives the attractive or repulsive electrostatic force
between two charged particles at rest in an inertial system. Together with the
electrostatic field in Eq. (3), it can be written as

KE rð Þ ¼ EQ rð Þq: (36)

The electrostatic potential UE rð Þ of a charge Q, located at r ¼ 0, is for r>0

UE rð Þ ¼ Q
4π rε0

: (37)

The corresponding electrostatic field can thus be written as EQ rð Þ ¼ �∇UE rð Þ.

2.5.2 Dipole interactions

Note that the dipoles in the background distribution, cf. Eq. (10), have no mean
interaction energy, even in the classical theory (see, e.g. [24]). Whether this

74

Planetology - Future Explorations

“background dipole radiation” and the “graviton radiation” are related to the dark
matter (DM) and dark energy (DE) problems is of no concern here but could be an
interesting speculation.

A charge Q absorbs and emits dipoles at a rate

ΔNQ

Δt
¼ κD ρD ∣Q ∣ ¼ ηD ∣Q ∣, (38)

where ηD and κD are the corresponding (dipole) emission and absorption coeffi-
cients.

From energy conservation it follows that absorption and emission rates of
dipoles in Eq. (38) of a body with charge Q must be equal. The momentum
conservation can, in general, be fulfilled by isotropic absorption and emission
processes.

The interaction processes assumed between a positively charged body and
dipoles is sketched in Figure 4. A mass mQ of the charge Q has explicitly been
mentioned, because the massless dipole charges are not assumed to absorb and emit
any dipoles themselves. The conservation of momentum could hardly be fulfilled in
such a process. In Section 3.8 we postulate, however, that gravitons interact with
dipoles and thereby control their momentum and speed, subject to the condition
that pG ≪ pD.

Figure 4.
Virtual dipoles emitted by a charge þ∣Q ∣ (with mass mQ) interact with real dipoles, Aþ and A� arriving with
a momentum �pD, each. On the left, a dipole Aþ combines in the lower dashed-dotted box with virtual dipole
Aþ in its destruction phase and liberates dipole Bþ. No momentum will be transferred to the central charge with
pD ¼ p ∗

D . The other types of interaction—called direct interaction, in contrast to the indirect one on the left—
also require two virtual dipoles, one of them combines in its creation phase with dipole A� (in the upper box
with dashed-dotted boundaries), and the other one is liberated by the excess energy of the annihilation. The
central charge received a momentum of � pD þ p ∗

D

� � ¼ �2pD. No spin reversal has been assumed in both cases.
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The assumptions as outlined will lead to a distribution of the emitted dipoles in
the rest frame of an isolated charge Q with a spatial density of

ρQ rð Þ ¼ ΔNQ

ΔVr
¼ 1

4π r2 c0

ΔNQ

Δt
¼ ηD

∣Q ∣
4π r2 c0

, (39)

where ΔVr is given in Eq. (21). The radial emission is part of the background ρD,
which has a larger number density than ρD rð Þ at most distances r of interest. Note
that the emission of the dipoles from Q does not change the number density ρD in
the environment of the charge but reverses the orientation of half of the dipoles
affected.

The total number of dipoles will, of course, not be changed either. For a certain
rQ , defined as the charge radius of Q, it has to be

ρD ¼ ΔNQ

ΔVr

� �

rQ

¼ ηD
c0

∣Q ∣
4π r2Q

, (40)

because all dipoles of the background that come so close interact with the charge
Q in some way. The same arguments apply to a charge q 6¼ Q . Since ρD cannot
depend on either q or Q, the quantity

σQ ¼ ∣Q ∣
4π r2Q

¼ ∣q∣
4π r2q

¼ ∣e∣
4π r2e

(41)

must be independent of the charge and can be considered as a kind of surface
charge density, cf. “Flächenladung” of an electron defined by Abraham [46], which
is the same for all charged particles. The equation shows that σQ is determined by
the electron charge radius re.

At this stage, this is a formal description awaiting further quantum electrody-
namic studies in the near-field region of charges. It might, however, be instructive
to provide a speculation for the dipole emission rate ΔNQ=Δt of a charge Q . The
physical constants α, c0, h, ϵ0 and GN can be combined to give a dipole emission
coefficient

ηD ¼ 1
2

α2 c20
h
ffiffiffiffiffiffiffiffiffiffiffiffi
ϵ0GN

p ¼ 1:486� 1056 s�1 C�1 (42)

as half the virtual dipole production rate and thus for a charge ∣e∣ a rate of

ΔNe

Δt
¼ ηD ∣e∣ ¼ 2:380� 1037 s�1: (43)

Note that the dipole emission rate is fixed for a certain charge and does not
depend on the particle mass. From Eqs. (38), (40) and (41), we get

κD σQ ¼ c0: (44)

During a direct interaction, the dipole A� (arriving in Figure 4 from above on
the right side) combines together with an identical virtual dipole with an opposite
velocity vector. This postulate is motivated by the fact that it provides the easiest
way to eliminate the charges and yield P ¼ �pD þ p ∗

D ¼ 0, where p ∗
D ¼ pD is the

magnitude of the momentum vector of a virtual dipole, cf. Eq. (9). The momentum
balance is neutral, and the excess energy TD is used to liberate a second virtual

76

Planetology - Future Explorations

dipole Bþ, which has the required orientation. The charge had emitted two virtual
dipoles with a momentum of þp ∗

D , each, and a total momentum of � pD þ p ∗
D

� � ¼
�2pD was transferred to ∣Q ∣. The process can be described as a reflection of a dipole
together with a reversal of the dipole momentum. The number of these direct
interactions will be denoted by ΔN̂Q . The dipole of type Aþ (arriving from above on
the left side) can exchange its momentum in an indirect interaction only on the far
side of the charge with an identical virtual dipole during its absorption (or destruc-
tion) phase (cf. Figure 1). The excess energy of TD is supplied to liberate a second
virtual dipole Bþ. The momentum transfer to the charge þ∣Q ∣ is zero. This process
just corresponds to a double charge exchange. Designating the number of interac-
tions of the indirect type with Δ ~NQ , it is

ΔNQ

Δt
¼ ΔN̂Q þ Δ ~NQ

Δt
(45)

with Δ ~NQ ¼ ΔN̂Q ¼ ΔNQ=2. Unless direct and indirect interactions are explic-
itly specified, both types are meant by the term “interaction”. The virtual dipole
emission rate in Figure 4 has to be

ΔN ∗
Q

Δt
¼ 2

ΔNQ

Δt
, (46)

i.e. the virtual dipole emission rate equals the sum of the real absorption and
emission rates. The interaction model described results in a mean momentum
transfer per interaction of pD without involving a macroscopic electrostatic field.

A quantitative evaluation gives the force acting on a test particle with charge q at
a distance r from another particle with charge Q. This results from the absorption of
dipoles not only from the background but also from the distribution emitted from Q
according to Eq. (39) under the assumption of a constant absorption coefficient κD in
Eq. (38). The rate of interchanges between these charges then is

ΔNQ,q rð Þ
Δt

¼ κD ∣q∣
ΔNQ

ΔVr
¼ κD ηD

c0

∣Q ∣ ∣q∣
4π r2

¼ κD ∣Q ∣
ΔNq

ΔVr
¼ ΔNq,Q rð Þ

Δt
, (47)

which confirms the reciprocal relationship between q and Q . The equation, also
very similar to Eq. (25), does not contain an explicit value for ηD. It is important to
realize that all interchange events between pairs of charged particles are either
direct or indirect depending on their polarities and transfer of a momentum of
�2pD or zero.

The external electrostatic potential of a spherically symmetric body C with
charge Q is given in Eq. (37). Since the electrostatic force between the charged
particles C and D is typically many orders of magnitude larger than the gravitational
force, we only take the electrostatic effects into account in this section and neglect
the gravitational interactions.

In order to have a well-defined configuration for our discussion, we will assume
that body C with mass mC has a positive charge Q >0 and is positioned at a distance
r beneath body D (mass mD) with either a charge þ∣q∣ in Figure 5 or �∣q∣ in
Figure 6. Only the processes near body D are shown in detail.

The interaction rates of dipoles with bodies C and D in Eq. (47) (the same
for both bodies even if ∣Q ∣ 6¼ ∣q∣) and the momentum transfers indicated in
Figures 5 and 6, respectively, lead to a norm of the momentum change rate for
bodies C and D of
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dipoles not only from the background but also from the distribution emitted from Q
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which confirms the reciprocal relationship between q and Q . The equation, also
very similar to Eq. (25), does not contain an explicit value for ηD. It is important to
realize that all interchange events between pairs of charged particles are either
direct or indirect depending on their polarities and transfer of a momentum of
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The external electrostatic potential of a spherically symmetric body C with
charge Q is given in Eq. (37). Since the electrostatic force between the charged
particles C and D is typically many orders of magnitude larger than the gravitational
force, we only take the electrostatic effects into account in this section and neglect
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In order to have a well-defined configuration for our discussion, we will assume
that body C with mass mC has a positive charge Q >0 and is positioned at a distance
r beneath body D (mass mD) with either a charge þ∣q∣ in Figure 5 or �∣q∣ in
Figure 6. Only the processes near body D are shown in detail.

The interaction rates of dipoles with bodies C and D in Eq. (47) (the same
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ΔPQ,q rð Þ
Δt

����
���� ¼ 2pD

ΔNQ ,q rð Þ
Δt

¼ 2pD
κD ηD
c0

Q ∣q∣
4π r2

: (48)

Together with

pD
κD ηD
c0

¼ TD κD ηD
c20

¼ 1
2ε0

(49)

this leads, depending on the signs of the charges Q and q, to a repulsive or an
attractive electrostatic force between C and D in accordance with Coulomb’s law in
Eq. (2).

Important questions are related to the energy TD and momentum pD of the
dipoles and, even more, to their energy density in space. Eqs. (9), (40), (41) and
(44) together with Eq. (49) allow the energy density to be expressed by

ϵD ¼ TD ρD ¼ σ2D
2ε0

: (50)

This quantity is independent of the dipole energy. It takes into account all
dipoles (whether their distribution is chaotic or not). Should the energy density
vary in space and/or time, the surface charge density σQ must vary as well.

If we assume that the electron charge radius rQ in Eq. (41) equals the classical
electron radius re ¼ 2:82 fm, then an energy density of ϵD ¼ 1:45� 1029 J m�3

(very high compared to the present cosmic dark energy estimate) follows from

Figure 5.
Body C with charge Q >0 and mass mC is positioned in this configuration beneath body D with charge þ∣q∣ and
mass mD leading to an electrostatic repulsion of the bodies. This results from the reversal of dipoles by the
charge Q followed by direct interactions with the charge þ∣q∣ as defined on the right-hand side of Figure 4. Two
reversals are schematically indicated in columns I and III. The dipoles arriving in columns II and IV from below
have the same polarity as if they would be part of the background distribution and do not contribute to the
momentum transfer, because of a compensation by dipoles arriving from above. The net momentum transfer
caused by the two interacting reversed dipoles thus is 4pD, i.e. 2pD per dipole (modified from Figure 3 of [17]).
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Eq. (50). The dipole density ρD ¼ 7:95� 1056 m�3 in Eq. (40) is also very high,
leading to a dipole energy of TD ¼ 1:83� 10�28 J. If, on the other hand, we identify the
dipole distribution with DMwith an estimated energy density of 2:48� 10�10 J m�3

and require that the dipole energy density corresponds to this value, then extreme
values follow for rQ ¼ 13:9μm, ρD ¼ 3:28� 1037 m�3 and TD ¼ 7:55� 10�48 J.

3. Applications of impact models

The detection of gravitons and dipoles with the expected properties would, of
course, be the best verification of the proposed models. Lacking this, indirect
support can be found through the application of the models with a view to describe
physical processes successfully for specific situations.

3.1 Potential energies

3.1.1 Gravitational potential energy

As mentioned in Section 1, the study of the potential energy problem [47] had
been motivated by the remark that the potential energy is rather mysterious [9].2

Figure 6.
Body C is again positioned beneath body D. The charge of D is now �∣q∣, however, leading to an electrostatic
attraction of the bodies. The attraction results from the reversal of dipoles by the charge Q >0 followed by
indirect interactions with charge �∣q∣ as defined on the left-hand side of Figure 4. Two events without
momentum transfer are schematically indicated in columns II and IV. The dipoles arriving in columns I and III
from below have the same polarity as if they would be part of the background distribution. The same is true for
all dipoles arriving from above. The net momentum transfer caused by the two reversed dipoles thus is �4pD,
i.e. �2pD per dipole (modified from Figure 4 of [17]).

2

In this context, it is of interest that Brillouin [48] discussed this problem in relation to the electrostatic

potential energy.
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It led to the identification of the “source region” of the potential energy for the special
case of a system with two massesME andMM subject to the conditionME ≫MM. An
attempt to generalize the study without this condition required either violations of
the energy conservation principle as formulated by von Laue [49] for a closed
system or a reconsideration of an assumption we made concerning the gravitational
interaction process in [16]. The change necessary to comply with the energy con-
servation principle has been discussed in Section 2.4. A generalization of the poten-
tial energy concept for a system of two spherically symmetric bodies A and B with
masses mA and mB without the above condition could then be formulated [50].

We will again exclude any further energy contributions, such as rotational or
thermal energies, and make use of the fact that the external gravitational potential
of a spherically symmetric body of mass M and radius r in Eq. (5) is that of a
corresponding point mass at the centre.

The energy Em and the momentum p of a free particle with mass mmoving with
a velocity v relative to an inertial reference system are related by

E2
m � p2 c20 ¼ m2 c40, (51)

where p is the momentum vector

p ¼ v
Em

c20
(52)

[40, 51]. For an entity in vacuum with no rest mass (m ¼ 0), such as a photon
[15, 52, 53], the energy-momentum relation in Eq. (51) reduces to

Eν ¼ pν c0: (53)

In [50] we assume that two spherically symmetric bodies A and B with
massesmA andmB, respectively, are placed in space remote from other gravitational
centres at a distance of rþ Δr reckoned from the position of A. Initially both bodies
are at rest with respect to an inertial reference frame represented by the centre of
gravity of both bodies. The total energy of the system then is with Eq. (51) for the
rest energies and with Eq. (5) for the potential energy

ES ¼ mA þmBð Þc20 � GN
mAmB

rþ Δr
: (54)

The evolution of the system during the approach of A and B from rþ Δr to r can
be described in classical mechanics. According to Eq. (48), the attractive force
between the bodies during the approach is approximately constant for r≫Δr>0,
resulting in accelerations of bA ¼ ∣KG rð Þ∣=mA and bB ¼ �∣KG rð Þ∣=mB, respectively.
Since the duration Δt of the free fall of both bodies is the same, the approach of A
and B can be formulated as

Δr ¼ sA � sB ¼ 1
2

bA � bBð Þ Δtð Þ2 ¼ 1
2

1
mA

þ 1
mB

� �
∣KG rð Þ∣ Δtð Þ2, (55)

showing that sAmA ¼ �sBmB, i.e. the centre of gravity stays at rest. Multiplica-
tion of Eq. (55) by ∣KG rð Þ∣ gives the corresponding kinetic energy equation

∣KG rð Þ∣Δr ¼ 1
2

K2
G rð Þ Δtð Þ2
mA

þ K2
G rð Þ Δtð Þ2

mB

 !
¼ 1

2
mA v2A þ 1

2
mB v2B ¼ TA þ TB:

(56)
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The kinetic energies3 TA and TB should, of course, be the difference of the
potential energy term in Eq. (54) at distances of r and rþ Δr. We find indeed for
small Δr with Newton’s law in Eq. (1):

GNmAmB
1
r
� 1
rþ Δr

� �
≈GN

mAmB

r2
Δr ¼ ∣KG rð Þ∣Δr: (57)

We may now ask the question, whether the impact model can provide an answer
to the potential energy “mystery” in a closed system. Since the model implies a
secular increase of mass of all bodies, it obviously violates a closed-system assump-
tion. The increase is, however, only significant over cosmological time scales, and
we can neglect its consequences in this context. A free single body will, therefore,
still be considered as a closed system with constant mass. In a two-body system,
both masses mA and mB will be constant in such an approximation, but now there
are gravitons interacting with both masses.

The number of gravitons travelling at any instant of time from one mass to the
other can be calculated from the interaction rate in Eq. (25) multiplied by the travel
time r=c0:

ΔNmA,mB rð Þ ¼ κG
8πh

mAmB

r
: (58)

The same number is moving in the opposite direction. The energy deficiency of
the interacting gravitons with respect to the corresponding background then is
together with Eqs. (18) and (27) for each body

ΔEG rð Þ ¼ �pGY κG
c0
8πh

mAmB

r
¼ �GG

c0
8πh

mAmB

r
¼ �GN

2
mAmB

r
: (59)

The last term shows—with reference to Eq. (57)—that the energy deficiencyΔEG

equals half the potential energy of body A at a distance r from body B and
vice versa.

We now apply Eq. (59) and calculate the difference of the energy deficiencies
for separations of rþ Δr and r for interacting gravitons travelling in both directions
and get

2 ΔEG rþ Δrð Þ � ΔEG rð Þf g ¼ GNmAmB
1
r
� 1
rþ Δr

� �
: (60)

Consequently, the difference of the potential energies between rþ Δr and r in
Eq. (57) is balanced by the difference of the total energy deficiencies.

The physical processes involved can be described as follows:

1.The number of gravitons on their way for a separation of rþ Δr is smaller than
that for r, because the interaction rate depends on r�2 according to Eq. (48),
whereas the travel time is proportional to r.

2.A decrease of rþ Δr to r during the approach of A and B increases the number
of gravitons with reduced energy.

3

Eqs. (51) and (52) together with E0 ¼ mc20 [c] and γ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c20

p
yield the relativistic kinetic

energy of a massive body: T ¼ E� E0 ¼ E0 γ � 1ð Þ. The evaluations for TA and TB agree in very good

approximation with Eq. (56) for small vA and vB.
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E2
m � p2 c20 ¼ m2 c40, (51)
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p ¼ v
Em

c20
(52)
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[15, 52, 53], the energy-momentum relation in Eq. (51) reduces to
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mAmB

rþ Δr
: (54)
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Δr ¼ sA � sB ¼ 1
2

bA � bBð Þ Δtð Þ2 ¼ 1
2

1
mA

þ 1
mB

� �
∣KG rð Þ∣ Δtð Þ2, (55)
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∣KG rð Þ∣Δr ¼ 1
2

K2
G rð Þ Δtð Þ2
mA

þ K2
G rð Þ Δtð Þ2

mB

 !
¼ 1

2
mA v2A þ 1

2
mB v2B ¼ TA þ TB:

(56)
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� �
≈GN

mAmB
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3.The energies liberated by energy reductions are available as potential energy
and are converted into kinetic energies of bodies A and B.

4.With Eqs. (51) and (52) and the approximations in Footnote 3, it follows that
the sum of the kinetic energies TA and TB, the masses A and B, plus the total
energy deficiencies of the interacting gravitons can indeed be considered to be
a closed system as defined by von Laue [49].

3.1.2 Electrostatic potential energy.

In this section we will discuss the electrostatic aspects of the potential energy.
The energy density of an electrostatic field E outside of charges is given by

w ¼ ε0
2

E2, (61)

cf., e.g. [24, 54]. Applying Eq. (61) to a plane-plate capacitor with an area F, a
plate separation b and charges �∣Q ∣ on the plates, the energy stored in the field of
the capacitor turns out to be

W ¼ ε0
2

E2Fb ¼ ε0
2
E2V: (62)

With a potential difference ΔUE ¼ ∣E ∣b and a charge of Q ¼ ε0 ∣E ∣F (increased
incrementally to these values), the potential energy of Q at ΔUE is

W ¼ 1
2
QΔUE: (63)

The question as to where the energy is actually stored, [54] answered by show-
ing that both concepts implied by Eqs. (62) and (63) are equivalent.

Can the impact model provide an answer for the electrostatic potential energy in
a closed system, where dipoles are interacting with two charged bodies? This ques-
tion we posed in [55]: the number of reversed dipoles travelling at any instant of
time from a charge Q >0 to q in Figures 5 and 6 can be calculated from the
interaction rate in Eq. (47) multiplied by a travel time Δt ¼ r=c0:

ΔNQ,q rð Þ ¼ κD ηD
c20

Q ∣q∣
4π r

: (64)

The same number of dipoles is moving in the opposite direction from q to Q .
From Eqs. (9), (49) and (64), we can determine the total energy of the reversed
dipoles:

ΔEQ,q rð Þ ¼ 2ΔNQ ,q rð ÞpD c0 ¼ Q ∣q∣
4π ε0 r

: (65)

It is equal to the absolute value of the electrostatic potential energy of a charge q
at the electrostatic potential UE rð Þ in Eq. (37) of a charge Q .

The evolution of the system is similar to that of the gravitational case in
Section 3.1.1; however, attraction and repulsion have to be considered during the
approach or separation of bodies C and D. The initial distance between C and D be r,
when both bodies are assumed to be at rest, and changes to r� Δr by the repulsive
or attractive force KE rð Þ between the charges given by Coulomb’s law in Eq. (2)
The force is approximately constant for r≫Δr>0 causing accelerations of
bD ¼ KE rð Þ=mD and bC ¼ �KE rð Þ=mC, respectively. Since the duration Δt of the
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motions of both bodies is the same, the separation (upper sign) or approach (lower
sign) of C and D can be formulated as follows:

�Δr ¼ � sD � sCð Þ ¼ � 1
2

bD � bCð Þ Δtð Þ2 ¼ 1
2

1
mC

þ 1
mD

� �
KE rð Þ Δtð Þ2: (66)

Comparing the second term of the equation with the last one, it can be seen that
sDmD ¼ �sCmC, i.e. the centre of gravity stays at rest. Multiplication of Eq. (66) by
KE rð Þ gives a good estimate of the corresponding kinetic energy:

�ΔrKE rð Þ ¼ �Δr
Q q

4π ε0 r2
¼ 1

2
K2

E rð Þ
mB

Δtð Þ2 þ 1
2
K2

E rð Þ
mA

Δtð Þ2 ¼ 1
2
mD v2D þ 1

2
mC v2C

¼ TD þ TC >0,

(67)

where vD ¼ bDΔt and vC ¼ bCΔt are the speeds of the bodies, when the dis-
tances r� Δr between C and D are attained. The sum of the kinetic energies TC and
TD must, of course, be equal to the difference of the electrostatic potential energy at
distances of r and r� Δr:

U rð Þ �U r� Δrð Þf gq ¼ Qq
4π ε0

1
r
� 1
r� Δr

� �
≈ � Δr

Q q
4π ε0 r2

>0: (68)

The variations of the number of ΔNQ,q rð Þ dipoles in Eqs. (58) and (65) during
the separation or approach of bodies C and D from r to r� Δr are

δNQ,q r,Δrð Þ ¼ ΔNQ,q r� Δrð Þ � ΔNQ,q rð Þ
¼ ηD κD

c20

Q ∣q∣
4π

1
r� Δr

� 1
r

� �
≈∓Δr

ηD κD
c20

Q ∣q∣
4π r2

: (69)

The number of reversed dipoles thus decreases during the separation of C and D
in Figure 5. The corresponding energy variation with positive q is

δEQ,q r,Δrð Þ ¼ 2pD c0 δNQ,q r,Δrð Þ ¼ �Δr ∣q∣
Q

4π ε0 r2
<0, (70)

cf. Eq. (65). The energy of the reversed dipoles thus decreases by the amount
that fuels the kinetic energy in Eq. (67).

In the opposite case with negative q and attraction, it can be seen from Figure 6
that the increased number of reversed dipoles is actually leaving the system without
momentum exchange and is lost. The momentum difference, therefore, is again
negative

δPQ,q r,Δrð Þ ¼ �2pD δNQ ,q r,Δrð Þ (71)

and so is the energy of the reversed dipoles confined in the system:

δEQ,q r,Δrð Þ ¼ δPQ,q r,Δrð Þc0 ¼ �∣q∣Δr
Q

4πε0 r2
<0: (72)

The electrostatically bound two-body system thus is a closed system in the sense
defined by von Laue [49], slowly evolving in time during the movements of
bodies C and D. The potential energy converted into kinetic energy stems from the
modified dipole distributions.
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Section 3.1.1; however, attraction and repulsion have to be considered during the
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or attractive force KE rð Þ between the charges given by Coulomb’s law in Eq. (2)
The force is approximately constant for r≫Δr>0 causing accelerations of
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motions of both bodies is the same, the separation (upper sign) or approach (lower
sign) of C and D can be formulated as follows:
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Comparing the second term of the equation with the last one, it can be seen that
sDmD ¼ �sCmC, i.e. the centre of gravity stays at rest. Multiplication of Eq. (66) by
KE rð Þ gives a good estimate of the corresponding kinetic energy:
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Q q
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mB
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K2
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where vD ¼ bDΔt and vC ¼ bCΔt are the speeds of the bodies, when the dis-
tances r� Δr between C and D are attained. The sum of the kinetic energies TC and
TD must, of course, be equal to the difference of the electrostatic potential energy at
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r� Δr
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Q q
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>0: (68)

The variations of the number of ΔNQ,q rð Þ dipoles in Eqs. (58) and (65) during
the separation or approach of bodies C and D from r to r� Δr are
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4π
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r� Δr

� 1
r
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≈∓Δr

ηD κD
c20
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4π r2
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The number of reversed dipoles thus decreases during the separation of C and D
in Figure 5. The corresponding energy variation with positive q is
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cf. Eq. (65). The energy of the reversed dipoles thus decreases by the amount
that fuels the kinetic energy in Eq. (67).

In the opposite case with negative q and attraction, it can be seen from Figure 6
that the increased number of reversed dipoles is actually leaving the system without
momentum exchange and is lost. The momentum difference, therefore, is again
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and so is the energy of the reversed dipoles confined in the system:
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The electrostatically bound two-body system thus is a closed system in the sense
defined by von Laue [49], slowly evolving in time during the movements of
bodies C and D. The potential energy converted into kinetic energy stems from the
modified dipole distributions.
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3.2 Pioneer anomaly

Anomalous frequency shifts of the Doppler radio-tracking signals were detected
for both Pioneer spacecraft [56]. The observations of Pioneer 10 (launched on
2 March 1972) published by the Pioneer Team will be considered during the time
interval t1 � t0 ≈ 11:55years ¼ 3:645� 108 s between 3 January 1987 and 22 July
1998, while the spacecraft was at heliocentric distances between r0 ¼ 40 ua and
r1 ¼ 70:5 ua. The Pioneer team took into account all known contributions in calcu-
lating a model frequency νmod tð Þ which was based on a constant clock frequency f 0
at the terrestrial control stations. Observations at times t ¼ t0 þ Δt then indicated a
nearly uniform increase of the observed frequency shift with respect to the
expected one of

νobs tð Þ � νmod tð Þ ¼ 2 _f Δt (73)

with _f ¼ 5:99� 10�9 Hz s�1 [57].
The observations of the anomalous frequency shifts could, in principle, be

interpreted as a deceleration of the heliocentric spacecraft velocity by

ap ¼ � 8:74� 1:33ð Þ � 10�10 m s�2: (74)

However, no unknown sunward-directed force could be identified [58]. Alter-
natively, a clock acceleration at the ground stations of

at ¼
ap
c0

¼ 2:92� 0:44ð Þ � 10�18 s�1 (75)

could explain the anomaly. A true trajectory anomaly together with an unknown
systematic spacecraft effect was considered to be the most likely interpretation by
Anderson et al. [59]. Although Turyshev et al. [60] later concluded that thermal
recoil forces of the spacecraft caused the anomaly of Pioneer 10, the discussion in
the literature continued.

Assuming an atomic clock acceleration, a constant reference frequency f 0 for the
calculation of νmod tð Þ is not appropriate. Consequently, we modified in [61] the
equation

νobs tð Þ � f 0
� �� νmod tð Þ � f 0

� � ¼ 2 _f Δt, (76)

equivalent to Eq. (73) with

f tð Þ ¼ f 0 þ _f Δt ¼ f 0 1þ
_f
f 0

Δt

 !
¼ f 0 1þ atΔtð Þ (77)

and

ν ∗
mod tð Þ ¼ νmod tð Þ þ 2 _f Δt (78)

to

νobs tð Þ � f 0 þ _f Δt
� �h i

� ν ∗
mod tð Þ � f 0 þ _f Δt

� �h i

¼ νobs tð Þ � f tð Þ½ � � ν ∗
mod tð Þ � f tð Þ� � ¼ 0: (79)
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Our gravitationally impact model [16] summarized in Section 2.4 leads to a
secular mass increase of massive particles in Eq. (30). Consequently the Rydberg
constant in Eq. (32) would increase in a linear approximation with the electron
mass me according to

R ∗
∞ tð Þ ¼ α2 c0

2h
me 1þ AΔtð Þ (80)

resulting in frequency increases of atomic clocks with time. They give rise to the
clock acceleration in Eq. (77), if we assume at ¼ A. The most likely values of rG,e in
Figure 3 range from 2:04� 10�4 pm to 2.82 fm, the classical electron radius,
corresponding with Eq. (31) toAH ¼ 2:43� 10�18 s�1 ≈H0, the Hubble constant, and
A≈ 1:3� 10�20 s�1. Within the uncertainty margins, the high value agrees with at in
Eq. (75) and would quantitatively account for the Pioneer frequency shift. Should the
anomaly be much less pronounced, because thermal recoil forces decelerate the space-
craft, the range of rG,e in Figure 3 could accommodate smaller values of at as well.

3.3 Sun-Earth distance increase

A secular increase of the mean Sun-Earth distance with a rate of 15� 4ð Þ m per
century had been reported using many planetary observations between 1971 and
2003 [45]. Neither the influence of cosmic expansion nor a time-dependent gravi-
tational constant seems to provide an explanation [62].

As our impact model summarized in Section 2.4 leads to a secular mass increase
according to Eq. (30) of all massive bodies fuelled by a decrease in energy of the
background flux of gravitons, it allowed us to formulate a quantitative understand-
ing of the effect within the parameter range of the model [63].

The value of the astronomical unit is defined by the International
Astronomical Union (IAU) and the Bureau International des Poids et Mesure [64]
as 1 ua ¼ 1:495978707 � 1011 m (exact). The mean Sun-Earth distance rE is known
with a standard uncertainty of (3 to 6) m [65–67].

Considering this uncertainty, the measurement of a change rate of

ΔrE
Δt

¼ 15� 4ð Þ m
3:156� 109 s

¼ 4:8� 1:3ð Þ nm s�1 (81)

is difficult but feasible as relative determination. A circular orbit approximation
had been considered, because the mean value of rE is of interest:

rE ¼ GNM⊙

v2E
¼ μ⊙

v2E
: (82)

This follows from equating the gravitational attraction, cf. Eq. (1), and the
centrifugal force with vE, the tangential orbital velocity of the Earth, where the
heliocentric gravitational constant is μ⊙ ¼ 1:32712440042� 1020 m3 s�2 (IAU)
and the mass of the Sun M⊙ ¼ 1:98842� 1030 kg.

We now consider Eq. (82) not only for t0 but also at t ¼ t0 þ Δt assuming
constant GN as well as constant vE. The latter assumption is justified by the fact that
any uniformly moving particle does not experience a deceleration. It implies an
increase of the momentum together with the mass accumulation of the Earth. The
apparent violation of the momentum conversation principle can be resolved by
considering the accompanying momentum changes of the graviton distribution. A
detailed discussion of this aspect is given in Section 3 of [16].
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νobs tð Þ � f 0
� �� νmod tð Þ � f 0

� � ¼ 2 _f Δt, (76)

equivalent to Eq. (73) with

f tð Þ ¼ f 0 þ _f Δt ¼ f 0 1þ
_f
f 0

Δt

 !
¼ f 0 1þ atΔtð Þ (77)

and

ν ∗
mod tð Þ ¼ νmod tð Þ þ 2 _f Δt (78)

to

νobs tð Þ � f 0 þ _f Δt
� �h i

� ν ∗
mod tð Þ � f 0 þ _f Δt

� �h i

¼ νobs tð Þ � f tð Þ½ � � ν ∗
mod tð Þ � f tð Þ� � ¼ 0: (79)
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Our gravitationally impact model [16] summarized in Section 2.4 leads to a
secular mass increase of massive particles in Eq. (30). Consequently the Rydberg
constant in Eq. (32) would increase in a linear approximation with the electron
mass me according to

R ∗
∞ tð Þ ¼ α2 c0

2h
me 1þ AΔtð Þ (80)

resulting in frequency increases of atomic clocks with time. They give rise to the
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Figure 3 range from 2:04� 10�4 pm to 2.82 fm, the classical electron radius,
corresponding with Eq. (31) toAH ¼ 2:43� 10�18 s�1 ≈H0, the Hubble constant, and
A≈ 1:3� 10�20 s�1. Within the uncertainty margins, the high value agrees with at in
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3.3 Sun-Earth distance increase

A secular increase of the mean Sun-Earth distance with a rate of 15� 4ð Þ m per
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The value of the astronomical unit is defined by the International
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as 1 ua ¼ 1:495978707 � 1011 m (exact). The mean Sun-Earth distance rE is known
with a standard uncertainty of (3 to 6) m [65–67].

Considering this uncertainty, the measurement of a change rate of

ΔrE
Δt

¼ 15� 4ð Þ m
3:156� 109 s

¼ 4:8� 1:3ð Þ nm s�1 (81)

is difficult but feasible as relative determination. A circular orbit approximation
had been considered, because the mean value of rE is of interest:

rE ¼ GNM⊙

v2E
¼ μ⊙

v2E
: (82)

This follows from equating the gravitational attraction, cf. Eq. (1), and the
centrifugal force with vE, the tangential orbital velocity of the Earth, where the
heliocentric gravitational constant is μ⊙ ¼ 1:32712440042� 1020 m3 s�2 (IAU)
and the mass of the Sun M⊙ ¼ 1:98842� 1030 kg.

We now consider Eq. (82) not only for t0 but also at t ¼ t0 þ Δt assuming
constant GN as well as constant vE. The latter assumption is justified by the fact that
any uniformly moving particle does not experience a deceleration. It implies an
increase of the momentum together with the mass accumulation of the Earth. The
apparent violation of the momentum conversation principle can be resolved by
considering the accompanying momentum changes of the graviton distribution. A
detailed discussion of this aspect is given in Section 3 of [16].
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From Eqs. (30) and (82), it follows

rE tð Þ ¼ rE þ ΔrE ≈
GN

v2E
M⊙ 1þ AΔtð Þ (83)

and

ΔrE
Δt

≈ rEA: (84)

With the help of Eqs. (31) and (81), the electron mass radius can now be
calculated. The result is

rG,e ¼ rE
Δt
ΔrE

1:014� 10�49 m2 s�1
� ��1=2

¼ 1:8þ0:4
�0:2

� �
fm, (85)

close to the classical electron radius

re ¼ α2a0 ¼ 2:82 fm: (86)

The relative accumulation rate deduced from the observations of rE finally
becomes A ¼ Aua ≈ 3:2� 10�20 s�1 (see Figure 3).

3.4 Secular perihelion advances in the solar system

Multiple applications of the interaction process described in Section 2.4 can
produce gravitons with reduction parameters greater than Y in large mass con-
glomerations—within the Sun in this section. The proportionality of the linear term
in the binomial theorem with the exponent n in

1� Yð Þn ≈ 1� nY for Y≪ 1 (87)

suggests that a linear superposition of the effects of multiple interactions will be
a good approximation, if n is not too large. Energy reductions according to Eq. (18)
are therefore not lost, as claimed by Drude [21], but they are redistributed to other
emission locations within the Sun. This has two consequences: (1) the total energy
reduction is still dependent on the solar mass, and (2) since emissions from matter
closer to the surface of the Sun in the direction of an orbiting object is more likely to
escape into space than gravitons from other locations, the effective gravitational
centre should be displaced from the centre of the Sun towards that object.

Using published data on the secular perihelion advances of the inner planets
Mercury, Venus, Earth and Mars of the solar system and the asteroid Icarus, we
found that the effective gravitational centre is displaced from the centre of the Sun
by approximately ρ ¼ 4400 m [68]. Since an analytical derivation of this value
from the mass distribution of the Sun was beyond the scope of the study, future
investigations need to show that the modified process with directed secondary
graviton emission can quantitatively account for such a displacement.

3.5 Planetary flyby anomalies

3.5.1 Earth flybys

Several Earth flyby manoeuvres indicated anomalous accelerations and deceler-
ations and led to many investigations without reaching a solution of the problem
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(see recent reviews by Anderson et al. [69] and Nieto and Anderson [70]). Since
there is general agreement that the anomaly is only significant near perigee, we
discuss here the seven passages at altitudes below 2000 km listed in Table 1 of
Acedo [71]. Three of them (Galileo I, NEAR and Rosetta) we have studied in [72]
assuming the gravitational impact model of Section 2.4 and multiple interactions.
As in Section 3.4, the multiple interactions result in a deviation ρ of the effective
gravitational centre from the geometric centre. We obtained for Galileo, NEAR and
Rosetta ρ≈ 1:3 m, 3:9 m and 0:5 m, respectively. The study had been conducted
assuming a spherically symmetric emission of liberated gravitons mentioned in
Section 2.4.

With the assumption of an antiparallel emission, we have repeated the analysis
and found ρ≈ 2 m for all spacecraft, provided the origin of ρ is shifted by approx-
imately �0:6 m in the direction of the perigee of Galileo I, þ1:9 m for NEAR and
�1:5 m for Rosetta. Moreover, it was possible to model the decelerations of
Galileo II on 8 December 1992 with a shift of �3:4 m, of Cassini on 18 August 1999
with �2:7 m and the null result for Juno on 9 October 2013 with �2 m.

An origin offset of þ3:4 m opposite to the Cassini perigee could to a first
approximation achieve all apparent shifts taking the geographic coordinates of the
various flybys into account. A detailed study would have to consider in addition the
Earth gravitational model.

3.5.2 Juno Jupiter flybys

Juno was inserted into an elliptical orbit around Jupiter on 4 July 2016 with an
orbital period of 53.5 days. Acedo et al. [74] studied the first and the third orbit with
a periapsis of “4200 km over the planet top clouds”. “A significant radial compo-
nent was found and this decays with the distance to the center of Jupiter as expected
from an unknown physical interaction… . The anomaly shows an asymmetry among
the incoming and outgoing branches of the trajectory …”. The radial component is
shown in their Figure 6 in the time interval t ¼ �180 toþ 180ð Þ min around
perijove for the first and third Juno flyby. The peak anomalous outward accelera-
tions shown are in both cases: δa ¼ 7 mm s�2 at t≈ � 15 min and δa ¼ 6 mm s�2

at t≈ þ 17 min.
We applied the multiple-interaction concept of the previous Sections 3.4 and

3.5.1 in [75] and found that offsets of ρ≈ (8 to 27) km of the gravitational from the
geometric centre are required to model the acceleration in Figure 7, which is in
good agreement with the observations during the Juno Jupiter flybys. The variation
of ρ could be modelled by an ellipsoidal displacement of the gravitational centre
offset in the direction of a flyby position near t ¼ �10 min.

3.6 Rotation velocities of spiral galaxies

The rotation velocities of spiral galaxies are difficult to reconcile with the Kep-
lerian motions, if only the gravitational effects of the visible matter are taken into
account, cf. [76, 77]. Dark matter had been proposed by Oort [78] and Zwicky [79]
in order to understand several velocity anomalies in galaxies and clusters of galax-
ies. A Modification of the Newtonian Dynamics (MOND) has been introduced by
Milgrom [80] that assumes a modified gravitational interaction at low acceleration
levels.

The impact model of gravitation in Section 2.4 is applied to the radial accelera-
tion of disk galaxies [81]. The flat velocity curves of NGC 7814, NGC 6503 and M 33
are obtained without the need to postulate any dark matter contribution. The
concept explained below provides a physical process that relates the fit parameter of
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escape into space than gravitons from other locations, the effective gravitational
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Section 2.4.
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3.5.1 in [75] and found that offsets of ρ≈ (8 to 27) km of the gravitational from the
geometric centre are required to model the acceleration in Figure 7, which is in
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3.6 Rotation velocities of spiral galaxies

The rotation velocities of spiral galaxies are difficult to reconcile with the Kep-
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in order to understand several velocity anomalies in galaxies and clusters of galax-
ies. A Modification of the Newtonian Dynamics (MOND) has been introduced by
Milgrom [80] that assumes a modified gravitational interaction at low acceleration
levels.

The impact model of gravitation in Section 2.4 is applied to the radial accelera-
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are obtained without the need to postulate any dark matter contribution. The
concept explained below provides a physical process that relates the fit parameter of
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the acceleration scale defined by McGaugh et al. [82] to the mean-free path length
of gravitons in the disks of galaxies. It may also provide an explanation for MOND.

McGaugh [83] has observed a fine balance between baryonic and dark mass in
spiral galaxies that may point to new physics for DM or a modification of gravity.
Fraternali et al. [84] have also concluded that either the baryons dominate the DM
or the DM is closely coupled with the luminous component. Salucci and Turini [85]
have suggested that there is a profound interconnection between the dark and the
stellar components in galaxies.

The large baryonic masses in galaxies will cause multiple interactions of gravi-
tons with matter if their propagation direction is within the disk. For each interac-
tion the energy loss of the gravitons is assumed to be YTG (for details see Section 2.3
of [16]). The important point is that the multiple interactions occur only in the
galactic plane and not for inclined directions. An interaction model is designed
indicating that an amplification factor of approximately two can be achieved by six
successive interactions. An amplification occurs for four or more interactions. The
process works, of course, along each diameter of the disk and leads to a two-
dimensional distribution of reduced gravitons.

The multiple interactions do not increase the total reduction of graviton energy,
because the number of interactions is determined by the (baryonic) mass of the
gravitational centre according to [16]. A galaxy with enhanced gravitational accel-
eration in two dimensions defined by the galactic plane will, therefore, have a
reduced acceleration in directions inclined to this plane.

Figure 7.
Anomalous radial outward acceleration δa experienced by Juno near the perijove at time t ¼ 0 (solid curve
with diamond signs). It is composed of δaU calculated from the adjusted potential and δaM calculated from the
adjusted centrifugal energy (see effective potential energy equation 14 of [73]). A multi-interaction process has
been assumed within the mass 1.89858 � 1027 kg of Jupiter. It causes an offset ρ of the effective pivotal point of
the gravitational attraction from the geometric centre of Jupiter (dotted curve). Also shown are the equatorial
radius of Jupiter RJ

E (solid bar) and the radial distance r of Juno from the centre (dash-dot curve) (Figure 7
of [75]).
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3.7 Light deflection and Shapiro delay

The deflection of light near gravitational centres is of fundamental importance.
For a beam passing close to the Sun, Soldner [86] and Einstein [87] obtained a
deflection angle of 0:8700 under the assumption that radiation would be affected in
the same way as matter. Twice this value was then derived in the framework of the
GTR [2]4 and later by Schiff [88] using the equivalence principle and STR. The high
value was confirmed during the total solar eclipse in 1919 for the first time [89].
This and later observations have been summarized by Mikhailov [90] and com-
bined to a mean value of approximately 2″.

The deflection of light has also been considered in the context of the gravita-
tional impact model summarized in Section 2.4. As a secular mass increase of matter
was a consequence of this model, the question arises on how the interaction of
gravitons with photons can be understood, since the photon mass is in all likelihood
zero.5 An initial attempt at solving that problem has been made in [91], where we
assumed that a photon stimulates an interaction with a rate equal to its frequency
ν ¼ Eν=h. It is summarized here under the assumption of an antiparallel
re-emission, both for massive particles and photons.

A physical process will then be outlined that provides information on the grav-
itational potential U at the site of a photon emission [95]. This aspect had not been
covered in our earlier paper on the gravitational redshift [96].

Interactions between massive bodies have been treated in [16] with an absorp-
tion rate of half the intrinsic de Broglie frequency of a mass, because two virtual
gravitons have to be emitted for one interaction. The momentum transfer to a
photon will thus be twice as high as to a massive body with a mass equivalent to
Eν=c20.

We then apply the momentum conservation principle to photon-graviton pairs
in the same way as to photons [73] and can write after a reflection of pG

pν þ pG ¼ pν þ 2 pG � pG ¼ p ∗
ν � pG (88)

with ∣pG∣ ¼ pG ¼ TG=c0.
We assume, applying Eq. (88) with pG ≪ pν ¼ ∣pν ∣, that under the influence of a

gravitational centre relevant interactions occur on opposite sides of a photon with
pG and pG 1� Yð Þ transferring a net momentum of 2YpG. Note, in this context, that
the Doppler effect can only operate for interactions of photons with massive bodies
[97, 98]. Consequently, there will be no energy change of the photon, because both
gravitons are reflected with constant energies under these conditions, and we can
write for a pair of interactions:

Eν ¼ ∣pν∣c ¼ ∣pν þ 2YpG∣c
0 ¼ ∣pν∣c

0 ¼ E0
ν, (89)

where p0
ν is the photon momentum after the events. If pν and a component of

2YpG are pointing in the same direction, it is c0 < c, the speed is reduced; an
antiparallel direction leads to c0 > c. Note that this could, however, not result in

4
It is of interest in the context of this paper that Einstein employed Huygens’ principle in his calculation

of the deflection.
5

A zero mass of photons follows from the STR and a speed of light in vacuum c0 constant for all

frequencies. Einstein [52] used “Lichtquant” for a quantum of electromagnetic radiation; the term

“photon” was introduced by Lewis [15]. With various methods the photon mass could be constrained to

mν < 10�49 kg [92, 93] or even to mν < 6:3� 10�53 kg [94].
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c0 > c0, because c ¼ c0 can only be attained in a region with an isotropic distribution
of gravitons with a momentum of pG, i.e. with a gravitational potential U0 ¼ 0.

The momentum pν of a photon radially approaching a gravitational centre will
be treated in line with Eq. (6) of [17] for massive bodies, however, with twice the
rate of interaction. Since we know from observations that the deflection of light
near the Sun is very small, the momentum variation caused by the weak and static
gravitational interaction is also very small. The momentum change rate of the
photon can then be approximated by

δpν

Δt
≈ 2GNM⊙

r̂
r2

pν
c0

, (90)

where r ¼ ∣r ∣ is the distance of the photon from the centre, and the position
vector of the photon is r r̂with a unit vector r̂. The small deflection angle also allows
an approximation of the actual path by a straight line along an x axis: x≈ c0 t. The
normalized momentum variation along the trajectory then is

δpν
pν

cosϑ≈
2GNM⊙

c0

x
r3

Δt: (91)

The corresponding component perpendicular to the trajectory is

δpν
pν

sin ϑ≈
2GNM⊙

c0

R
r3

Δt, (92)

where R is the impact parameter of the trajectory. Integration of Eq. (91) over t
from �∞ to x=c0 (for details see [17]) yields

Δpν rð Þ� �
x

pν
≈

2GNM⊙

c20 r
¼ 2GNM⊙

c20
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ x2

p : (93)

If we apply Eq. (89) to a photon approaching the Sun along the x axis starting
from infinity with Eν ¼ pν c0, and considering that the y component in Eq. (91) is
much smaller than the x component in Eq. (92) for x≫R, the photon speed c rð Þ as a
function of r can be determined from

pν c0 ≈ pν þ Δpν rð Þ� �
x

n o
c rð Þ: (94)

Division by pν then gives with Eq. (93)
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nG rð Þ½ �x

¼ c rð Þ
c0

≈ 1� 2GNM⊙

c20 r
¼ 1þ 2U rð Þ

c20
(95)

as a good approximation of the inverse gravitational index of refraction along
the x axis. The same index has been obtained albeit with different arguments, e.g.
in [99, 100]. The resulting speed of light is in agreement with evaluations by
Schiff [88], for a radial propagation6 in a central gravitational field, and Okun [101]
—calculated on the basis of the standard Schwarzschild metric. A decrease of the
speed of light near the Sun, consistent with Eq. (95), is not only supported by the
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Einstein [108] states explicitly that the speed at a certain location is not dependent on the direction of

the propagation.
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predicted and subsequently observed Shapiro delay [102–107] but also indirectly by
the deflection of light [89].

The deflection of light by gravitational centres according to the GTR [2] and its
observational detection by Dyson et al. [89] leave no doubt that a photon is
deflected by a factor of two more than the expected relative to a corresponding
massive particle. Since in our concept the interaction rate between photons and
gravitons is twice as high as for massive particles of the same total energy, the
reflection of a graviton from a photon with a momentum of 1� Yð ÞpG must also be
antiparallel to the incoming one, i.e. a momentum of �2YpG will be transferred.
Otherwise the correct deflection angle for photons cannot be obtained. This modi-
fied interaction process has one further important advantage: the reflected graviton
can interact with the deflecting gravitational centre and transfers 2YpG—through
the process outlined in the paragraph just before Eq. (48)—in compliance with the
momentum conservation principle. In the old scheme, the violation of this principle
had no observational consequences, because of the extremely large masses of rele-
vant gravitational centres, but the adherence to both the momentum and energy
conservation principles is very encouraging and clearly favours the new concept.

Basically the same arguments are relevant for the longitudinal interaction
between photons and gravitons. The momentum transfer per interaction will be
doubled, but the gravitational absorption coefficient will be reduced by a factor of
two. Together with an increased graviton density, all quantities and results are the
same as before. However, a detailed analysis shows that the momentum conserva-
tion principle is now also adhered to.

3.8 Gravitational redshift

The gravitational potential U at a distance r from a spherical body with mass M
is constraint in the weak-field approximation for nonrelativistic cases by

�1≪
U
c20

¼ �GNM
c20 r

≤0 (96)

cf. [73]. A definition of a reference potential in line with this formulation is
U∞ ¼ 0 for r ¼ ∞.

The study of the gravitational redshift, predicted for solar radiation by Einstein
[109], is still an important subject in modern physics and astrophysics [95, 96,
110–114]. This can be exemplified by two conflicting statements. Wolf et al. [10]
write: “The clock frequency is sensitive to the gravitational potential U and not to
the local gravity field g ¼ ∇U”. Whereas it is claimed by Müller et al. [11]: “We first
note that no experiment is sensitive to the absolute potential U”.

Support for the first alternative can be found in many publications [49, 88,
95, 96, 109, 115–117], but it is, indeed, not obvious how an atom can locally sense
the gravitational potential U. Experiments on Earth, in space and in the Sun-Earth
system, cf. [118–123], however, have quantitatively confirmed in the static weak
field approximation a relative frequency shift of

ν� ν0
ν0

¼ Δν
ν0

≈
ΔU
c20

¼ U �U0

c20
, (97)

where ν0 is the frequency of the radiation emitted by a certain transition at U0
and ν is the observed frequency there, if the emission caused by the same transition
had occurred at a potential U.
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conservation principles is very encouraging and clearly favours the new concept.
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between photons and gravitons. The momentum transfer per interaction will be
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two. Together with an increased graviton density, all quantities and results are the
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Since Einstein discussed the gravitational redshift and published conflicting
statements regarding this effect in [2, 87, 109], the confusion could still not be
cleared up consistently, cf., e.g. [124, 125]. In most of his publications Einstein
defined clocks as atomic clocks. Initially he assumed that the oscillation of an atom
corresponding to a spectral line might be an intra-atomic process, the frequency of
which would be determined by the atom alone. Scott [126] also felt that the equiv-
alence principle and the notion of an ideal clock running independently of acceler-
ation suggest that such clocks are unaffected by gravity. Einstein [2] later concluded
that clocks would slow down near gravitational centres, thus causing a redshift.

The question whether the gravitational redshift is caused by the emission pro-
cess (case a) or during the transmission phase (case b) is nevertheless still a matter
of recent debates. Proponents are, e.g. of (a) Schiff [88], Okun et al. [116], Møller
[127], Cranshaw et al. [128] and Ohanian [129], and of (b) Hay et al. [130],
Straumann [131], Randall [132] andWill [133]. It is surprising that the same team of
experimenters albeit with different first authors published different views in
[128, 130] on the process of the Pound-Rebka-Experiment.

Pound and Snider [120] and Pound [134] pointed out that this experiment could
not distinguish between the two options, because the invariance of the velocity of
the radiation had not been demonstrated.

Einstein [13] emphasized that for an elementary emission process, not only the
energy exchange but also the momentum transfer is of importance; see also [12, 46, 97].
Taking these considerations into account, we formulated a photon emission process
at a gravitational potential U assuming that:

1.The atom cannot sense the potential U, in line with the original proposal
by Einstein [87, 109], and initially emits the same energy ΔE0 at U <0 and
U0 ¼ 0.

2.It also cannot directly sense the speed of light at the location with a potential U.
The initial momentum thus is p0 ¼ ΔE0=c0.

3.As the local speed of light is, however, c Uð Þ 6¼ c0, a photon having an energy of
ΔE0 and a momentum p0 is not able to propagate. The necessary adjustments
of the photon energy and momentum as well as the corresponding atomic
quantities then lead in the interaction region to a redshift consistent with
hν ¼ ΔE0 1þU=c20

� �
and observations [96].

As outlined in Section 3.7, there is general agreement in the literature that the
local speed of light is

c Uð Þ≈ c0 1þ 2U
c20

� �
(98)

in line with Eq. (95) in Section 3.7. It has, however, to be noted that the
speed c Uð Þwas obtained for a photon propagating from U0 to U, and, therefore, the
physical process which controls the speed of newly emitted photons at a gravita-
tional potential U is not yet established.

An attempt to do that will be made by assuming an aether model. Before we
suggest a specific aether model, a few statements on the aether concept in general
should be mentioned. Following Michelson and Morley [135] famous experiment,
Einstein [51, 109] concluded that the concept of a light aether as carrier of the
electric and magnetic forces is not consistent with the STR. In response to critical
remarks by Wiechert [136], cf. Schröder [137] for Wiechert’s support of the aether,
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von Laue [138] wrote that the existence of an aether is not a physical, but a
philosophical problem, but later differentiated between the physical world and its
mathematical formulation [139]: a four-dimensional “world” is only a valuable
mathematical trick; a deeper insight, which some people want to see behind it, is
not involved.

In contrast to his earlier statements, Einstein said at the end of a speech in
Leiden that according to the GTR, a space without aether cannot be conceived [140]
and even more detailed thus one could instead of talking about “aether” as well
discuss the “physical properties of space”. In theoretical physics we cannot do
without aether, i.e. a continuum endowed with physical properties [141]. Michelson
et al. [142] confessed at a meeting in Pasadena in the presence of H.A. Lorentz that
he clings a little to the aether, and Dirac [143] wrote in a letter to Nature that there
are good reasons for postulating an aether.

In [17] we proposed an impact model for the electrostatic force based on mass-
less dipoles. The vacuum is thought to be permeated by these dipoles that are, in the
absence of electromagnetic or gravitational disturbances, oriented and directed
randomly propagating along their dipole axis with a speed of c0. There is little or no
interaction among them. We suggest to identify the dipole distribution postulated
in Section 2.5 with an aether. Einstein’s aether mentioned above may, however, be
more related to the gravitational interactions, cf. [144]. In this case, we have to
consider the graviton distribution as another component of the aether.

We now assume that an individual dipole interacts with gravitons in the same
way as photons in Eq. (89), i.e. according to

TD ¼ ∣pD∣c ¼ ∣pD þ 2Y pG∣c
0 ¼ ∣p0

D∣c
0 ¼ T0

D, (99)

where TD and pD refer to the energy and momentum of a dipole. The condition
pD ≫ pG, cf. Eq. (88), is fulfilled in the range from Y ≈ 10�22 to 10�15 for all
re ≤ 2:82 fm (see Section 2.5 and Figure 3).

We can then modify Eqs. (90)–(94) by changing ν to D and find that Eqs. (95)
and (98) are also valid for dipoles with a speed of c0 for U0 ¼ 0.

Considering that many suggestions have been made to describe photons as
solitons, e.g. in [145–150], we also propose that a photon is a soliton propagating in
the dipole aether with a speed of c Uð Þ, cf. Eq. (98), controlled by the dipoles moving
in the direction of propagation of the photon. The dipole distribution thus deter-
mines the gravitational index of refraction, cf. Eq. (95), and consequently the speed
of light c Uð Þ at the potential U. This solves the problem formulated in relation to
Eq. (98) and might be relevant for other phenomena, such as gravitational lensing
and the cosmological redshift, cf., e.g. [151]. Should the speculation in Section 2.5.2
be taken seriously that the dipole distribution corresponds to DM, it has to be much
more evenly distributed than previously thought [152]. The light deflection would
then be caused by gravitationally induced index of refraction variations.

4. Discussion and conclusions

With Newton’s law of gravitation as starting point, the ideas presented in Sec-
tion 2.4 allow an understanding of far-reaching gravitational force between massive
particles as local interactions of hypothetical massless gravitons travelling with the
speed of light in vacuum. The gravitational attraction leads to a general mass
accretion of massive particles with time, fuelled by a decrease of the graviton
energy density in space. The physical processes during the conversion of gravita-
tional potential energy into kinetic energy have been described for two bodies with
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masses mA and mb, and the source of the potential energy could be identified in
Section 3.1.1. In order to avoid conflicts with energy and momentum conservation,
we had to modify a detail of the interaction process in Eq. (26), i.e. assume an
antiparallel emission of the secondary graviton with respect to the incoming one.

Multiple interactions of gravitons leading to shifts of the effective gravitational
centre of a massive body from the “centre of gravity” are treated in Sections 3.4–3.6
taking the modified concept into account. The interaction of gravitons with photons
in Section 3.7 had to be modified as well, but the modification did not change the
results, with the exception that now, both the energy and momentum conservation
principles are fulfilled.

Our main aim in Section 3.8 was to identify a physical process that leads to a
speed c Uð Þ of photons controlled by the gravitational potential U. This could be
achieved by postulating an aether model with moving dipoles, in which a gravita-
tional index of refraction nG Uð Þ ¼ c0=c Uð Þ regulates the emission and propagation
of photons as required by energy and momentum conservation principles. The
emission process thus follows Steps (1) to (3) in Section 3.8, where the local speed
of light is given by the gravitational index of refraction n. In this sense, the state-
ment that an atom cannot detect the potential U by Müller et al. [11] is correct; the
local gravity field g, however, is not controlling the emission process.

A photon will be emitted by an atom with appropriate energy and momentum
values, because the local speed of light requires an adjustment of the momentum.
This occurs in the interaction region between the atom and its environment as
outlined in Step 3.

In the framework of a recently proposed electrostatic impact model in [17], the
physical processes related to the variation of the electrostatic potential energy of
two charged bodies have been described, and the “source region” of the potential
energy in such a system could be identified and is summarized in Section 3.1.2.

Sotiriou et al. [125] made a statement in the context of gravitational theories in
“A no-progress report”: “[… ] it is not only the mathematical formalism associated
with a theory that is important, but the theory must also include a set of rules to
interpret physically the mathematical laws”. With this goal in mind, we have
presented our ideas on the gravitational and electrostatic interactions.
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Chapter 6

Generic Computing-Assisted
Geometric Search for Human
Design and Origins
Ayodele Abiola Periola

Abstract

Scientific space research aims to investigate human origins and provide expla-
nation on how life originated on the earth. This has led to the emergence of theories
such as the Panspermia theory. The Panspermia theory opines that life originated
from extra-terrestrial sources. However, the Panspermia theory does not consider
the influence of cognition and intelligence in microorganisms that are thought to
seed life on the earth. However, it is feasible to consider intelligent microorganisms
as determining the life-forms that can arise from different cell aggregations. This
chapter considers that the pre-determination of the geometry of this feasible life-
forms that takes place in Mars’s meteorites. The discussion in this chapter proposes
the Mars geometric Panspermia theory which is hinged on this perspective. The
chapter presents the conceptual perspective for the Mars geometric Panspermia
theory. It also presents network architecture and a data acquisition strategy suitable
for capital constrained organizations. The capital constrained organizations are
space organizations in developing countries. The low cost acquisition strategy pro-
poses the use of open source software and hardware for components used in Mars
exploration missions. In addition, the chapter proposes rover data sharing to enable
capital constrained space organizations to execute their science objectives in Mars’s
space missions.

Keywords: human origins, computing search, light, design, computing resources

1. Introduction

The quest to understand human origins is a significant factor that propels the
conduct of scientific research in space. This quest is been sustained by advances in
space exploration technology. Advances in space exploration technology have made
it possible to increase human understanding of the origins of the universe with
improved ability to understand events such as the Big Bang. The Big Bang is
considered to be the epoch that led to the beginning of the universe [1–3]. The
emergence of the Big Bang theory has led to the necessity of conducting a search to
find supporting evidence.

Besides, the quest to understand the evolution of the universe; there is also an
interest in understanding human evolution. The concept of evolution has been
considered to play a crucial role in the emergence of modern humans. Humans and
the universe share a common trait in their emergence and continued existence. This

107



Chapter 6

Generic Computing-Assisted
Geometric Search for Human
Design and Origins
Ayodele Abiola Periola

Abstract

Scientific space research aims to investigate human origins and provide expla-
nation on how life originated on the earth. This has led to the emergence of theories
such as the Panspermia theory. The Panspermia theory opines that life originated
from extra-terrestrial sources. However, the Panspermia theory does not consider
the influence of cognition and intelligence in microorganisms that are thought to
seed life on the earth. However, it is feasible to consider intelligent microorganisms
as determining the life-forms that can arise from different cell aggregations. This
chapter considers that the pre-determination of the geometry of this feasible life-
forms that takes place in Mars’s meteorites. The discussion in this chapter proposes
the Mars geometric Panspermia theory which is hinged on this perspective. The
chapter presents the conceptual perspective for the Mars geometric Panspermia
theory. It also presents network architecture and a data acquisition strategy suitable
for capital constrained organizations. The capital constrained organizations are
space organizations in developing countries. The low cost acquisition strategy pro-
poses the use of open source software and hardware for components used in Mars
exploration missions. In addition, the chapter proposes rover data sharing to enable
capital constrained space organizations to execute their science objectives in Mars’s
space missions.

Keywords: human origins, computing search, light, design, computing resources

1. Introduction

The quest to understand human origins is a significant factor that propels the
conduct of scientific research in space. This quest is been sustained by advances in
space exploration technology. Advances in space exploration technology have made
it possible to increase human understanding of the origins of the universe with
improved ability to understand events such as the Big Bang. The Big Bang is
considered to be the epoch that led to the beginning of the universe [1–3]. The
emergence of the Big Bang theory has led to the necessity of conducting a search to
find supporting evidence.

Besides, the quest to understand the evolution of the universe; there is also an
interest in understanding human evolution. The concept of evolution has been
considered to play a crucial role in the emergence of modern humans. Humans and
the universe share a common trait in their emergence and continued existence. This

107



common trait is seen in the role that light plays in the role of the evolution of the
universe and humans. The role of light is less appreciated in the evolution of
humans than in the universe. This is because of the significant effort and the
duration that has been invested in studying the role of light photons in the universe.
The role of photons in a scientific study of the universe can be seen in domains such
as optical astronomy [4]. Photons also play an important role in humans as seen in
the existence of bio-photons [5–7]. Therefore, light has played an important role in
human evolution too.

The notion created by the concept of the Big Bang as being the first event in the
universe is that the universe first emerged and that humans appeared and evolved
at a later epoch. The implication of this notion is that the existence of the universe is
thought to precede human appearance and continued evolution. This does not
consider the perspective that human evolution can have an extra-terrestrial
influence. However, the alternative perspective presented in the Panspermia
theory considers that human evolution has an extra-terrestrial influence. The
incorporation of an extra-terrestrial influence on human evolution implies that
evolutionary actions influencing the emergence of the universe and humans
could have evolved at the same epoch. Such a perspective is supported by
the Panspermia theory.

The Panspermia theory presented is of the opinion that life was seeded in outer
space [8–11]. Though, there is an argument against the Panspermia theory [12], the
theory should not be discarded. This is because of the possibility of the extinction of
biological life in outer space making these challenging to observe in comparison to
the ability to directly observe life-forms on the earth.

The discussion here proposes that the aggregation of life-forms leaves a
geometric trace in outer-space. This perspective differs from the theory
underlying the Panspermia theory that has motivated astrobiology research. The
discussion in this chapter considers that the observation of life forms can be done
from two lenses. These lenses are those of geometry traces associated with life-
forms and that of biology. The consideration of the geometry traces associated
with life-forms provides an opportunity to design a paradigm suitable for
investigating the validity of the Panspermia theory from the geometrical perspec-
tive. The novel perspective being presented proposes that geometry traces associ-
ated with life-forms are present in the extra-terrestrial environment. These traces
constitute the evidence of life originating from outer-space as advocated in the
Panspermia theory.

The contribution of this chapter is twofold. The first contribution is that the
chapter presents the Mars geometrical Panspermia theory as an alternative para-
digm for investigating the emergence of humans. The Mars geometrical
Panspermia theory advocates that geometrical traces emerging from different
aggregation patterns of life forms are present in the meteorites on Mars. The
aggregation is considered feasible because Mars can support simple life forms such
as Bacteria.

The chapter’s second contribution is the design of low cost network architecture
for conducting Mars exploration missions aimed at verifying the Mars geometrical
Panspermia theory. The low cost network is intended for use by space organizations
in developing nations. These space organizations being considered are those with
limited capital and limited space engineering capacities.

The remainder of this chapter is organized as follows. Section 2 discusses the
background and existing work. Section 3 presents a mathematical framework
describing the Martian geometric Panspermia theory. Section 4 describes the pro-
posed Mars based geometric Panspermia theory. Section 5 focuses on the proposed
low cost network architecture. Section 6 concludes the chapter.
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2. Background and existing work

Mars has been considered as a suitable location that can be studied to increase
human knowledge on the existence of extra-terrestrial life [13]. This is because
Mars shows patterns of planetary evolution and climate change. Mars exploration is
also appealing because Mars is accessible to Spacecraft launched from earth. Several
research groups have been established aiming to engage in Mars exploration mis-
sions. Two research groups in this regard are the Mars Exploration Program Analy-
sis Group (MEPAG) and the outer planet assessment group (OPAG).

Johnson et al. [14] discuss MEPAG’s Mars exploration initiative. It is recognised
that a successful Mars exploration campaign requires the development of
technology across multi-disciplinary domains. The required technical capabilities
comprise: (1) Mars surface access at different altitude and elevations, (2) Mars
environment characterisation, (3) life detection and (4) age dating. Environment
characterisation requires the dynamic evaluation of chemical and isotopic
compositions at various locations on Mars. The realization of these tasks in a Mars
exploration mission requires the design and launch of instrumentation on
Mars rovers.

Mars exploration missions aim to analyse Mars’s environment and probe its
composition. The composition of Mars can be found in two types of records [13].
These are the chemical record and physical record. Each record targets the detection
of a different type of bio-signature. The physical record refers to the analysis of the
weather and climate in the environment of the planet Mars. The chemical record
refers to organic compounds that enable the support of biological mechanisms in
terrestrial life. In addition, deployed Mars exploration vehicles search for an evi-
dence of a life supporting climate.

The detection of elements belonging to the bio-signature in either physical or
chemical record requires the use of appropriate instrumentation. Suitable
instrumentation is also required to obtain information from a Mars exploration
mission. The choice of instrumentation technology is determined by the
science case.

The discussion in [14] focuses on the components of a Mars exploration cam-
paign. It presents a hierarchy of the objectives enabling the realization of the science
goal for a Mars exploration mission. Though the role of advanced instrumentation is
recognised; algorithms, theories and perspectives that can motivate the design of
advanced instrumentation have not been presented.

The choice of instrumentation is also influenced by the sample return expected
from a Mars exploration mission. Mars missions can be classified as Mars return
sample missions and non-Mars return sample missions. The Mars return sample
mission aims to deploy Mars vehicles that take samples from Mars and brings them
to earth for further analysis. The sample(s) is the deliverable in the Mars return
sample missions. Non-Mars sample return missions are those in which the
deployed Mars vehicle aims to execute analysis on Mars and obtain results. The
results are relayed to the earth via an integrated telecommunications system
for further analysis.

The discussion in [13, 14] describes the objectives of the MEPAG in 2009. It is
important to consider how changes in science case influence the instrumentation
and the goals of Mars exploration missions. This is because of changing interests in
the outer space exploration and how technology advancement influence Mars
exploration missions. A change that has occurred in Mars exploration is an increase
in the number of space agencies seeking to participate in Mars exploration missions
[15]. Another change arises due to technological advancements leading to the use of
small satellites in Mars exploration missions. The emergence of small satellites has
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led to their use in Mars exploration missions. In this case, small satellite is depen-
dent on the science case definition.

The outcomes of a space exploration for a defined science case can be classified
into four categories [16]. These outcomes would be that the location or body in
outer space is inhabitable, probably habitable, habitable and inhabited [16]. A
motive to categorize any location as being described by any of these four outcomes
is dependent on the science case and the instruments aboard the exploration
vehicle. This can be seen in the case of the Europa Lander project aimed at survey-
ing the Jovian moon, Europa [16]. The Europa Lander aims to determine the habit-
ability of Europa and investigate its surface properties and dynamics. The
instrumentation enabling the acquisition of Europa’s samples aboard the Europa
Lander are the sample ingestion port, and the context remote sensing instrument
package.

The discussion in [17] extends [13–16] by raising the question of the utility that
can be derived from Martian samples obtained in Mars sample return missions. The
use of randomly acquired samples from Mars is insufficient to answer the queries as
regards the origin of life on Mars and other locations such as the Jovian moon,
Europa. The use of sample heterogeneity is thereby proposed. Sample heterogeneity
refers to the acquisition of samples from different locations on Mars or in Europa.
The incorporation of sample heterogeneity enables the acquisition of Mars samples
from different locations on Mars. These samples are returned to earth for future
analysis. The transport of samples from Mars to earth is done in such a manner that
the contamination of earth by these Martian samples is prevented. The assurance
that Mars samples pose no contamination risk to earth is handled by the space
agency coordinating the Mars exploration missions. The National Aeronautics and
Space Administration (NASA) is an example of a space agency that can play
this role.

The study in [17] aims to study Mars’s environment in the view of the M-2020
mission. The intended study is with the following aims. The first aim is analysing
the geological processes (with emphasis on determining the role of water). The
second is evaluating the biological history of Mars. The third is determining Mars’s
evolutionary timeline. The fourth is determining relations between components in
Mars’s geological system. The fifth is to acquire samples enabling the reconstruction
of the processes that have influenced the Martian dynamo. The sixth is quantifying
human risks associated with Mars exploration.

The discussion in [13–16] shows that bio-signatures are important for the con-
duct of outer space missions searching for evidence of extra-terrestrial life. The
search and successful detection of bio-signatures are important for Mars exploration
missions [13–15] and the Europa Lander project [16]. The category of bio-signature
being sought influences the composition of the deployed instrument payload. The
approach in [13–19] assumes that a planet or outer space location where the evi-
dence of life is being sought must have bio-signature(s). Therefore, the search for
extra-terrestrial life in the environment of outer space is hinged on the existence of
the bio-signature.

However, bio-signature existence in outer space locations is threatened because
space exploration vehicles can be contaminated with microbes. This contamination
can take place on earth prior to launch. The resulting contamination can cause the
deployed instrumentation payload to detect earth originating microbes or microor-
ganisms in outer space. This leads to a wrong conclusion as regards the detection of
extra-terrestrial life. In addition, such planetary contamination could render a given
location or body in outer space infeasible for searching for extra-terrestrial life.
Therefore, planets should be protected against microbial contamination. This con-
cern has led to the emergence of planetary protection.
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Bio-signature preservation is important for the success of detecting extra-
terrestrial life in Mars exploration missions. The detection of bio-signatures can be
used to determine the absence or presence of life on Mars in Mars exploration
missions [20]. Hays et al. in [20] note that the presence of bio-signatures and their
subsequent detection is important for the success of Mars exploration missions. It is
also important to ensure that Mars missions preserve existing bio-signatures that
can be found on Mars.

The preservation and improved understanding of bio-signature can be achieved
by using Analog terrestrial Mars environments. Hays et al. [20] recognize the
usefulness and suitability of Analog terrestrial Mars environments. Analog terres-
trial Mars environments enable the conduct of low cost investigation for the pres-
ence of life on Mars. The use of analog terrestrial Mars environments enables
scientists to understand relations between different bio-signatures. This is impor-
tant in determining the cues to be searched for in Mars exploration missions such
that planetary contamination is prevented.

Moreover, the use of analog terrestrial Mars environment enables developing
nations to participate in Mars exploration studies. In this role, analog terrestrial
Mars environment can be used as low cost alternative prior to actual outer space
exploration. This helps developing nations in making better decisions as regards
achieving planetary protection. However, this has not been explored in [20].

The potential bio-signatures that can be detected in a Mars exploration mission
are dependent on the defined science case. Six classes of bio-signatures have been
identified by the Mars 2020 science definition team [20]. These are organic mole-
cules, minerals, macro structures, chemistry and isotopes. The detection of any
potential bio-signature in a given class enables the realization of the objectives of an
outer space project investigating the occurrence of extra-terrestrial life.

The critical role that bio-signatures play in Mars exploration missions makes it
important that bio-signatures are protected from threats to their continued exis-
tence. This concern is recognised in [20, 21]. The need to protect bio-signatures has
led to the need to design planetary protection strategies to protect Mars from bio-
signature contamination. It is recognized that Mars environment provides some
native protection to prevent the total erasure of bio-signature, i.e., bio-signature
contamination.

The protection capability of planetary protection strategies can be enhanced by
enacting policies matched with technological developments. These technological
developments ensure bio-signature preservation. Inter-planetary protection is
needed in two roles. These are the forward prevention role and the backward
prevention role. In the forward protection role, planetary preservation and con-
tamination preservation ensures that microbes are not taken from earth into Mars.
The backward preservation role is important for Mars sample return missions. It
ensures that samples being brought fromMars are not contaminated on their way to
the location where further analysis will be carried out [10].

The forward protection role can be realized by sterilizing Mars exploration
vehicles. Sterilization of Mars exploration vehicles ensures that the search for extra-
terrestrial life is not compromised by earth originating microbes [22]. Sterilization
also ensures that disease causing microbes are not brought to the earth by Mars
exploration vehicles in Mars sample return missions.

However, planetary protection strategies are rarely ideal and a 100% protection
is not readily achieved. In addition, planetary protection procedures are expensive
and influenced by the science case associated with a Mars exploration campaign
[22]. The non-ideal performance implies that the chance of detecting pristine bio-
signatures might be slightly diminished. Therefore, the non-ideal performance of
planetary protection via sterilization constitutes a source of interference to
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bio-signature detection. The effect of interference as observed here also affects the
conduct of radio astronomy in the form of radio interference. This has received
attention [23, 24]. The interference challenge posed by non-ideal sterilization can
be addressed by finding another marker that can signify the presence or occurrence
of life in Mars. This is important to ensure the realization of Mars exploration
mission.

3. Mars geometrical Panspermia theory: concept and analysis

The discussion in this section presents the human evolutionary perspective and
origins of the universe as being considered in the proposed Mars geometrical
Panspermia theory. The discussion in this section is divided into two parts. The first
part presents the underlying concept in the proposed Mars geometrical Panspermia
theory. This part considers geometry as being associated with the activities of
organics describing the aggregates of cell components. The geometry associated
with activities leading to the aggregates of cells is considered as the bio-signature of
interest. The second part presents the mathematical framework that describes the
model of the proposed Mars geometrical Panspermia theory.

3.1 Underlying concept: Mars geometrical Panspermia theory

The Mars geometry Panspermia theory is of the perspective that the emergence
of life was a multi-stage process. This multi-stage process ends in the aggregation of
life forms leading to the emergence of first humans. In addition, the multi-stage
process is considered a procedure in both lithopanspermia and radiopanspermia and
other forms of life transfer mechanisms considered in the Panspermia perspective.

The current perspective being considered in the concept of Panspermia is to
search for microorganisms such as Bacteria in locations in spatial objects such as
comets and meteorites [25]. For example, Wickramansinghe et al. [25] point out
evidence that bacteria similar to terrestrial bacteria can be found in the stratosphere
and low earth orbit at the international space station. The discussion opines that
more actions leading to the emergence of life besides that of bacteria take place in
space. The set of actions in this context have a cognitive component and provide the
first form of intelligence. The implied intelligence influences the multi-stage pro-
cess during which the aggregation of life forms take place.

The intelligent pre-determination of the aggregation pattern of life-forms. This
aggregation does not occur on earth but leaves a trace behind in the universe. These
traces are considered by the proposed Mars geometry Panspermia theory to exist on
Mars meteorites. The multi-stage process is considered to be intelligent. The invok-
ing of an intelligent process does not contravene the principles of scientific reason-
ing and logic. In this case, the invoking of intelligence constitutes the hypothesis for
the research being presented.

Given that intelligence is present as argued; such intelligence must have
influenced the process and pattern of initial life-form aggregation. The initial aggre-
gation pattern presents a base for the principles of evolution to act in the organism or
life-form at a later epoch. A notion of such intelligence can be found in [26]. The
consideration of the intelligence in this chapter is intended to make a contribution to
the domain of general intelligence and space science research. General intelligence in
this context includes biologically inspired artificial intelligence. The concept of the
presence of intelligent design requires a test procedure to establish its existence. Such
a procedure would help to validate the Panspermia theory.
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3.2 Mathematical framework: Martian geometric Panspermia theory

The discussion here presents a mathematical model for describing the model of
the universe as presented in the proposed Martian geometric Panspermia theory.
The mathematical model considers the universe as comprising multiple locations,
life conveying locations, life conveying material or mechanisms (or other life
forms), life supporting locations, and life recording locations.

Life supporting locations are those locations where the conditions exist to sup-
port the presence of extra-terrestrial life. Let Ϛ, ζ and ϔ denote the set of (i) Life
conveying locations, (ii) Life conveying mechanisms aided by micro-organisms and
(iii) Life recording locations in the universe respectively.

Life conveying locations in this context refer to locations on Mars where mete-
orites to be ejected at a later epoch are located. Life conveying mechanisms describe
the dynamics and processes ensuring the movement of ejected meteorites from
Mars to earth. This is realizable while maintaining micro-organism composition in
ejected meteorites. Life recording locations are those locations where the proof of
the existence of extra-terrestrial life can be found.

Ϛ ¼ Ϛ1;Ϛ2;Ϛ3;…;ϚA

� �
(1)

ζ ¼ ζ1; ζ2; ζ3;…; ζBf g (2)

ϔ ¼ ϔ1;ϔ2;ϔ3;…;ϔF
� �

(3)

Life can be conveyed from location Ϛa;Ϛa ϵ Ϛ to locations Ϛaþ1;Ϛaþ1ϵ Ϛ,Ϛaþ4;
Ϛaþ4 ϵ Ϛ and Ϛaþ7;Ϛaþ7 ϵ Ϛ via life conveying material ζb; ζbϵ ζ and ζbþ1; ζbþ1ϵ ζ.
For the purposes here, the locations Ϛaþ1,Ϛaþ4 and Ϛaþ7 Ϛaþ2;Ϛaþ2 ϵ Ϛ,Ϛaþ3;
Ϛaþ3 ϵ Ϛ,Ϛaþ5;Ϛaþ5 ϵ Ϛ and Ϛaþ6;Ϛaþ6 ϵ Ϛ are life supporting locations. The location
Ϛa is called the root location.

The locations ϔ f ;ϔ f ϵ ϔ ;ϔ fþ1;ϔ fþ1 ϵ ϔ ;ϔ fþ2;ϔ fþ2 ϵ ϔ act as life recording
locations in the universe. They contain evidence of the action of life transfer process
mechanisms by different micro-organisms. The action of life transfer by different
micro-organisms is considered intelligent. Such a notion is supported by the
evidence of intelligent behaviour in bacteria [27–29].

The notion that bacteria and microorganisms exhibit intelligent behaviour has
received considerable interest [27–29]. The intelligent behaviour exhibited by
microorganisms has been thought to evolve in response to surviving in their host
environment. Intelligence requires the ability to act on information obtained from
the environment. The capability to demonstrate intelligent behaviour implies that
microorganisms can respond to environmental conditions from a base of stored
information [27]. Therefore, it is feasible to think that microorganisms are capable
of storing information.

It is inefficient for microorganisms to store all information relating to the pro-
cesses in which they are engaged if all of such information is not required to develop
survival strategies. An important piece of information that is considered not to be
stored by the microorganism is those related to the pre-determination of geometri-
cal forms of cell aggregation patterns. The storage of the information on the
pre-determined geometrical forms is considered to increase micro-organism infor-
mation overhead. Hence, it is not stored so that the microorganism can have high
information storage and processing efficiency.

A scenario showing the relations between life recording locations, live conveying
mechanisms and the earth is presented in Figure 1.
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bio-signature detection. The effect of interference as observed here also affects the
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comets and meteorites [25]. For example, Wickramansinghe et al. [25] point out
evidence that bacteria similar to terrestrial bacteria can be found in the stratosphere
and low earth orbit at the international space station. The discussion opines that
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3.2 Mathematical framework: Martian geometric Panspermia theory
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conveying locations, (ii) Life conveying mechanisms aided by micro-organisms and
(iii) Life recording locations in the universe respectively.

Life conveying locations in this context refer to locations on Mars where mete-
orites to be ejected at a later epoch are located. Life conveying mechanisms describe
the dynamics and processes ensuring the movement of ejected meteorites from
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Ϛ ¼ Ϛ1;Ϛ2;Ϛ3;…;ϚA

� �
(1)

ζ ¼ ζ1; ζ2; ζ3;…; ζBf g (2)

ϔ ¼ ϔ1;ϔ2;ϔ3;…;ϔF
� �

(3)
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The notion that bacteria and microorganisms exhibit intelligent behaviour has
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microorganisms has been thought to evolve in response to surviving in their host
environment. Intelligence requires the ability to act on information obtained from
the environment. The capability to demonstrate intelligent behaviour implies that
microorganisms can respond to environmental conditions from a base of stored
information [27]. Therefore, it is feasible to think that microorganisms are capable
of storing information.

It is inefficient for microorganisms to store all information relating to the pro-
cesses in which they are engaged if all of such information is not required to develop
survival strategies. An important piece of information that is considered not to be
stored by the microorganism is those related to the pre-determination of geometri-
cal forms of cell aggregation patterns. The storage of the information on the
pre-determined geometrical forms is considered to increase micro-organism infor-
mation overhead. Hence, it is not stored so that the microorganism can have high
information storage and processing efficiency.

A scenario showing the relations between life recording locations, live conveying
mechanisms and the earth is presented in Figure 1.
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4. Proposed Mars geometric Panspermia theory: verification

The Mars geometry Panspermia theory being proposed opines that geometric
form pre-determination precedes the appearance of life-forms on earth. The geo-
metric form pre-determination process is considered to leave behind traces in the
planet Mars. The usage of the term pre-determination is intended to depict the
execution of action(s) related to geometric form pre-determination at an epoch
prior to the appearance of earthly life. The earlier epoch being implied here occurs
on the planet Mars. The pre-determination process is considered to leave traces in
Mars and specifically in Mars’s meteorites. These traces are in the Mars’s meteorites
and can be discovered by the process of scanning Mars.

In the proposed Mars meteorite scanning, Mars’s meteorites are considered to
deliver the functionality of life conveying locations and that of the life recording
locations. This is because Mars’s meteorites have been found on the earth while
other meteorites remain on the planet Mars. Meteorites from Mars have been found
to have traces of life from Mars’s environment as seen in [30].

Worth et al. in [31] opines that Mars’s meteorites play an important role in
lithopanspermia. They point out that some Martian meteorites have been suspected
to have organic bio-markers. In [31], rock exchange between planets is theorized
and considered to play an important role in inter-planetary life seeding and transfer.
However, the discussion focuses on the rock (meteorite) transfer process as being
responsible for the propagation of life throughout the universe. It does not consider
the underlying process that has motivated the emergence of the different life forms
that can be found on Mars’s meteorites. This is because [31] have focused on the
transfer mechanisms and details of the rock transfer process such as transfer rates.

Steffen et al. [32] share the same perspective with Worth et al. [31] and consider
that life conveying biological material may have been exchanged between planets.
The planets being considered exist in a multi-habitable system. Steffen et al. [32]
recognise that the consideration of a multi-habitable system has implications on the
propagation of life within the solar system and also outside the solar system. The

Figure 1.
Relations between life recording locations, life conveying mechanisms, Mars and earth as proposed in the Mars
geometrical Panspermia theory.
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focus in [32] is on analysing the ejection mechanics and dynamics associated with
exchanging life conveying biological material between planets.

The research focus on the Panspermia theory as seen in [31, 32] considers that
life is propagated throughout the universe (within the solar system and outside the
solar system). The focus has been on analysing the dynamics and investigating the
relations between planets to enable life transfer to the earth. Mars has been widely
considered as a planet from which life was seeded to the earth [10, 31–35]. The
discussion in this chapter opines that the microbes and micro-organisms involved in
the Panspermia life transfer process engage in different computational tasks. The
execution of these computational tasks is considered feasible because earth based
microorganisms such bacteria have been observed to engage in computational
behaviour. This has led to the emergence of research in bacteria computing [36, 37].

In the discussion here, the Panspermia theory is considered to include the com-
putational activities executed by microorganisms on meteorites sited in Mars. The
evidence of such computation occurring on Martian meteorites is observed by Mars
rovers and transmitted to the earth via a communication network.

Mars’s meteorites play an important role in the Panspermia theory. They provide
an environment enabling the interaction of microorganisms with astro-materials.
Therefore, the meteorites can be considered as life recording locations. The ability
of meteorites to move from Mars to earth motivates their consideration as life
conveying locations. In the proposed Martian scanning, meteorites that are life
recording locations are based on Mars. These meteorites are scanned within the
Martian environment. The results from the scanning process are used to verify the
proposed Martian geometric Panspermia theory.

In the proposed Mars geometric Panspermia theory, the geometry associated
with life-form aggregation is considered to be determined via a native microorgan-
ism optimization computation procedure. The optimization procedure aims to
determine the geometry of different life-form aggregations. The geometry being
implied is described in the two dimensional and three dimensional representations
of different life-forms. The dimension of the geometry being considered is in the
range of nanometers to millimeters.

The Mars scanning procedure is executed using Mars rovers and Mars based
transceivers. The Mars rover hosts data storage payload that hosts multi-spectral,
multi-angular and high resolution images of different life-form aggregation.

In addition, the Mars rovers hosts payload that can detect geometry of life forms
with pre-defined dimensions. In this case, the dimension lies in the range of nano-
meters to millimeters. The Mars based transceiver transmits the detected results
(from the Mars exploration mission) to earth via a communication network. The
communication network receives results from the Mars rovers via the Mars based
transceivers and sends it to an earth station. The scanning procedure is executed in a
distributed manner. The geometrical forms are obtained in two dimensional and
three dimensional representations. The geometrical forms are transmitted to an
earth station via a communication network. Each Mars rover is pre-loaded with
geometrical forms of different life-form aggregations that can be found in earth
based life forms.

Let θ1 and θ2 denote the set of geometrical forms on images in the Martian rover
and geometry of aggregates of different life-forms in Mars’s meteorite respectively.
A match is considered to occur if θ1∩θ2ð Þ 6¼ ∅. The verification of the proposed
theory takes place in the following steps:

1. Initial cell aggregation image generation—This stage enables the generation
of high resolution images of different aggregates of different life forms. The
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that life conveying biological material may have been exchanged between planets.
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focus in [32] is on analysing the ejection mechanics and dynamics associated with
exchanging life conveying biological material between planets.

The research focus on the Panspermia theory as seen in [31, 32] considers that
life is propagated throughout the universe (within the solar system and outside the
solar system). The focus has been on analysing the dynamics and investigating the
relations between planets to enable life transfer to the earth. Mars has been widely
considered as a planet from which life was seeded to the earth [10, 31–35]. The
discussion in this chapter opines that the microbes and micro-organisms involved in
the Panspermia life transfer process engage in different computational tasks. The
execution of these computational tasks is considered feasible because earth based
microorganisms such bacteria have been observed to engage in computational
behaviour. This has led to the emergence of research in bacteria computing [36, 37].

In the discussion here, the Panspermia theory is considered to include the com-
putational activities executed by microorganisms on meteorites sited in Mars. The
evidence of such computation occurring on Martian meteorites is observed by Mars
rovers and transmitted to the earth via a communication network.

Mars’s meteorites play an important role in the Panspermia theory. They provide
an environment enabling the interaction of microorganisms with astro-materials.
Therefore, the meteorites can be considered as life recording locations. The ability
of meteorites to move from Mars to earth motivates their consideration as life
conveying locations. In the proposed Martian scanning, meteorites that are life
recording locations are based on Mars. These meteorites are scanned within the
Martian environment. The results from the scanning process are used to verify the
proposed Martian geometric Panspermia theory.

In the proposed Mars geometric Panspermia theory, the geometry associated
with life-form aggregation is considered to be determined via a native microorgan-
ism optimization computation procedure. The optimization procedure aims to
determine the geometry of different life-form aggregations. The geometry being
implied is described in the two dimensional and three dimensional representations
of different life-forms. The dimension of the geometry being considered is in the
range of nanometers to millimeters.

The Mars scanning procedure is executed using Mars rovers and Mars based
transceivers. The Mars rover hosts data storage payload that hosts multi-spectral,
multi-angular and high resolution images of different life-form aggregation.

In addition, the Mars rovers hosts payload that can detect geometry of life forms
with pre-defined dimensions. In this case, the dimension lies in the range of nano-
meters to millimeters. The Mars based transceiver transmits the detected results
(from the Mars exploration mission) to earth via a communication network. The
communication network receives results from the Mars rovers via the Mars based
transceivers and sends it to an earth station. The scanning procedure is executed in a
distributed manner. The geometrical forms are obtained in two dimensional and
three dimensional representations. The geometrical forms are transmitted to an
earth station via a communication network. Each Mars rover is pre-loaded with
geometrical forms of different life-form aggregations that can be found in earth
based life forms.

Let θ1 and θ2 denote the set of geometrical forms on images in the Martian rover
and geometry of aggregates of different life-forms in Mars’s meteorite respectively.
A match is considered to occur if θ1∩θ2ð Þ 6¼ ∅. The verification of the proposed
theory takes place in the following steps:

1. Initial cell aggregation image generation—This stage enables the generation
of high resolution images of different aggregates of different life forms. The
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process takes place on earth and allows the two dimensional and three
dimensional representations of cell aggregates to be uploaded on the Mars’s
rovers intended for launch. The images obtained are stored and processed prior
to being uploaded to the Mars’s rover intended for launch from earth to Mars.

2.High resolution image distribution—This stage enables the generated two
dimensional and three dimensional images to be uploaded on Mars’s rovers
intended for launch. The images to be uploaded to each Mars based rover will
be influenced by the objectives of the Mars exploration mission. The
exploration mission is focused on detecting geometrical patterns of aggregates
of different life forms. The stage of high resolution image distribution is
executed prior to the launch of rovers to Mars.

3.Computational stage—The computation requiring the execution of the image
comparison takes place aboard the Mars based rover. The image comparison
algorithm aims to verify if the condition θ1∩θ2ð Þ 6¼ ∅ or θ1∩θ2ð Þ ¼ ∅ holds
true. The proposed Mars geometric Panspermia theory is verified to hold true
if θ1∩θ2ð Þ 6¼ ∅. In this case, the Mars rover stores the outputs of the image
compression procedure for the concerned Mars based meteorite and geometry
of life form. The outputs of the image compression process are the (i) Binary
comparison indicator, (ii) Mars’s meteorite ID and (iii) Stored geometric form
ID. The binary comparison indicator has a value of zero if θ1∩θ2ð Þ ¼ ∅ and a
value of one if θ1∩θ2ð Þ 6¼ ∅. The Mars’s meteorite ID is the name that is
commonly used to refer to Mars’s meteorite. The geometric form ID is a
numeric index that is assigned to a high resolution image being uploaded to the
Mars rover.

4.Computational algorithm update stage—The computational algorithm
update stage enables the image processing algorithm on the Mars based rover
to be updated. This is necessary to continuously improve the result of the
scanning process and prevent technology obsolescence. The update is executed
by transmitting algorithms for improved image comparison and comparison
results processing. The transmission that enables the execution of the update is
received by the data storage payload which is connected to the Mars based
transceiver. The Mars based transceiver receives the update information from
communication satellites that receive the forwarded data from earth orbiting
communication satellites which communicate with the earth station.

The relations between the stages of initial cell aggregation generation, high
resolution image distribution, computational stage and computational algorithm
update stage is shown in Figure 2. The scenario in Figure 2 shows the process of
executing the stages involved in the Mars geometrical search procedure. The cell
aggregation generation procedure is executed on earth by acquiring high definition
images of life-form aggregates in an earth based database. These high definition
images are transferred from the database to the open source ground station entity.
The open source ground station transmits the images and the geometrical outline
information to the Mars based storage payload (with integrated transceiver). The
images are transmitted from the storage payload with integrated transceiver to the
Mars based rover via an upload process. The process scanning meteorites on Mars
begins after uploading to the Mars based rover.

A bidirectional link exists between the Mars based rover and the storage payload
with transceiver. The existence of the bidirectional link also enables the computa-
tional results from the Mars based rover to be sent to the storage payload with
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integrated transceiver. The existence of a bidirectional link between the storage
payload with integrated transceiver and the open source earth station also
allows the computational results to be accessible to the capital constrained space
organization.

The computational algorithm used to execute the operation in θ1∩θ2ð Þ is an
artificial neural network.

The artificial neural network is developed on the earth prior to launching the
Mars based rover. It is trained with the high resolution images of different geomet-
ric forms for different cell aggregates, i.e., tissues and organs. This encodes the
geometry of the high resolution images in the artificial neural network. The devel-
oped artificial neural network is installed on the data storage payload before launch.
The artificial neural network is trained to receive geometrical forms from Mars
meteorites as input. The predicted output of the artificial neural network is the
value of the binary comparison indicator.

5. Network architecture

The successful execution of the computational procedure and transmission of
computational result requires the availability of supporting network architecture.
The design of network architecture should consider the preferences and resources
available to the concerned space organization.

In this chapter, space organizations are considered in two categories. The first
kind of space organization is that of a developed and technologically advanced
nation. Examples of such space organizations are the National Aeronautics and
Space Administration (NASA) and the European Space Agency (ESA). These space
agencies have access to significant amount of resources to conduct interplanetary
space missions. The first kind of space organization has resources to undertake
Mars exploration missions aimed at verifying the proposed Mars geometrical
Panspermia theory.

The second kind of space organization is that of a developing nation. Space
organizations in this category do not have access to significant amount of resources
required to conduct interplanetary space missions. However, this does not neces-
sarily hold true for space agencies in the second category. The scarcity of resources
in developing nations limits their ability to realize Mars communication networks.
The network architecture being proposed is intended for use by space agencies in
the second category.

The proposed network architecture comprises two entities. These are the ground
based entity and the space based entity. In the proposed network, communications

Figure 2.
Relations between the earth entities and the Martian entities in the proposed Martian geometrical search.

117

Generic Computing-Assisted Geometric Search for Human Design and Origins
DOI: http://dx.doi.org/10.5772/intechopen.86809



process takes place on earth and allows the two dimensional and three
dimensional representations of cell aggregates to be uploaded on the Mars’s
rovers intended for launch. The images obtained are stored and processed prior
to being uploaded to the Mars’s rover intended for launch from earth to Mars.

2.High resolution image distribution—This stage enables the generated two
dimensional and three dimensional images to be uploaded on Mars’s rovers
intended for launch. The images to be uploaded to each Mars based rover will
be influenced by the objectives of the Mars exploration mission. The
exploration mission is focused on detecting geometrical patterns of aggregates
of different life forms. The stage of high resolution image distribution is
executed prior to the launch of rovers to Mars.

3.Computational stage—The computation requiring the execution of the image
comparison takes place aboard the Mars based rover. The image comparison
algorithm aims to verify if the condition θ1∩θ2ð Þ 6¼ ∅ or θ1∩θ2ð Þ ¼ ∅ holds
true. The proposed Mars geometric Panspermia theory is verified to hold true
if θ1∩θ2ð Þ 6¼ ∅. In this case, the Mars rover stores the outputs of the image
compression procedure for the concerned Mars based meteorite and geometry
of life form. The outputs of the image compression process are the (i) Binary
comparison indicator, (ii) Mars’s meteorite ID and (iii) Stored geometric form
ID. The binary comparison indicator has a value of zero if θ1∩θ2ð Þ ¼ ∅ and a
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4.Computational algorithm update stage—The computational algorithm
update stage enables the image processing algorithm on the Mars based rover
to be updated. This is necessary to continuously improve the result of the
scanning process and prevent technology obsolescence. The update is executed
by transmitting algorithms for improved image comparison and comparison
results processing. The transmission that enables the execution of the update is
received by the data storage payload which is connected to the Mars based
transceiver. The Mars based transceiver receives the update information from
communication satellites that receive the forwarded data from earth orbiting
communication satellites which communicate with the earth station.

The relations between the stages of initial cell aggregation generation, high
resolution image distribution, computational stage and computational algorithm
update stage is shown in Figure 2. The scenario in Figure 2 shows the process of
executing the stages involved in the Mars geometrical search procedure. The cell
aggregation generation procedure is executed on earth by acquiring high definition
images of life-form aggregates in an earth based database. These high definition
images are transferred from the database to the open source ground station entity.
The open source ground station transmits the images and the geometrical outline
information to the Mars based storage payload (with integrated transceiver). The
images are transmitted from the storage payload with integrated transceiver to the
Mars based rover via an upload process. The process scanning meteorites on Mars
begins after uploading to the Mars based rover.

A bidirectional link exists between the Mars based rover and the storage payload
with transceiver. The existence of the bidirectional link also enables the computa-
tional results from the Mars based rover to be sent to the storage payload with
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geometry of the high resolution images in the artificial neural network. The devel-
oped artificial neural network is installed on the data storage payload before launch.
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meteorites as input. The predicted output of the artificial neural network is the
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is bidirectional. The downlink communications involves the transmission of infor-
mation from Mars to earth. The uplink communication involves the transmission of
information from earth to Mars.

The ground based entity comprises components such as earth stations, data
processing and computing sub-entity (DPCE), communication payload re-
configuration sub-entity (CPCE). The earth stations relay information to a Mars
based data storage payload. The Mars based data storage payload hosts updated
information on high definition two dimensional and three dimensional images of
life-form aggregates. The high definition images show the geometry of the
concerned life-form aggregates. The Mars based data storage payload receives
information from a Mars orbiter.

The DPCE is a ground based entity owned by the space organization in a devel-
oping country. It aggregates the high resolution images of cell aggregates from
different sources. In addition, it hosts the high resolution images of cell-aggregates.
The content of the DPCE is dependent on the science mission of Mars exploration.
In the case where geometrical forms of humans are being sought, the DPCE’s
contents are high resolution images of cell aggregates of humans. The DPCE’s
contents are transferred to the Mars based data storage payload via a network of
ground stations or communication satellites.

The CPCE enables the configuration of the communication payload that links
the DPCE to the Mars based data storage payload. It co-ordinates and monitors the
process of data transfer between the Mars based data storage payload, Martian
rovers and the DPCE. The DPCE communicates with the Mars based data storage
payload via open source ground stations.

The use of open source ground stations is suitable for capital constrained space
organizations in developing countries. In the proposed model, space organization
seeking to execute Mars exploration missions can make use of open source ground
stations with expansive global coverage. This approach is feasible due to the
development of open source software [38] and open source hardware [39–41].

However, the use of open source hardware and software approach has not been
widely considered in developing components for Martian missions in developing
nations. The use of open source paradigm is beginning to gain recognition for space
exploration and satellite applications. Examples of open source initiatives for
developing satellites are Kubos [42], NASA Virtual ADAPT [43, 44], and the open
satellite project [45]. The examples in [42–45] have focused on development of
open source satellite software. In this regard, space exploration and technology has
adopted the open source software development approach. The open source
approach has also been considered for developing satellite hardware. The UPSat
initiative is an example of a case where open source approach has been used for
satellite hardware development [46, 47]. This initiative is sponsored by the Libre
space foundation [48]. The Libre space foundation aims to create open source space
technologies for future space applications. The organization is also playing a leading
role in the development of open source satellite earth stations in its satellite
networked open ground station (SATNOGs) initiative. The SATNOGs initiative
intends to make the development of the ground and space segments of a satellite
network open to the public. It comprises crowdsourced satellites whose information
is held in a database [49].

The space organization with insufficient capital and in a developing country can
access the type of database in [48] to determine if it can communicate with a Mars
based transceiver. The output of this procedure is a ground station or multiple
ground stations that can be used to communicate with the Mars based transceiver.
This communication can be used to realize Mars rover data sharing between tech-
nologically advanced and non-technologically advanced nations.
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The network architecture showing the role of the DPCE, CPCE and Martian
based transceivers is shown in Figure 3. The scenario in Figure 3 shows the case
where a capital constrained space organization with one DPCE having access to one
earth station from the open source ground station network.

In the network architecture shown in Figure 3, the DPCE communicates with
the CPCE (an SDR) via an internet call. The internet call enables the transfer of
images and geometrical forms from the DPCE to the CPCE. The CPCE has
reconfigurable and temporal data storage capability. The CPCE enables the earth
station to transmit the data to the Mars based storage payload with integrated
transceiver.

The network architecture can be implemented by a single nation or either
multiple nations. The concerned nations are those with capital constrained space
organizations. The use of open source ground stations for a given time to transmit
data to Mars. The capital constrained space organizations make use of the open
source ground station antenna for a given time. The scenario presented in Figure 3
assumes that the capital constrained space organization is able to afford the design,
production and launch of the Martian rovers.

However, the costs of designing and launching a rover to Mars can easily
approach tens of billions of dollars thereby overwhelming the economic capability
of developing countries. For example, the cost of developing Curiosity approaches
USD 2.5 billion. The cost of launching multiple rovers increases beyond the financial
capability of developing nations. Nevertheless, capital constrained space organiza-
tions need to be able to investigate the Martian geometrical Panspermia theory.

The discussion here proposes the concept of Martian rover data sharing. In
Martian rover data sharing, the data obtained by a Martian rover owned by a
technologically advanced nation is shared with capital constrained space organiza-
tion. The sharing is done without disrupting the scientific objective of the techno-
logically advanced nation. The sharing is unaffected by power limitations because
the concerned Mars rover is nuclear powered.

6. Conclusion

The discussion in this chapter presents a new perspective in investigating human
origins. The new perspective is called the Mars geometry Panspermia theory. How-
ever, the new perspective opines that the emergence of human life was preceded by
pre-determining the geometry of different life forms aggregate. The evidence for

Figure 3.
Relations between earth based and Mars based entities involved in the Martian geometrical search paradigm.
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this intelligent task exists as a geometrical record on Mars’s meteorites. The chapter
also proposes a low cost network architecture that aims to verify the Mars geometry
Panspermia theory. The proposed architecture searches Mars’s meteorites for geo-
metric patterns of different life-forms aggregations. It also incorporates Mars rover
data sharing enabling space organizations in developing nations to access the
acquired data and also investigate the Mars geometrical Panspermia theory.

Author details

Ayodele Abiola Periola
Department of Electrical, Electronics and Computer Engineering, Bells University
of Technology, Nigeria

*Address all correspondence to: periola@hotmail.com

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

120

Planetology - Future Explorations

References

[1] Kragh H. Cosmology and the origin
of the universe: Historical and
conceptual perspectives [Online]. 2017.
Available from: https://arxiv.org/ftp/
arxiv/papers/1706/1706.00726.pdf
[Accessed: 05 February 2019]

[2] Elizalde E. “All that matter … in one
Big Bang ...,” & other cosmological
singularities [Online]. 2018. Available
from: https://arxiv.org/pdf/1801.09550.
pdf [Accessed: 05 February 2019]

[3] Schlaufman KC, Thompson IB,
Casey AR. An ultra metal-poor star near
the hydrogen-burning limit. The
Astrophysical Journal. Nov 10, 2018;
867(98):1-14

[4] Omar A, Kumar B, Gopinathan M,
Sagar R. Scientific capabilities and
advantages of the 3.6 meter optical
telescope at Devasthal, Uttarakhand.
Current Science. 2017;113(4):682-685

[5]Wang Z, Wang N, Li Z, Xiao F, Dai J.
Human high intelligence is involved in
spectral redshift of biophotonic
activities in the brain. Proceedings of
the National Academy of Sciences. 2016;
113(31):8753-8758

[6] Rahnama M, Bokkon I, Tuszynski J,
Cifra M, Sardar P, Salari V. Emission of
biophotons and neural activity of the
brain. Available from: https://arxiv.org/
vc/arxiv/papers/1012/1012.3371v1.pdf
[Accessed: 05 February 2019.

[7] Zarkeshian P, Kumar S, Tuszynski J,
Barclay P, Simon C. Are there optical
communication channels in the brain?
[Online]. 2017. Available from: https://
arxiv.org/pdf/1708.08887.pdf arXiv:
1708.08887v1 [physics.bio-ph]

[8] Steele EJ, Gorczynski RM, Tokoro G,
Wickramaninghe DT,
Wickramansinghe NC. Hoyle-
Wickramasinghe Panspermia is far
more than a hypothesis features of

mature cell biology in astrophysical
phenomena [Online]. Nov 25, 2018.
Available from: http://viXra.org/abs/
1811.0221, http://vixra.org/pdf/
1811.0221v2.pdf [Accessed: 05 February
2019]

[9] Williams M. The Milky Way could
be spreading life from star to star. Oct
15, 2018. Available form: https://phys.
org/news/2018-10-milky-life-star.html

[10] Lingam M, Loeb A. Enhanced
interplanetary Panspermia in the
TRAPPIST-1 system. Proceedings of the
National Academy of Sciences. 2017;
114(26):6689-6693

[11] Georgiev D. The phylum Tardigrada
and the Panspermia theory? Can the
Tardigrades be live capsules carrying a
variety of DNA sequences inside as food
particles, endosymbiotic organisms and
parasites? International Journal of Pure
and Applied Zoology. 2016;4(4):
292-293

[12] Giulio M. Biological evidence
against the Panspermia theory. Journal
of Theoretical Biology. 2010;266(4):
569-572

[13] Mustard JF. Why Mars remains a
compelling target for planetary
exploration. Sep 15, 2009. Available
from: https://mepag.jpl.nasa.gov/
reports/decadal/JohnFMustarda.pdf
[Accessed: 15 Sep 2009]

[14] Johnson JR, Hoehler T, Westall F,
Withers P, Plescia J, Hamilton V, et al.
Summary of the Mars science goals,
objectives, investigations, and priorities
—MEPAG science goals, objectives,
investigations, and priorities: 2009.
2009

[15] Johnson JR. Report to planetary
science advisory committee. Feb 23,
2018. Available from: https://smd-
prod.s3.amazonaws.com/science-red/

121

Generic Computing-Assisted Geometric Search for Human Design and Origins
DOI: http://dx.doi.org/10.5772/intechopen.86809



this intelligent task exists as a geometrical record on Mars’s meteorites. The chapter
also proposes a low cost network architecture that aims to verify the Mars geometry
Panspermia theory. The proposed architecture searches Mars’s meteorites for geo-
metric patterns of different life-forms aggregations. It also incorporates Mars rover
data sharing enabling space organizations in developing nations to access the
acquired data and also investigate the Mars geometrical Panspermia theory.

Author details

Ayodele Abiola Periola
Department of Electrical, Electronics and Computer Engineering, Bells University
of Technology, Nigeria

*Address all correspondence to: periola@hotmail.com

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

120

Planetology - Future Explorations

References

[1] Kragh H. Cosmology and the origin
of the universe: Historical and
conceptual perspectives [Online]. 2017.
Available from: https://arxiv.org/ftp/
arxiv/papers/1706/1706.00726.pdf
[Accessed: 05 February 2019]

[2] Elizalde E. “All that matter … in one
Big Bang ...,” & other cosmological
singularities [Online]. 2018. Available
from: https://arxiv.org/pdf/1801.09550.
pdf [Accessed: 05 February 2019]

[3] Schlaufman KC, Thompson IB,
Casey AR. An ultra metal-poor star near
the hydrogen-burning limit. The
Astrophysical Journal. Nov 10, 2018;
867(98):1-14

[4] Omar A, Kumar B, Gopinathan M,
Sagar R. Scientific capabilities and
advantages of the 3.6 meter optical
telescope at Devasthal, Uttarakhand.
Current Science. 2017;113(4):682-685

[5]Wang Z, Wang N, Li Z, Xiao F, Dai J.
Human high intelligence is involved in
spectral redshift of biophotonic
activities in the brain. Proceedings of
the National Academy of Sciences. 2016;
113(31):8753-8758

[6] Rahnama M, Bokkon I, Tuszynski J,
Cifra M, Sardar P, Salari V. Emission of
biophotons and neural activity of the
brain. Available from: https://arxiv.org/
vc/arxiv/papers/1012/1012.3371v1.pdf
[Accessed: 05 February 2019.

[7] Zarkeshian P, Kumar S, Tuszynski J,
Barclay P, Simon C. Are there optical
communication channels in the brain?
[Online]. 2017. Available from: https://
arxiv.org/pdf/1708.08887.pdf arXiv:
1708.08887v1 [physics.bio-ph]

[8] Steele EJ, Gorczynski RM, Tokoro G,
Wickramaninghe DT,
Wickramansinghe NC. Hoyle-
Wickramasinghe Panspermia is far
more than a hypothesis features of

mature cell biology in astrophysical
phenomena [Online]. Nov 25, 2018.
Available from: http://viXra.org/abs/
1811.0221, http://vixra.org/pdf/
1811.0221v2.pdf [Accessed: 05 February
2019]

[9] Williams M. The Milky Way could
be spreading life from star to star. Oct
15, 2018. Available form: https://phys.
org/news/2018-10-milky-life-star.html

[10] Lingam M, Loeb A. Enhanced
interplanetary Panspermia in the
TRAPPIST-1 system. Proceedings of the
National Academy of Sciences. 2017;
114(26):6689-6693

[11] Georgiev D. The phylum Tardigrada
and the Panspermia theory? Can the
Tardigrades be live capsules carrying a
variety of DNA sequences inside as food
particles, endosymbiotic organisms and
parasites? International Journal of Pure
and Applied Zoology. 2016;4(4):
292-293

[12] Giulio M. Biological evidence
against the Panspermia theory. Journal
of Theoretical Biology. 2010;266(4):
569-572

[13] Mustard JF. Why Mars remains a
compelling target for planetary
exploration. Sep 15, 2009. Available
from: https://mepag.jpl.nasa.gov/
reports/decadal/JohnFMustarda.pdf
[Accessed: 15 Sep 2009]

[14] Johnson JR, Hoehler T, Westall F,
Withers P, Plescia J, Hamilton V, et al.
Summary of the Mars science goals,
objectives, investigations, and priorities
—MEPAG science goals, objectives,
investigations, and priorities: 2009.
2009

[15] Johnson JR. Report to planetary
science advisory committee. Feb 23,
2018. Available from: https://smd-
prod.s3.amazonaws.com/science-red/

121

Generic Computing-Assisted Geometric Search for Human Design and Origins
DOI: http://dx.doi.org/10.5772/intechopen.86809



s3fs-public/atoms/files/0-AGs-
MEPAG%20Report%20to%20PAC%
2002-2018_v02%3DTAGGED.pdf
[Accessed: 23 February 2018]

[16] Outer Planet Assessment Group.
Findings of the Outer Planets
Assessment Group (OPAG) from the
meeting in Atlanta, hosted by Georgia
Tech, on February 22-23, 2017. [Online].
Feb 22-23, 2017. Available from: https://
www.lpi.usra.edu/opag/meetings/feb
2017/findings.pdf

[17] International MSR Objectives and
Samples Team (iMOST), Beaty DW,
Grady MM, MCSween HY, Sefton-Nash
E, Carrier BL, et al. The potential
science and engineering value of
samples delivered to earth by Mars
sample return. Meteoritics & Planetary
Science. 2019;54(3):667-671

[18] Rummel JD, Beaty DW, Jones MA,
Bakermans C, Barlow NG, Boston PJ,
et al. A new analysis of Mars “special
regions”: Findings of the second
MEPAG special regions science analysis
group (SR-SAG2). Astrobiology. 2014;
14(11):887-968

[19] Cabriol NA. The coevolution of life
and environment on Mars: An
ecosystem perspective on the robotic
exploration of biosignatures.
Astrobiology. 2018;18(1)

[20] Hays LE, Graham HV, Des Marais
DJ, Hausrath EM, Horgan B, McCollom
TM, et al. Biosignature preservation and
detection in Mars analog environments.
Astrobiology. 2017;17(4):363-400

[21] Belz A, Cutts J, Barengoltz J, Beaty
D, Beauchamp P, Buxbaum K, et al.
Planetary Protection and Contamination
Control Technologies for Future Space
Science Missions. NASA Jet Propulsion
Laboratory, Solar System Exploration
Directorate, JPL D—31974. 2005.
Technical Report, Original Issue June
2005, pp. 1-76

[22]Woo M. Better sequencing tech may
help keep planets clean. Proceedings of
the National Academy of Sciences of the
United States of America. 2018;115(11):
2542-2544

[23] Periola AA, Falowo OE. Intelligent
cognitive radio models for enhancing
future radio astronomy observations.
Advances in Astronomy, Hindawi. 2016;
2016:1-15. Article ID 5408403. DOI:
10.1155/2016/5408403

[24] Periola AA, Falowo OE.
Interference protection of radio
astronomy services using cognitive
radio spectrum sharing models. In:
European Conference on Networks and
Communications; Paris, France. 2015.
pp. 86-90

[25] Wickramansinghe NC,
Wickramaninghe DT, Steele EJ. Comets,
Enceladus and Panspermia.
Astrophysics and Space Science. 2018;
363(244):1-7

[26] Korthof G, Fred Hoyle’s The
Intelligent Universe—A summary &
review. Available from: http://
wasdarwinwrong.com/kortho47.html.
March 5, 2006

[27] Westerhoff HV, Brooks AN,
Simeonidis E, Contreras RG, He F,
Boogerd FC, et al. Macromolecular
networks and intelligence in
microorganisms. Frontiers in
Microbiology. 2014;5:1-17. Article 379

[28] Majumdar S, Pal S. Information
transmission in microbial and fungal
communication: From classical to
quantum. Journal of Cell
Communication and Signaling. 2018;12:
491-502

[29] Lyon P. The cognitive cell: Bacterial
behavior reconsidered. Frontiers in
Microbiology. 2015;6:1-18. Article 264

[30] Tait AW, Gagen EJ, Wilson SA,
Tomkins AG, Southam G. Microbial

122

Planetology - Future Explorations

populations of stony meteorites:
Substrate controls on first colonizers.
Frontiers in Microbiology. 2017;8:1-14.
Article 1227

[31] Worth RJ, Sigurdsson S, House CH.
Seeding life on the moons of the outer
planets via lithopanspermia.
Astrobiology. 2013;13(12):1155-1165

[32] Steffen JH, Li G. Dynamical
considerations for life in multi habitable
planetary systems. The Astrophysical
Journal. 2016;816(2):1-10

[33] Veras D, Armstrong DJ, Blake JA,
Marcos JFG, Jackson AP, Schaeffer H.
Dynamical and biological Panspermia
constraints within multi-planet
exosystems. Astrobiology. 2018;18(9):
1-17. DOI: 10.1089/ast.2017.1786

[34] Wickramasinghe C. Astrobiology
and Panspermia—Life from space.
February 2009 © 2009 The Biochemical
Society. 2009; pp. 40-44

[35] Nicholson WL. Ancient micronauts:
Interplanetary transport of microbes by
cosmic impacts. Trends in Microbiology.
2009;17(6):243-250

[36] Waltz E. Biocomputer and memory
built inside living bacteria. IEEE
Spectrum. 2017. Available from: https://
spectrum.ieee.org/biomedical/devices/
biocomputer-and-memory-built-inside-
living-bacteria

[37] Kendon V, Sebald A, Stepney S.
Heterotic computing: Exploiting
hybrid computational devices.
Philosophical Transactions A. 2015;
373(2046):1-6

[38] Wilson ML, Tchantchaleishvili V.
The importance of free and open source
software and open standards in modern
scientific publishing. Publication. 2013;
1:49-55. DOI: 10.3390/
publications1020049

[39] Open Compute Project.
Contributions. Available from: https://
www.opencompute.org/contributions

[40] Microsoft Azure. Hardware
Innovation for the Cloud-Reimagining
hyperscale, open-source hardware
development that is shared across the
industry. Available from: https://azure.
microsoft.com/en-in/global-
infrastructure/hardware-innovation/.
2019

[41] Sofar. Ocean Sensors and Drones
Made Easy. Available from: https://
www.sofarocean.com/

[42] Kubos. An Open source platform for
satellites. Available from: https://github.
com/kubos/kubos. 2019

[43] NASA. Virtual Adapt. Available
from: https://github.com/nasa/Virtua
lADAPT. 2019

[44] Duley J. NASA. code.nasa.gov.
Available from: https://code.nasa.gov/

[45] Opensatellite. Opensatellite.github.
io. Available from: https://github.com/
opensatellite. 2009

[46] UPSat. The first open source
satellite : A QB50 cubesat by Libre Space
Foundation & University of Patras.
Available from: https://upsat.gr. 2016

[47] Github. Libre Space Foundation.
Available from: https://github.com/libre
spacefoundation. 2019

[48] Libre Space Foundation. Claim
Space, the Libre Way: Free and
Accessible Space for all Creating Open
Source space technologies. Available
from: https://libre.space/

[49] SatNOGS. SatNOGS-Open Source
global network of satellite ground-
stations. Available from: https://satnogs.
org/

123

Generic Computing-Assisted Geometric Search for Human Design and Origins
DOI: http://dx.doi.org/10.5772/intechopen.86809



s3fs-public/atoms/files/0-AGs-
MEPAG%20Report%20to%20PAC%
2002-2018_v02%3DTAGGED.pdf
[Accessed: 23 February 2018]

[16] Outer Planet Assessment Group.
Findings of the Outer Planets
Assessment Group (OPAG) from the
meeting in Atlanta, hosted by Georgia
Tech, on February 22-23, 2017. [Online].
Feb 22-23, 2017. Available from: https://
www.lpi.usra.edu/opag/meetings/feb
2017/findings.pdf

[17] International MSR Objectives and
Samples Team (iMOST), Beaty DW,
Grady MM, MCSween HY, Sefton-Nash
E, Carrier BL, et al. The potential
science and engineering value of
samples delivered to earth by Mars
sample return. Meteoritics & Planetary
Science. 2019;54(3):667-671

[18] Rummel JD, Beaty DW, Jones MA,
Bakermans C, Barlow NG, Boston PJ,
et al. A new analysis of Mars “special
regions”: Findings of the second
MEPAG special regions science analysis
group (SR-SAG2). Astrobiology. 2014;
14(11):887-968

[19] Cabriol NA. The coevolution of life
and environment on Mars: An
ecosystem perspective on the robotic
exploration of biosignatures.
Astrobiology. 2018;18(1)

[20] Hays LE, Graham HV, Des Marais
DJ, Hausrath EM, Horgan B, McCollom
TM, et al. Biosignature preservation and
detection in Mars analog environments.
Astrobiology. 2017;17(4):363-400

[21] Belz A, Cutts J, Barengoltz J, Beaty
D, Beauchamp P, Buxbaum K, et al.
Planetary Protection and Contamination
Control Technologies for Future Space
Science Missions. NASA Jet Propulsion
Laboratory, Solar System Exploration
Directorate, JPL D—31974. 2005.
Technical Report, Original Issue June
2005, pp. 1-76

[22]Woo M. Better sequencing tech may
help keep planets clean. Proceedings of
the National Academy of Sciences of the
United States of America. 2018;115(11):
2542-2544

[23] Periola AA, Falowo OE. Intelligent
cognitive radio models for enhancing
future radio astronomy observations.
Advances in Astronomy, Hindawi. 2016;
2016:1-15. Article ID 5408403. DOI:
10.1155/2016/5408403

[24] Periola AA, Falowo OE.
Interference protection of radio
astronomy services using cognitive
radio spectrum sharing models. In:
European Conference on Networks and
Communications; Paris, France. 2015.
pp. 86-90

[25] Wickramansinghe NC,
Wickramaninghe DT, Steele EJ. Comets,
Enceladus and Panspermia.
Astrophysics and Space Science. 2018;
363(244):1-7

[26] Korthof G, Fred Hoyle’s The
Intelligent Universe—A summary &
review. Available from: http://
wasdarwinwrong.com/kortho47.html.
March 5, 2006

[27] Westerhoff HV, Brooks AN,
Simeonidis E, Contreras RG, He F,
Boogerd FC, et al. Macromolecular
networks and intelligence in
microorganisms. Frontiers in
Microbiology. 2014;5:1-17. Article 379

[28] Majumdar S, Pal S. Information
transmission in microbial and fungal
communication: From classical to
quantum. Journal of Cell
Communication and Signaling. 2018;12:
491-502

[29] Lyon P. The cognitive cell: Bacterial
behavior reconsidered. Frontiers in
Microbiology. 2015;6:1-18. Article 264

[30] Tait AW, Gagen EJ, Wilson SA,
Tomkins AG, Southam G. Microbial

122

Planetology - Future Explorations

populations of stony meteorites:
Substrate controls on first colonizers.
Frontiers in Microbiology. 2017;8:1-14.
Article 1227

[31] Worth RJ, Sigurdsson S, House CH.
Seeding life on the moons of the outer
planets via lithopanspermia.
Astrobiology. 2013;13(12):1155-1165

[32] Steffen JH, Li G. Dynamical
considerations for life in multi habitable
planetary systems. The Astrophysical
Journal. 2016;816(2):1-10

[33] Veras D, Armstrong DJ, Blake JA,
Marcos JFG, Jackson AP, Schaeffer H.
Dynamical and biological Panspermia
constraints within multi-planet
exosystems. Astrobiology. 2018;18(9):
1-17. DOI: 10.1089/ast.2017.1786

[34] Wickramasinghe C. Astrobiology
and Panspermia—Life from space.
February 2009 © 2009 The Biochemical
Society. 2009; pp. 40-44

[35] Nicholson WL. Ancient micronauts:
Interplanetary transport of microbes by
cosmic impacts. Trends in Microbiology.
2009;17(6):243-250

[36] Waltz E. Biocomputer and memory
built inside living bacteria. IEEE
Spectrum. 2017. Available from: https://
spectrum.ieee.org/biomedical/devices/
biocomputer-and-memory-built-inside-
living-bacteria

[37] Kendon V, Sebald A, Stepney S.
Heterotic computing: Exploiting
hybrid computational devices.
Philosophical Transactions A. 2015;
373(2046):1-6

[38] Wilson ML, Tchantchaleishvili V.
The importance of free and open source
software and open standards in modern
scientific publishing. Publication. 2013;
1:49-55. DOI: 10.3390/
publications1020049

[39] Open Compute Project.
Contributions. Available from: https://
www.opencompute.org/contributions

[40] Microsoft Azure. Hardware
Innovation for the Cloud-Reimagining
hyperscale, open-source hardware
development that is shared across the
industry. Available from: https://azure.
microsoft.com/en-in/global-
infrastructure/hardware-innovation/.
2019

[41] Sofar. Ocean Sensors and Drones
Made Easy. Available from: https://
www.sofarocean.com/

[42] Kubos. An Open source platform for
satellites. Available from: https://github.
com/kubos/kubos. 2019

[43] NASA. Virtual Adapt. Available
from: https://github.com/nasa/Virtua
lADAPT. 2019

[44] Duley J. NASA. code.nasa.gov.
Available from: https://code.nasa.gov/

[45] Opensatellite. Opensatellite.github.
io. Available from: https://github.com/
opensatellite. 2009

[46] UPSat. The first open source
satellite : A QB50 cubesat by Libre Space
Foundation & University of Patras.
Available from: https://upsat.gr. 2016

[47] Github. Libre Space Foundation.
Available from: https://github.com/libre
spacefoundation. 2019

[48] Libre Space Foundation. Claim
Space, the Libre Way: Free and
Accessible Space for all Creating Open
Source space technologies. Available
from: https://libre.space/

[49] SatNOGS. SatNOGS-Open Source
global network of satellite ground-
stations. Available from: https://satnogs.
org/

123

Generic Computing-Assisted Geometric Search for Human Design and Origins
DOI: http://dx.doi.org/10.5772/intechopen.86809



Planetology 
Future Explorations

Edited by Bryan Palaszewski

Edited by Bryan Palaszewski

Over the last 80 years, dreamers, engineers, mission planners, and scientists have 
sought, defined, and created many methods of exploring the solar system. Robotic 
missions to nearly every type of solar system object have been conducted. The data 

from these missions has opened new vistas on the riches of the planets and the 
asteroids. Water and other materials that can help humans survive in space have been 

found in abundance. Human lunar missions have returned with hundreds of kilograms 
of rocky and dusty samples. These samples (regolith) has given us hope that humanity 

will one day colonize the Moon, Mars, and the moons of other planets. Many space 
agencies around the world have shared their information and created collaborations 
for the betterment of all. Interplanetary dreams are part of humanity’s future, those 

dreams will create a future where humanity can begin to flourish throughout the 
planets. This book is a celebration of those dreams.

Published in London, UK 

©  2020 IntechOpen 
©  alex-mit / iStock

ISBN 978-1-78985-341-4

Planetology - Future Explorations

ISBN 978-1-78985-486-2


	Planetology - Future Explorations
	Contents
	Preface
	Chapter1
Introductory Chapter: Planetology

	Section 2
Planetary Exploration
	Chapter2
Technologies for Deviation of Asteroids and Cleaning of Earth Orbit by Space Debris
	Chapter3
Solar System Exploration Augmented by In Situ Resource Utilization: System Analyses, Vehicles, and Moon Bases for Saturn Exploration
	Chapter4
Space Access for Future Planetary Science Missions
	Chapter5
Impact Models of Gravitational and Electrostatic Forces

	Section 3
Computational Musings
	Chapter6
Generic Computing-Assisted Geometric Search for Human Design and Origins


