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Nature and functions of gestures






CHAPTER 1

Introduction

Mika Ishino! and Gale Stam?
Kansai Gaidai University, Kobe University, University of Hyogo!
and National Louis University?

Interest in gesture has existed since ancient times. However up to the twentieth cen-
tury, it was primarily studied in two ways - as it related to rhetoric (from Roman times
to 1700), i.e., how gestures could enhance a speaker’s presentation and as a precursor
of oral language (from 1700 to 1900) for the information it could give about language
evolution (for an extensive discussion of the history of the field of gesture studies, see
Kendon 1982, 2004). It was not until 1941 that gesture began to be studied in a system-
atic manner in human interaction with the ground-breaking work of David Efron
(1941/1972), and it was not until the 1970s with the work of David McNeill (1979, 1981)
and Adam Kendon (1972, 1980) that speech and gesture were viewed as aspects of the
same process (see Kendon 2004, Stam 2006, Stam & McCafferty 2008), and the field of
modern gesture studies was born.

Gestures are ubiquitous and natural in our everyday life, and they convey infor-
mation about culture, discourse, thought, intentionality, emotion, intersubjectivity,
cognition, and first and second language acquisition. Additionally, they are used by
non-human primates to communicate with their peers and with humans. Conse-
quently, the field has attracted researchers from a number of different disciplines such
as anthropology, cognitive science, communication, neuroscience, psycholinguistics,
primatology, psychology, robotics, sociology and semiotics, and the number of mod-
ern gesture studies has grown. The purpose of this volume is to present an overview of
the depth and breadth of current research in gesture. Its focus is on the interdisciplin-
ary nature of gesture, and the twenty-six chapters included in it represent research in
the following areas: the nature and functions of gestures, language development, use in
the classroom and in problem-solving, discourse and interaction, and music and
dance. Before we present the areas of research, we will present an overview of what
gestures are.
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What are gestures?

The term ‘gestures’ has many different meanings, and the gestures that each researcher
examines are not always the same. This, of course, can make cross-researcher com-
parisons difficult at times. Nevertheless, the gestures that each author in this volume
deals with are all visible bodily actions employed intentionally and meaningfully. This
is a broad definition that covers the many different aspects of gestures.

Kendon (1982) has classified gestures into four types: gesticulation, pantomime,
emblem, and sign language. According to the presence or the absence of a language-
like property, McNeill (1992: 37) lined up these four types on a continuum and termed
it ‘Kendon’s continuum. This continuum was later elaborated into four continua by
McNeill (2000, 2005). According to this continuum, gesticulations are “idiosyncratic
spontaneous movements of the hands and arms accompanying speech” and obligato-
rily accompany speech (McNeill 1992: 37). Spontaneous gestures are distinct from
emblems and sign languages in that they are not regulated by convention and are glob-
al, “the meanings of the parts are determined by the whole” and synthetic, “different
meaning segments are synthesized into a single gesture” (McNeill 1992: 41). Spontane-
ous gestures are synchronous with speech and often occur with elements of high com-
municative dynamism, i.e., contrastive, focused or new information (McNeill 1992,
2002). In addition, their strokes tend to co-occur with prosodic peaks (Nobe 1996,
1998). They perform the same pragmatic functions as speech (Kendon 1980, McNeill
1992). These gestures and their co-occurring speech can represent the same entities, or
they can complement each other, where the gestures indicate an aspect present in the
speaker’s thought, but not expressed through speech.

Spontaneous gestures serve many functions (Stam 2006, in press; Stam & McCaf-
ferty 2008) and may serve several functions simultaneously (Heath 1992). They may
add information that is not present in individuals’ speech or emphasize information
that is there (Goldin-Meadow 1999, McNeill 1992). They may serve to lighten speak-
ers’ cognitive load (Goldin-Meadow et al. 2001) and improve their performance in
other areas. They may help speakers organize spatial information for speaking and
aid in the conceptual planning of speech (Alibali et al. 2001). They may also indicate
transition in cognitive and language development (Goldin-Meadow & Alibali 1995,
Goldin-Meadow & Butcher 2003, Iverson & Goldin-Meadow 2005). In addition, they
may be used to retain turns during conversation (Duncan 1972), and listeners may
gesture to indicate their active involvement in the conversation (de Fornel 1992). Fi-
nally, gestures may indicate speech production difficulties (Feyereisen 1987) and fa-
cilitate lexical retrieval (Butterworth & Hadar 1989, Hadar & Butterworth 1997,
Krauss & Hadar 1999, Krauss et al. 1995, Morrel-Samuels & Krauss 1992, Stam 2001,
in press).

Emblems are culturally codified gestures and include such gestures as the ‘OK
sign’ and the ‘two-thumbs-up sign’ in the United States or the Dutch gesture for lekker
‘tasty, yummy’ (flat hand moving back and forth roughly parallel to the head at a small
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distance, 1-2 inches from the ear). The semantic contents of emblems are understand-
able without speech, though they can co-occur with speech (Morris, Collett, March, &
O’Shaughnessy 1979). Emblems are signs, and they have “standards of well-formed-
ness” and “the OK sign must be made by placing the thumb and index finger in con-
tact” (McNeill 1992: 38). Furthermore, they are not part of language in that they do not
have syntax as sign languages do. Many emblems go back to Roman times (Morris et al.
1979), and the same form may have various meanings as well as different meanings in
different cultures. Emblems are learned gestures and are, therefore, teachable (for re-
views and studies on emblems, see Brookes 2001, Calbris 1990, Ekman & Friesen 1969,
Kendon 1981, Morris et al. 1979, Ricci Bitti & Poggi 1991).

With pantomime, we find meaningful gestures that are by definition never accom-
panied by speech. Pantomimes can depict objects, actions or an entire story. These are
the types of gestures people make when they are playing a game like charades or when
they are asked to explain an action without speech.

Sign languages, such as American Sign Language (ASL), are full-fledged languages.
They are composed of signs which are codified gestures that have linguistic properties
and are equivalent to lexical words (McNeill 2005). While it is possible to speak while
signing, sign language can be fully understood without speech.

Some authors in this volume deal with gestures which spontaneously co-occur
with speech, while others deal with gestures which do not accompany speech. The
contrast between those gestures that occur with speech and those that occur without
have important implications for the essence of what gestures are.

Typology and coding

Spontaneous gestures can be analyzed in terms of their semiotic properties, and sev-
eral different classification systems have been developed for categorizing them (Bavelas
1992, Cosnier 1982, Cosnier & Brossard 1984, Cosnier & Vaysse 1997, Efron 1941/1972,
Ekman & Friesen 1969, Freedman 1972, McNeill 1992, McNeill & Levy 1982). The
majority of these are variations of Efron’s (1941/1972) original system of batons, ideo-
graphs, deictics, physiographs, and emblems (for a detailed discussion of the various
classification systems, see McNeill 1992; Kendon, 2004; Rimé & Schiaratura 1991).
The system adopted by many authors in this volume is in line with that of Kendon or
McNeill.

In relation to their form and meaning, McNeill (1992, 2005) has classified co-
verbal spontaneous gestures into four major categories: (1) iconics (2) metaphorics
(3) beats and (4) deixis. Gestures that provide “a representation of the content of an
utterance” are termed representational gestures (Kendon 2004: 160) and include icon-
ic and metaphoric gestures. Iconic gestures express images of actual objects and/or
actions. Metaphoric gestures, on the other hand, express images of the abstract. Beats
stress important words with baton-like movements that are timed to occur with
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thematic content in discourse and do not depict any imagery. Beats can, however, be
superimposed upon iconic or metaphoric gestures. Importantly, beats often manifest
pragmatic significance despite their simplicity in form and/or movement. They occur
at the meta-level of discourse and highlight information: they may introduce new
characters and new themes, summarize action, and accompany repairs. Deictic ges-
tures are not representational; they are pointing movements. Depending on the exis-
tence or the presence of their referents, pointing (or deictic) gestures are classified into
two types: concrete and abstract deixis (McNeill, Cassell, & Levy 1993). Concrete deix-
is makes a reference to physically present entities while abstract deixis are points di-
rected towards a seemingly empty space. McNeill, Cassell, and Levy (1993) found that
abstract deixis provides new references in space. Contrastively, concrete deixis conveys
a reference in its generation. Claiming that “none of these categories is truly categori-
cal;” McNeill (2005: 41) has advocated that gestures be analyzed in terms of dimen-
sions, i.e., iconicity, metaphoricity, temporal highlighting, deixis, and social interactiv-
ity rather than types because a single gesture often shows multiple dimensions. While
emphasizing that it is not easy to determine which categories are dominant or subor-
dinate and that in some gestures, each dimension is not equally displayed, McNeill
(2005) introduces the notion of saliency. McNeill mentions that saliency is of theo-
retical interest and has an impact on the occurrence of “the kind of imagery that oc-
curs” through gesture (McNeill 2005: 43). This claim by McNeill is confirmed in some
of the chapters in this volume which employ his typology of gestures.

Areas of research

The research in this volume is divided into six sections or themes: the nature and func-
tions of gesture, first language development and gesture, second language effects on
gesture, gesture in the classroom and in problem-solving, gesture aspects of discourse
and interaction, and gestural analysis of music and dance.

Nature and functions of gestures

As previously mentioned, gestures are multifunctional: some communicate (Kendon
1994), while others serve cognitive functions. What can be said about the nature of
gestures is very much dependent on the paradigm in which they are studied. The chap-
ters in the first section provide us with more insight into the nature and various func-
tions of gesture and give us several models for future gesture research. The studies
themselves include gestures that accompany speech as well as those that do not.

Erica A. Cartmill and Richard W. Byrne (Chapter 2) analyze gestures of twenty-
eight captive orangutans and show that there are some tight relationships between
gesture forms and meanings and that non-human primates can communicate their
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intentions with one another through gestures. In Chapter 3, David McNeill and Claudia
Sowa present evidence from a study in which speech was prevented. Their study sheds
light on the ontogenesis of morphemes of gestures as well as the functions of gestures.
They demonstrate that in the absence of speech, participants’ gestures become more
like a language (segmented and analytic) with morphemes (i.e., parings of forms and
meaning), syntagmatic values, and standards of form emerging unlike the gestures
that co-occur with speech.

Janet Bavelas, Jennifer Gerwing, Meredith Allison, and Chantelle Sutton
(Chapter 4) report on a micro-analysis they conducted of grounding steps in dyadic
dialogues. Their study shows that participants in discourse make use of abstract point-
ing gestures to accumulate common ground and indicate understanding. They suggest
that their method of analysis could be useful for future research in the understanding
of gestures in different situations. In Chapter 5, Autumn Hostetter, Martha Alibali, and
Sheree Schrager examine whether speakers’ motivation to communicate has an impact
on the rate or size of the gestures speakers produce. They find that there is no effect on
the frequency of gestures; however, there is an effect on the size of the gestures. Speak-
ers produced a higher proportion of larger gestures when they want their interlocutors
to cooperate with them. Their findings suggest that speakers vary the size of their ges-
tures based on whether they want to communicate information clearly or not.

Katharina Hogrefe, Wolfram Ziegler, and Georg Goldenberg (Chapter 6) present a
method, the Hamming Distance, for the analysis and transcription of the physiological
and kinetic aspects of hand gestures that does not rely on the analysis of the concurrent
speech. This method provides gesture researchers a way to measure in how many for-
mal features two gestures differ from each other. Furthermore, they argue that applica-
tion of this method opens up the potential to conduct quantitative analyses of gestures
and is useful when analyzing the data of individuals with severe language disorders.

Many gesture researchers assume that speech and gesture of one person is an inte-
gral unit of thinking. Maria Graziano, Adam Kendon, and Carla Cristilli (Chapter 7)
argue that speech and gesture among interlocutors is a unified unit of thinking, and
they call gestures repeated completely or partially by an interlocutor ‘parallel gestur-
ing’ Based on the claim that such ‘parallel gesturing’ is a gesture-speech ensemble
(Kendon 2004), a single-unit of production, they describe parallel gesturing in adult-
child conversations and show that parallel gesturing in adult-child conversations
serves as a way for interlocutors to show their understanding of the speaker’s utterance
and alignment to the other’s expressive style. Furthermore, they suggest that just as
children must acquire adult pronunciation, they must also acquire adult gestures to fit
within the gesturing style of their community.

First language development and gesture

The section on first language development and gesture includes research on children
from infancy through school age. Researchers in this area work from the assumption
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that the gestures children produce serve as a window onto their cognitive and/or first
language development. Claire Vallotton (Chapter 8) shows that preverbal infants as
early as 9 months can create gestural sentences and as early as 10 months can reply to
a caregiver’s gesture and converse in the gestural mode. Maria Fusaro and Claire
Vallotton (Chapter 9) examine infant signs and their environment and find that in-
fants begin to produce gestures modeled by their caregivers when they are about ten
months of age. Maria Zammit and Graham Schafer (Chapter 10) suggest that child-
directed communication is systematically modified both linguistically and gesturally
because it scaffolds language learning. Mats Andrén (Chapter 11) shows that parents
give significantly more elaborated responses when children performed sustained index
finger pointing gestures, and in so doing, he also raises a question of timing of gesture
phases. Seyda Ozgaliskan and Susan Goldin-Meadow (Chapter 12) observe the spon-
taneous gestures of children interacting with their parents from 14 to 34 months of age
and find that the number and types of iconic gestures that children produce signifi-
cantly increase around 26 months.

Kazuki Sekine (Chapter 13) investigates the development of spatial perspectives in
preschool age children by looking at how children use gestures in route descriptions,
i.e. whether they used a survey map perspective which views the environment from a
fixed, single viewpoint or a route map perspective which takes the form of an imaginary
journey. His findings suggest that an understanding of the environment from a bird’s-
eye viewpoint and the use of a survey map perspective is available as early as 5 years of
age, an age much younger than was originally thought such a perspective was acquired,
around 8 to 9 years of age. Focusing on the use of representational gestures in narra-
tives, Olga Capirci, Carla Cristilli, Valerio De Angelis, and Maria Graziano (Chapter 14)
analyze how children develop their competence in the formal and semantic aspects of
gesture. They show that there are formal and semantic properties of gesture children
have to acquire in order to develop their communicative competence. In addition, they
argue that gesticulation and sign languages, previously identified as the two extremes
of “Kendon’s Continuum,” share some characteristics in common. Hannah Sowden,
Mick Perkins, and Judy Clegg (Chapter 15) present a case study of a child with Autistic
Spectrum Disorder (ASD), age 2:6 years, interacting with his teacher. As mentioned
earlier, speech and gesture is assumed to be an integral unit. However, in children with
autism, the development of both language and gesture is impaired. Sowden, Perkins,
and Clegg investigate gesture forms, discourse functions of the gestures and the dy-
namic nature of gesture form and function in the interaction between the child with
ASD and the teacher and find that in the beginning the teacher makes use of deictic
gestures in order to draw the child’s attention and the child immediately imitates the
teacher’s gestures. Additionally, Sowden, Perkins, and Clegg find that the teacher pro-
duces iconic and emblematic gestures in the later phase in the interaction and the child
with ASD imitates them as well. They argue that the child’s gestures serve a back-
channeling function to display his engagement in the interaction.
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Second language effects on gesture

The two chapters in the section second language effects on gesture investigate how speak-
ing more than one language affects gesture use. Meghan Zvaigzne, Yuriko Oshima-Ta-
kane, Fred Genesee, and Makiko Hirakawa (Chapter 16) investigate whether the presence
of mimetics (sound-symbolic words) in language influences children’s verbal and gestural
descriptions by conducting a cross-linguistic comparison of cartoon narrations by Japa-
nese and French monolingual and bilingual children. While Japanese is rich in mimetics,
French is not. The results of their study suggest that the presence of mimetics in Japanese
has an impact on co-speech gesture use in the course of the description of motion events;
however, this was more evident in the monolingual children than the bilingual ones. Ken-
dra Newbury (Chapter 17) examines the emblematic gesture use of border bilinguals in
northern Uruguay, where Portuguese, the traditional language, is being supplanted by
Spanish, the national language. She finds that as the speakers shift languages, they also
shift emblematic gestures, but that the gesture shift lags behind the linguistic shift.

Gesture in the classroom and in problem-solving

The role that gestures play in communication and cognitive processes both in the
classroom and during problem-solving is explored in this section. Susan Gerofsky
(Chapter 18) offers an observational analysis of students’ elicited gestures of graphs of
mathematical functions. Her results show that the students who internalize the graphs
and make large gestures are more able to notice mathematically salient features than
those whose gestural motions are more restricted. She claims that these findings have
implications for the teaching of mathematics in secondary schools. Mitchell Nathan
and Martha Alibali (Chapter 19) demonstrate that teachers facilitate intersubjectivity
or common ground by their use of gestures in the classroom during conversational
repairs and the presentation of a novel (target) representation. They point out that this
is done through both linking gestures and gestural catchments. They stress both the
personal and social roles that gestures play in establishing intersubjectivity.

Mingyuan Chu and Sotaro Kita (Chapter 20) investigate how gestures reveal the
process of problem solving in mental rotation tasks and what role gestures play in the
development process. Their results show that when adults solve new problems with
regard to the physical world, they experience deagentivization and internalization pro-
cesses which are similar to the processes that young children experience. In the prob-
lem-solving task, adults first simulate the manual manipulation of the stimulus through
gestures and then are eventually able to solve the problem without gestures.

Gesture aspects of discourse and interaction

The chapters in this section present evidence of how gestures vary in discourse and
interaction. Stephani Foraker (Chapter 21) examines how information structure in
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discourse is reflected in gestures and whether speakers use different gestures in their
presentation of new and given information in discourse. Her study shows that the
function of gestures produced reflect differences between new and given information.
Katie Wilkin and Judith Holler (Chapter 22) also investigate how gestures reflect infor-
mation structure in discourse and common ground. Their findings suggest that com-
mon ground, i.e., definite articles in their study, is associated mainly with iconic ges-
tures and action information, and no common ground, i.e., indefinite articles, mainly
with abstract deictic gestures and entity information.

Claire Maury-Rouan (Chapter 23) examines nonverbal parameters of reported
speech and perspective shifts and finds that prosodic cues, head movements, posture
shifts, and facial expressions mark reported speech. Furthermore, her findings suggest
that a shift in posture, typically a shift in head position mark perspective shifts. Adopt-
ing the framework of conversational analysis, Lorenza Mondada and Florence Oloft
(Chapter 24) study overlaps in turn-taking. They show how speakers use gestures to
display their treatment of different kinds of overlap as being more or less problematic,
and whether a speaker continues to gesture is dependent on whether the overlap is
viewed as collaborative or competitive. They argue that overlaps need to be looked at
from a multimodal perspective as it provides a better understanding of how partici-
pants use all resources to manage their talk-in-interaction.

Gestural analysis of music and dance

The two chapters in the section gestural analysis of music and dance provide examples of
the type of research that is being done on gesture and the arts. Isabella Poggi (Chapter 25)
observes and analyzes a choir conductor’s multimodal behavior and his social interac-
tion in music performance. She points out that a conductor as the leader of the choir
must pursue common goals shared by the singers and himself to perform beautiful mu-
sic. Using an annotation scheme, Poggi shows that bodily behavior and facial expres-
sions such as gaze, eye and mouth movements of the conductor play a significant role in
his pursuing these goals while conducting. Ellen Campana et al. (Chapter 26) describe
an interactive art installation, Handjabber, which uses a Laban framework of movement
to analyze how people use their bodies to communicate and collaborate. They discuss
technical aspects of the installation as well as their experience using the installation to
explore participants’ metaphoric gestures, body orientation, and interpersonal space.

Conclusion
A wide range of research from various disciplines is represented in this volume. Al-

though it does not cover all fields of current gesture research such as sign languages,
neurolinguistics, and artificial intelligence/robotics, it provides a flavor of the type of
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research that is currently being done on gesture and its interdisciplinary nature. We
hope that you enjoy reading the research and are inspired to do some yourself.
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CHAPTER 2

Addressing the problems of intentionality
and granularity in non-human primate gesture
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Any study of communicative gesture must identify which movements are
purposeful (intentionality) and which examples of movements should be
grouped into a single gesture (granularity). Where researchers studying

human gesture are aided by linguistic context, researchers studying non-
human primates must rely on their subjects’ movements alone to address these
questions. We propose an approach to intentionality and granularity in non-
human primate gesture based first on the possibility that only some, but not all
individuals that use particular movements do so as intentional gestures, and
second on the premise that gestures found to have specific meanings reflect real-
world distinctions made by the animals. We apply this approach to the behavior
of 28 captive orangutans and identify 64 distinct gestures, 29 of which have
specific, predictable meanings.

Introduction

The study of gesture in non-human primates (hereon “primates”) presents challenges
beyond those encountered in the study of human gesture. Accompanying speech or
conversational context can be used to interpret the meanings of human gesture (Iverson
& Goldin-Meadow 1998), and it may actually be impossible to understand the mean-
ings of human gestures if they are removed from their spoken context (McNeill 2000).
Primate gestures, however, are not produced within a known linguistic framework; it
is thus difficult to determine their meanings. Here, we discuss some of the special chal-
lenges facing students of primate gesture and propose a systematic approach to study-
ing meanings of gestures. We advocate locating each example of gesture within its
communicative and social context, taking into account the behavior of both the ges-
turer and recipient in communicative exchanges of varying length. We begin by de-
scribing two of the most difficult questions facing gesture researchers — (1) how does
one know whether a movement is communicative (intentionality), and (2) how does
one know whether a set of examples constitutes a single gesture (granularity). We
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explain how these problems are approached in human gesture research and suggest
how they might be addressed in primate gesture research. To answer the first of the
two questions, we describe an analysis of intentionality based on the behavior of each
individual; this allows for the possibility that some but not all individuals that use a
particular movement do so as a communicative gesture. To answer the second ques-
tion, we argue that potential gestures exist as meaningful signals for the individuals
who use them if they show predictable meanings across multiple examples.

We use findings from our 3-year study of orangutans to illustrate the effective-
ness of an individual, context-based approach to studying primate gesture. Our gen-
eral methodology centers around a study of meaning, based on both the goal of the
gesturer and the outcome of the exchange, and includes gestures produced on their
own as well as during extended social interactions. Our focus on identifying specific
meanings in primate gestures may come as a surprise to those familiar with other
work on ape gesture. Most recent studies of ape gesture have focused on the relative
flexibility of gestures compared to vocalizations, and have used this contextual flexi-
bility to support gestural origin theories of language evolution (see Arbib et al. 2008,
Call & Tomasello 2007, Pollick & de Waal 2007). The ability to employ gestures flex-
ibly in different ways rather than automatically in response to stimuli demonstrates
that apes use gestures intentionally. However, if gestures are used so flexibly that there
is no predictable relationship between form and meaning, then they are not used in-
tentionally fo communicate something. Our approach to gesture meaning measures
the probability that a particular form is successful at achieving a particular social
goal: gestures that very frequently achieve a particular goal are deemed to have that
meaning. Redirecting the discussion of ape gesture from flexibility to meaning will
open up new comparisons to human language and will allow researchers to test the
way in which they define ape gestures.

Identifying intentional gestures

Researchers studying human gesture determine that movements are gestures by re-
quiring that they be part of a communicative act (Iverson & Goldin-Meadow 1998,
Kendon 2004). When produced concurrently with speech, the communicative nature
of the act is clear. When produced in isolation, clues such as eye contact are used to
determine that the gesture itself is communicative (Goldin-Meadow 2004), though
discourse-level analysis renders this a fairly straightforward task since solitary gestures
are most often contextualized within a larger spoken exchange. Primate researchers,
on the other hand, must identify which movements are gestures without the help of an
overt communicative context.

Since non-effective movements in primates are typically produced without ac-
companying vocalizations, researchers must determine whether potential gestures
themselves constitute a communicative act, relying on social clues and evidence within
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the movements to identify communicative intentions. Eye contact, body orientation,
response waiting, and persistence are all used as evidence for intentionally communi-
cative gesturing (Call & Tomasello 2007, Genty et al. 2009, Pika et al. 2005).

But complicating the question of intentionality is the possibility that a movement
used by one individual as an intentional gesture might also be used by another, but in
a non-intentional way. Our approach to intentionality builds on previous work that
attempted to identify the intentionality of primate gestures according to strict criteria
(see Call & Tomasello 2007); we make the important addition of requiring that inten-
tionality be identified in each individual’s use of a particular gesture. Previously, (see
Liebal et al. 2004, Liebal et al. 2006, Pika et al. 2003, Pika et al. 2005) it has been as-
sumed that if a gesture were used intentionally by one or a few individuals, then it was
an intentional gesture for all individuals. Like Genty et al. (2009), we exclude all ex-
amples of a gesture made by individuals who did not show at least one clearly inten-
tional use of that gesture, thereby allowing for the possibility that some individuals in
a population might use a movement as an intentional gesture and some might not.

Addressing the granularity of analysis

To identify meaningful gestures, researchers studying both human and primate ges-
ture must address the question of how to categorize individual examples into defin-
able, meaningful gestures. The way in which a movement sequence is segmented into
analyzable units and how those units are categorized into definable gestures (i.e. the
“granularity” of analysis) will affect what types of analyses are possible and may sig-
nificantly impact the conclusions of the study. On the one hand, finely dividing com-
plex movements allows for a more detailed analysis of timing and subtlety of meaning.
This analysis is effective in revealing the tight association between speech and move-
ment in human discourse (e.g. McNeill 1992), but risks overlooking broad common-
alities in form by focusing too closely on the specific gestural elements and is too labo-
rious to apply to large datasets. On the other hand, considering complex movements
as whole units (on a level somewhat analogous to noun or verb phrases in speech) is
simpler and is successful in identifying commonalities across many examples
(e.g. Goldin-Meadow 2003), but risks defining gesture types too generally to reveal
much specificity in meaning.

Imagine, for example, if we were to group all oscillating movements of the head
into a single gesture type. In this case, nodding and shaking the head would be consid-
ered to be the same gesture, and we would conclude that it had a very ambiguous
meaning. The possibility of making this type of error affects both human and primate
gesture researchers who must therefore keep the problem of granularity in mind when
attempting to determine which movements constitute definable gestures and have par-
ticular meanings.
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Researchers studying primate gesture must tackle the problem of granularity
without accompanying speech providing any clues as to how to segment and catego-
rize movements. If researchers apply too fine a granularity to their definitions of ges-
tures, this would lead to an overestimation of the number of gesture types (Figure 1a).
This overestimation could lead researchers to conclude that some gesture types were
idiosyncratic or limited to highly-specific situations, when a broader analysis would
have ignored these small variations and revealed that all individuals use the same ges-
ture type. Underestimation of gesture types by using too coarse a granularity (Figure 1b)
could similarly overlook important variations in meaning by erring in the other direc-
tion: lumping many different movements into a single type, when the primates them-
selves perceive differences between them.

Figure 1a. Gestures defined by too fine a granularity. (The white circles represent ges-
tures 1 and 2 as perceived and used by a group of primates. The grey boxes represent the
gestures (A, B, C) as defined by a human observer.)

g

Figure 1b. Gestures defined by too coarse a granularity. (The white circles represent ges-
tures 1 and 2 as perceived and used by a group of primates. The grey box represents the
gesture (D) as defined by a human observer.)
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The granularity of gesture definitions is of great importance in assessing whether ges-
tures vary between individuals and whether any gestures carry specific meanings. This
is a problem common to gesture studies of both humans and primates. Accurately
determining the level of analysis is made more complicated by the fact that a struc-
tural variable might make a difference to the definitions of some gestures but not to
others. For example, whether a movement is performed while holding an object has a
large effect in distinguishing reaching from showing an object, but makes no difference
to pointing (which could be done with or without an object in hand).

Although intentionality and granularity must both be separately addressed in any
study of the meaning of primate gestures, they also interact: movements must be de-
termined to be intentional in order to be defined as gestures, and the granularity of
gesture definitions will affect analyses of repertoire size and gesture meanings. Thus,
one way to test the adequacy of the gesture definitions at a particular granularity is to
determine whether any of the observer-defined gestures have distinct meanings. If
they do, it is likely that the granularity of their definitions is not too large. However,
attempts to maximize the specificity of gesture meanings by dividing broadly-defined
gestures into more narrow ones must be balanced by the desire to avoid defining all
gestures as idiosyncratic. If all gestures were defined as idiosyncratic, no further analy-
sis would be possible as each individual’s gestures (or even each instance of an indi-
vidual’s gestures) would be considered unique, and thus distinct from all others.

Granularity and gesture meaning

We propose to address granularity through an assessment of gesture meaning: gestures
with consistent meanings used by several individuals are deemed to have an appropri-
ate level of granularity, and those without consistent meanings are investigated further
to determine whether redefinition of the gesture could increase consistency of mean-
ing. Our attribution of meaning to gestures is systematic and takes into account both
the gesture’s goal and the recipient’s response, a significant departure from analyses of
meaning typical in animal communication studies primarily based on the recipient’s
response (see Hauser 2000). Additionally, we suggest that analysis of meaning should
be based on all types of exchanges involving gesture (single gesture events, longer se-
quences and turn-taking events), whereas some previous studies restricted analyses of
meaning to single gesture-reaction events to simplify identification of recipient re-
sponses (e.g. Genty et al. 2009). Including all types of gestural exchanges in analyses of
meaning is a more naturalistic and more comprehensive approach that should lead to
a more representative account of how gesture is used within non-human populations.

Since our approach to evaluating the granularity of the analysis involves identify-
ing consistency in gesture meanings, it is necessary to identify the meanings of the
gestures as intended and perceived by the study subjects. We did not expect that each
gesture would have a one-to-one correspondence with a particular meaning. However,
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if primates are using gesture as a primary means of communication, then it should be
expected that at least some of their gestures communicate specific meanings. Our
study of orangutan gestures led us to conclude that this is, indeed, the case.

Assessing meaning in orangutan gestures

We began our study of orangutan gesture by opportunistically filming social interac-
tions that occurred amongst 28 orangutans at several European zoos. We first selected
all movements performed in the presence of other orangutans that did not appear to
have a direct function (e.g. reaching towards an object would be included, but picking
it up would not). We then grouped all of these movements into “potential gestures”
according to their similarities along certain structural variables: modality, body part,
movement, force, speed, and use of an object. We then determined which of these
potential gestures were used as intentional communicative signals by applying a strict
set of intentionality criteria to all examples and retaining only those gestures per-
formed by individuals who had used those particular gestures at least once in an inten-
tional manner. We deemed an example of a gesture to be intentional if it was (1) di-
rected towards another, with (2) the objective of obtaining a particular goal, and
(3) employed flexibly rather than as an automatic response to a stimulus (Bruner 1981,
Pika et al. 2005, Tomasello & Call 2007). We used the gaze direction of the signaler
prior to gesturing to determine whether visual and auditory gestures had a specific
recipient. (Tactile gestures were directed at a recipient, by definition.) In order to es-
tablish whether the signaler had an intended goal in gesturing, we looked for evidence
that the signaler “expected” a response from the recipient; measures of expected re-
sponse included response waiting, gaze alternation, persistence, and using modalities
appropriate to the attentional state of the recipient (e.g. visual gestures when the re-
cipient is looking).

To address the issue of whether or not our definitions of gestures accurately ac-
corded with the perceptions of the species (i.e. whether the granularity was right) we
tested our judgments of gesture granularity by comparing gesture form to meaning.
Take the earlier example of grouping nodding and shaking of the head as a single ges-
ture. In this case, one could differentiate nodding from shaking by comparing each
example’s structure to its contextual meaning. Through that juxtaposition, direction of
movement would emerge as a dividing variable, splitting an ambiguous gesture into
two meaningful ones. By attributing meanings to a set of apparently successful orang-
utan gestures and determining whether a particular gesture was consistent in its mean-
ing across examples, we were able to identify ambiguous gestures and reassess our
definitions of those gestures in an attempt to better match the way in which orang-
utans used them.
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A systematic approach to assessing meaning

We propose that the process of working out the meaning of a primate gesture should
combine a measure of gesturer intent with one of recipient response (for more details
on this approach, see Cartmill & Byrne 2010). For each act of gesture, we may be able
to identify both an apparent goal of the gesturing individual and a subsequent reaction
of the recipient. The reaction of the recipient may either fulfill the gesturer’s goal or not
- and may be a lack of response altogether. If a reaction does not fulfill the gesturer’s
goal, he or she might continue to gesture until getting the desired reaction or giving up
entirely (see Genty et al. 2009). We define a recipient reaction that causes the gesturer
to stop gesturing as an interaction outcome (Figure 2a). In interactions consisting of a
single gesture and reaction, the reaction immediately following the gesture is the inter-
action outcome. In longer interactions, the final reaction of the recipient is the interac-
tion outcome for all gestures.

In order to determine whether the interaction outcome satisfied the gesturer’s
goal, the gesturer must be ascribed a goal every time he or she gestures (Figure 2b).
In our study, we ascribed a gesturer goal to each example of gesture based only on (1)
the general context of the exchange (e.g. whether either one was feeding), (2) our
knowledge of the identity of the individuals involved (e.g. whether an infant was
gesturing to her mother), and (3) whether the form of the gesture seemed designed
to effect a particular response (e.g. a pushing gesture would be more likely to indi-
cate a goal of moving another than a hitting gesture would). Our attribution of goals
to gesturers was thus not based on the observed responses in that exchange. This
meant that we could ascribe a goal to a signaler and then be surprised when a non-
expected reaction caused the gesturer to cease gesturing. We did not assume that
every gesture in a sequence shared the same goal, though all shared the same interac-
tion outcome. We also assumed that a gesturer always intended to elicit an active
behavior from a recipient; thus, the goal could never be “no reaction.” The goals we
attributed to gesturers were: Affiliate/Play, Stop action, Sexual contact, Look towards,
Look at/Take object, Share food/object, Co-locomote, or Move away. Once goals had
been attributed to each example of gesture, we defined any examples in which the
presumed goal matched the interaction outcome as having goal-outcome matches
(Figure 2c).

In the example gesture sequence shown in Figure 2¢, gestures 1 and 3 have goal
outcome matches. This means that the gesturer appeared successful in fulfilling her
goal of eliciting a particular reaction from the recipient. If gesture 1 and 3 frequent-
ly had the same goal-outcome match when they were produced by other individuals
or by the same individual at other points, then we would define them as having
meaning.
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Gesturer
Behavior

Recipient
Behavior

Experimenter
Perception

Gesturer
Behavior

Recipient
Behavior

Gesture 1

Gesture 2

Gesture 3

— [stop gesturing]

Figure 2a. Directly observable gestures and reactions in a sequence of gestures.

Share food
(outcome)

Share Food
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Share Food

Gesture 1

Gesture 2

Gesture 3

—>» [stop gesturing]

Share food
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Figure 2b. Gestures, reactions, and experimenter-ascribed goals of the gesturer in a se-

quence of gestures.
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Figure 2c. Goal-outcome matches in a sequence of gestures. Note that both Gesture 1
and Gesture 3 have goal-outcome matches.
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Using meaning to evaluate granularity

Determining that a gesture has meaning provides support for the analysis of granular-
ity: if a gesture is found to have the same goal-outcome match in many examples, then
it is likely that the gesture exists as a meaningful signal for the primates and is not an
artifact of the human observer’s interpretation. A lack of meaning for a gesture does
not necessarily mean that that gesture doesn’t exist. But, if such ambiguous gestures
can be combined or subdivided into non-idiosyncratic, meaningful gestures then it is
likely that the redefined gestures would provide a more accurate reflection of the real-
world gestures. By removing or adding structural variables from the definition of an
ambiguous gesture (thereby increasing or decreasing the granularity of the definition),
it should be possible to achieve a more accurate definition and determine which vari-
ables are important in distinguishing a particular gesture from others.

In our study of orangutan gestures, we used goal-outcome matches as a means of
investigating gesture meaning as well as testing the granularity of our definitions. Once
we had applied intentionality criteria to all examples of gestures and reduced our data-
set to only intentionally-communicative movements, we found that more than half of
all observed gestures had goal-outcome matches. Importantly, only 15% had outcomes
that conflicted with the presumed goal of the gesturer, the other non-matching cases
occurred when the recipient did not respond to the gesturer or looked away.

We defined three degrees of observable meaning for gestures — tight, loose, and
ambiguous — based on how frequently they were used with a single goal-outcome
match (Cartmill 2008, Cartmill & Byrne 2010). All gestures with tight and loose mean-
ings had one of six meanings: Affiliate/Play, Stop action, Look at/Take object, Share
food/object, Co-locomote, and Move away. Where gestures had either loose meanings
or were ambiguous, we investigated further in the hope that we could redefine the
gestures so as to identify gestures with tight meanings from among the range of ambi-
guity. We considered including new variables in the definitions, prioritizing different
variables, or combining existing gesture types. We found that almost all of the loose or
ambiguous meaning gestures in our sample could be redefined by taking into account
one of these variables so that a subset of the examples could be defined as a new ges-
ture with a tight meaning. The possibility of new definitions indicated that our original
definitions did not always reflect orangutans’ perceptual distinctions between gestures.
This demonstrates that human observers are liable to make unreliable judgments about
what is and is not a gesture in another species and that corrective processes to observ-
ers first attempts can be very valuable.

Though it would have been possible for us to redefine most ambiguous gestures by
adding additional structural or social variables, doing so would have resulted in many
gestures that were idiosyncratic or were restricted to certain age pairings. We reasoned
that social variables in particular — such as the gesturer’s identity, age, and relationship
to the recipient — should not be used to redefine gestures, since they affected the use of
gestures (particularly their effectiveness), but not their forms. We decided to create
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Potential gestures

(1581 examples) . .
Intentional gestures le‘é};t meanings
/ (1344 examples) _\ (29 gestures)

Too infrequent
(24 gestures)

Ambiguous
Loose meanings (4 gestures)
(7 gestures)

N\ ./

Figure 3. Frequencies of examples of intentional gestures and goal-outcome matches.
Examples of goal-outcome matches consist of 64 gestures, categorized into those with
tight meanings (29), loose meanings (7), ambiguous meanings (4), and those too infre-
quent to analyze further (24).

only two new gestures by including the variable “target location” (the place towards
which a gesture is directed). When target location was included in the set of defining
variables, two new gestures could be defined as having tight meanings. After redefin-
ing these gestures, our final set of orangutan gestures consisted of 64 intention-
al gestures, 29 of which had tight meanings, 7 of which had loose meanings, and 4 of
which were ambiguous (for examples of specific gestures and their meanings, see Cart-
mill & Byrne 2010). The remaining 24 gestures were observed fewer than four times
during the study and were deemed to be too infrequent to be included in the analysis
of meaning. Figure 3 illustrates our process of narrowing down the observed move-
ments to identify meaningful gestures.

Conclusion

Our approach to studying non-human gesture helps address the problems of intention-
ality (how do you know whether a movement is communicative?) and granularity
(how do you know whether a set of examples constitutes a single gesture?). In our study
of orangutans, we deemed movements to be communicative if they met criteria for
intentional signals and required that each individual use a potential gesture intention-
ally before adding that gesture to his or her observed repertoire. We tested the granu-
larity of our definitions of gesture by determining whether any gestures had consistent
goal-outcome matches across examples. We concluded that non-idiosyncratic gestures
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showing this consistency exist as perceptible, meaningful gestures for the orangutans
themselves; the successful assignment of tight meaning to 29 (out of 64) gestures sup-
ports the granularity of our gesture definitions. It is essential that researchers studying
gestures in animals not shy away from discussing intentionality and granularity as it is
precisely these variables that allow us to challenge our assumptions and definitions and
to more accurately identify how other species perceive and use gesture.
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CHAPTER 3

Birth of a Morph*

David McNeill! and Claudia Sowa?

University of Chicago! and University of Erlangen®

When speech is prevented, gesture morphs emerge de novo. The morphs include
standards of good form and syntagmatic values. However, when speech is
present, gestures do not attain morph status, do not have standards of form or
syntagmatic values.

What is a morph?

Morphemes are the atoms of language, the undecomposable units of form and mean-
ing, fixed, repeatable, listable, and maintained according to convention. We see all
these factors except conventions in the two studies to be reviewed, the wordless Snow
White narration from Ralph Bloom’s (1979) thesis and the gestured motion event de-
scriptions from Gershkoff-Stowe & Goldin-Meadow (2003).

To identify a morph, certain hallmarks can be sought. A morph is a Saussurian
sign: a pairing of signifier and signified, the unsplittable two sides of a coin in his
metaphor. This holds for all signs, including non-morph gestures. To be a morph, in
addition, the sign must be patterned on two levels — Hockett’s duality of patterning:
patterned both as a meaning and as a form (cf. Hockett & Altmann 1968). The signi-
fier may or may not be iconic, but a standard of form or ‘pattern’ is crucial. It is form
patterning that differentiates morphs from metaphors, recurrence, priming, reference,
and catchments — all of which also produce gesture recurrence, as we describe. The
question is, does the form of the gesture meet standards? Does form, qua form, reflect
something more than iconicity, a standard to which the form is being held?

*  Based on a presentation at the 3d conference of the International Society for Gesture Stud-

ies, Evanston, IL, June 18-21, 2007. Supported by the Spencer Foundation, the U. S. National
Science Foundation STIMULATE program, Grant No. IRI-9618887, “Gesture, Speech, and
Gaze in Discourse Segmentation”, and the National Science Foundation KDI program, Grant
No. BCS-9980054, “Cross-Modal Analysis of Signal and Sense: Multimedia Corpora and Tools
for Gesture, Speech, and Gaze Research.”
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It is not recurrence

Morphs recur but recurrence, while necessary, is not sufficient for a gesture to be a
morph - at least 6 causes of gesture recurrence can be identified, only one of which is
actually being a morph and meeting standards of good form:

Expected metaphoric imagery, in which a culturally given or ‘expected’ metaphor
appears in gesture form. These are gestures such as the concept of something pro-
gressing as a rotation in space or a conduit gesture of presenting a concept
or meaning as an object in the hand (the conduit was originally identified with
verbal material in Reddy 1979 and Lakoff & Johnson 1980; see Figure 10b for an
illustration). Such gestures embody expected metaphors but owe nothing to stan-
dards of form. They recur, not because of standards but because the metaphor re-
curs, and the gestures are iconically depicting the vehicles of these metaphors.
Unexpected metaphoric imagery, in which a metaphor in gesture is created on
the fly and then recurs downstream for a period in the discourse. Such a recurring
gesture is strictly ephemeral. An example is a metaphor for an ‘antagonistic force’
described in McNeill (2008), a gesture depicting the rounded shape of a bowling
ball as the implement of an ‘antagonistic force’ in the cartoon story being recount-
ed. The construal of the bowling ball as a metaphor was an individual product, not
shared with anyone else. Such recurrence is not a morph itself but is a kind of
premonition of one and may be a first step toward a morph standard.

Referential iconicity, in which imagery recurs for the same reference object. The
various ‘up inside the pipe’ gestures later in Figure 9 illustrate the phenomenon.
Different speakers hit on similar imagery in which ‘Sylvester’ is an extended index
finger, a gesture triggered initially as an iconic image of his ascent and compres-
sion inside a drainpipe that then appeared in other contexts. This also could be-
come stabilized into a kind of proto-morph.

Morphology, in which a gesture is required to meet a standard of form. This is the
target case and the only one in which it is appropriate to speak of form standards
and syntagmatic value formation. We see such morphs de novo in the two experi-
ments.

Priming, in which a prior action makes a similar later action more likely but the
evidence does not favor it as a factor in morph birth. While it can produce recur-
rences, we see in the Snow White experiment that form standards came first, and
did so immediately, and thus could not have derived from priming.

Catchments, in which recurring gesture features (not always whole gestures) carry
a discourse theme. Again, no form standard is present, just the continuing the-
matic content recurring in gesture (see the “it down” case study in McNeill 2005).

To summarize, with 6 causes, only one of which is morphemic, recurring gestures
alone are not sufficient to confer morph status.
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Morph hallmarks

If standards of form are the sine qua non of morphs, how can we identify them? To
answer the form question, several probes can be used; namely,

Do people recognize violations of gesture form? “OK” with the middle finger on the
thumb, instead of the canonical forefinger, may convey precision but it is not the
“OK” morph-emblem. See Figure 1 for an example of a canonical “OK” gesture, ad-
hering to the form standard. While the Snow White narrator, not using speech, was
sensitive to form violations by his listener, in cartoon narrations with speech, gestures
may be more or less transparent but there is no sense in which they can be termed
‘not well-formed’ in accord with some standard of form for the gesture itself.

If two gestures have different meanings but similar forms, is there some form dif-
ference, however minor, added to at least one of them solely to maintain distinc-
tiveness? The addition has no function of its own, as with the crooked little finger
of the Warlpiri Sign Language for “truck’, added to distinguish it from the other-
wise identical sign for “child” (Figure 2, image from Kendon 1988). The finger
crook has no other function. We see something similar in Snow White gestures
(see ‘Ritualization’ and Figure 7).

Do people have intuitions of good form? If a gesture appears to be made the ‘right way,
or if one makes it not in that way and it seems ‘wrong; or if it changes meaning, we
can attribute it to intuitions of good form. The “OK” sign made with the middle finger
rather than forefinger violates one’s intuitions of how it should be formed. Intuitions
are the individual speaker’s experience of the systematics of a code. We infer that the
SW listener developed intuitions of how the King and Queen gestures should be
formed from his own uses of them. These differed in certain respects from the narra-
tor’s versions (see Figure 6); since the differences were consistent, there is this hint
that intuitions had arisen rather than slavish imitation (and the narrator, in further
confirmation, rejected them as ‘violations, which can be called diverging intuitions).

Figure 1. The “OK” emblem adhering to the form standard: forefinger on thumb tip,
other fingers extended. Image of former CIT CEO Jeffrey Peek in 2006, from the WS],
July 22, 2009.
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Figure 2. Warlpiri sign for “truck’, showing elevated small finger to distinguish it from an
otherwise similar form for the unrelated meaning of ‘child. From Kendon (1988).

- Finally, are there geo-cultural zones in which different standards have evolved? An
example is pointing, which shows cultural specificity, taking different forms across
cultures. With Westerners and many others the extended forefinger prototypically
performs pointing. While alternatives may be understood, they are not the norm.
Elsewhere the norm is a flat hand, and in Laos one norm is lip protrusion, as
shown in Figure 3 (Enfield 2001). A future Ralph Bloom experiment, in which the
narrator and the listener go their separate ways and use the new morphs with oth-
ers, could evolve different form standards, and this in fact seems to have begun
with the listener’s King and Queen gestures.

Figure 3. Jahai (Laos) lip point. From Enfield (2001).
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Whence a morph?

It is almost impossible to answer this question with speech alone. Even a novel mor-
pheme like “to Google” fits the established patterns of English. A different approach is
to study the emerging home signs of deaf children born to hearing parents (Goldin-
Meadow & Mylander 1984) or the successive cohorts of Nicaraguan Sign Language
(Senghas & Coppola 2001). A third approach, followed here, is to describe the gestures
created by hearing adults when speech is denied. We describe examples of new morphs
in the wordless Snow White (SW) narration from Ralph Bloom’s 1979 thesis and in the
gestured video vignette descriptions from Gershkoft-Snow & Goldin-Meadow (2002).
The morphs created in these experiments may reveal aspects of the general process of
morph formation, the same in its essentials as those with spoken morphs and signs.

Merely having a gesture symbol does not a morph create. A crucial condition is
that the gestures should be the sole vehicles of communicative exchanges, as in SW
and the vignettes. When gestures accompany speech, as in Canary Row (CR) cartoon
narrations in which speech co-occurred, they recur, as with the extended finger ‘Syl-
vester’ gestures in Figure 9, but are cut loose from consistent meanings and are not
maintained. Communication creates a social unit in which form standards, analysis,
repeatability and combination emerge naturally. To spin the metaphor, communica-
tive exchange is the midwife to the birth of morphs.

Standards of form and their emergence in gesture-only communication

As we have seen, to find gesture morphs we need to distinguish them from repeating
gestures — metaphors, iconic gestures and catchments — which may look morphemic
but are not. Morphs are more than iconic gestures - they are also shaped by standards
of form. A gesture morph implies, among other qualities, that a gesture meets, con-
sciously or not, standards of form and is open to violations, such that changes of form
may cancel the morph.

When do standards emerge? Several things must take place. First, the gesture be-
comes analytic, as opposed to global. Second, it becomes stable and repeatable and
thus extractable from context. Third, it is distinguished from other morphs, and fourth,
it combines with other gestures to create syntagmatic values.

In SW; in the gesture for the Queen especially, gestures exhibit a number of these
morph hallmarks: stable and repeatable, analytic rather than holophrastic, and ex-
tractable from context. These qualities are shown in Figs. 4, 5 and 6.

The morphs underwent streamlining with time, form changes that enhance speed
and execution, but did not lose their mutual distinctiveness. This is seen in the com-
parison of Figs. 4 (the first occurrences of Queen and King) and 5 (later occurrences)
in which streamlining was accompanied by loss of iconicity but the iron-clad preserva-
tion of distinctiveness can be seen.
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It is also in this situation that we may see added form differences to distinguish
gestures with different meanings whose forms would otherwise converge. In Figure 7,
the ‘crown’ component of ‘Queen’ reduces to a single brow-sweep but adds an upright
index finger, which probably stems from the original up-down ‘crown’ but now distin-
guishes ‘Queen’ from other sweeping motions, and is a microcosm of the addition of
the uniconic crooked finger shown for the Warlpiri sign in Figure 2.

In a post-experiment interview, the SW narrator could provide descriptions of the
gestures and their distinguishing features, so the contrasts had solidified into con-
scious form standards. Moreover, the narrator criticized the listener’s variations of
these forms as ‘violations, so the standards were, for him at least, normative.

Finally, there was also dialogic use of ‘King’ and ‘Queen’ by the listener (Figure 6).
The crucial ‘has-breasts’ distinction was preserved, as was the two-morpheme struc-
ture of each gesture (‘has-crown’ + ‘has-muscles’ or + ‘has-breasts’) but a ‘dialect’ dif-
ference appeared in how the ‘has-crown’ and ‘has-muscles’ features were formed - the
first without revolution at the head, the second with a downward slice with the hands
in front of the chest, suggesting ‘flat chested’ rather than upraised iconic clenched arms
for ‘has-muscles. The primary speaker had used the “flat chested’ form himself earlier
but did not continue with it. The meaning of Morph 2 may thus have shifted along with
the form shift to something like flat-chested’ or ‘has-no-breasts” for King, losing touch
with the original ‘has-muscles’ meaning and making explicit a distinction (has vs. has-
no breasts) not encoded by the narrator. So linguistic drift got in motion almost im-
mediately — another microcosm, of the divergence of languages in this case. Had the
listener been required to use this morph set with fresh listeners, a kind of experimen-
tally engineered migration, a new branch of the original language and something like
the ‘geo-cultural’ variation of pointing in Figure 4 could have been set in motion.

Ritualization

The ‘Queen’ offers the best window on how an initially iconic morph can, over time, lose
iconicity. ‘Queen’ never loses the distinctive feature of ‘having-breasts’ but the other
feature, ‘crown, which is non-contrastive, steadily turns less iconic, although it never
totally disappears. Figure 5 showed some of this process; Figure 7 shows a more com-
plete history, starting with the two hands circling up-and-down for ‘crown’ but chang-
ing to a single hand sweeping across the brow with an upright index finger; this finger
possibly adds distinctiveness to an otherwise commonplace movement. The order of
gestures also changed from ‘crown’—‘breasts’ to ‘breasts—‘crown, and this, together
with the possibly linked change to a brow-sweep, made unbroken transitions to suc-
ceeding gestures possible — something like fluent signing. Figure 7, at the bottom, shows
a smooth transition being effected when the now single ‘crown’ hand moves down to the
front of the body while simultaneously the left hand moved up into the same space and
effected a smooth transition into the next (a two-handed hour-glass shape) gesture for
‘Snow White’ This smooth transition was made possible by the ritualization of ‘crown’



Chapter 3. Birth of a Morph

33

5>«

Clips from Ralph Bloom’s “Snow White” wordless narration

Initial “King” and “Queen”

Morph 2 “has breasts” ———»

Figure 4. First occurrences of “King” and “Queen” morphs. The gestures are two-morph
combinations. Note the immediate contrast of Morph 2: ‘has-muscles’ vs. ‘has-breasts.
Morph 1, ‘has-crown, is the same. The two hands rotate around the head, forefingers
pointing down, moving up and down as they rotate. The spatial head vs. torso distinction
and pointing vs. cups for Morph 1 and Morph 2 are maintained despite later streamlining
(see next example). The duration of “King”, the first gesture of the pair, was 4.3 seconds.
“Queen’, the second, was down to 2 seconds, and this acceleration continued. (SW ges-
tures from Ralph Bloom.)
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Clips from Ralph Bloom’s “Snow White” wordless narration

Later ‘streamlined’ Queen

Morph 2 “has breasts” ———  »

Figure 5. The later abbreviated “Queen”. The ‘has-crown’ morph made with a single hand
and a partial revolution; the ‘has-breasts’ morph is still two cupped hands but now inward
and not held upward. The changes improve speed but also reduce iconicity, so some
movement toward arbitrariness. Duration is down to slightly more than 1 second for the
entire two-morph combination, about the span of a spoken word. The head-torso distinc-
tion is still present and was never lost during the entire narration.

Birth of a syntagmatic value

We can take this analysis a step further. Not only morphemes themselves but the syn-
tagmatic values of morpheme combinations can be seen emerging in gestures when
speech is denied. University students, not deaf but not allowed to speak, devise multi-
gesture descriptions. This is not surprising in itself, but it is important that these ges-
ture descriptions appear to involve de novo syntagmatic values, not necessarily ones
fashioned out of any languages they speak.

When symbols combine within some hierarchically dominant frame, they acquire
values that exist because of that combination and exist only there, in a kind of con-
struction (cf. Goldberg 1995). The value of being a direct object in speech is a case;
“ball” is not a direct object in itself - it becomes one only in combination with a verb
(“toss the ball” and the like). In the Gershkoff-Stowe & Goldin-Meadow (2002) ex-
periment, non-signing hearing participants described video vignettes showing, in the
example to be analyzed, a doll seeming to somersault through the air and land in an
ashtray comparatively the size of a sandbox (a Ted Supalla 1982 ASL verb of motion
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Clips from Ralph Bloom’s “Snow White” wordless narration
Listener’s King and Queen

King

Morph 1 “has Morph 2 “has no breasts”
crown”

\

Morph 1 “has Morph 2 “has no breasts”
crown” >

Figure 6. The “Queen” and “King” morphs in a dialogue by the listener. He was attempt-
ing to clarify which character, King or the Queen, the narrator had just gestured. The
Morph 1-Morph 2 distinction is preserved but a ‘dialect’ difference has appeared in the
‘has-crown’ and ‘has-muscles’ features - the first without revolution, the second a down-
ward slice with the hands in front of the chest. Morph 2 may be an instance of ‘language
drift] shifting to something like ‘flat-chested’ or ‘has-no-breasts, away from its original
‘has-muscles. The speaker had just before used ‘flat-chested’ in combination with ‘his
usual ‘has-muscles’ and crown. The listener did not arrive at these features himself, and
this seems to be the essence of linguistic drift triggered by contact in microcosm. If so, it
suggests an even more robust role for language contact in the diversification of
languages. Gaze was directed at the (official) speaker, not at the gestures, showing that
the gestures had attained unconscious status as elements in the communicative system.
The question speech act was also conveyed non-verbally with a forward head lean that
was maintained throughout.

vignette). The key requirement was that participants not use speech; everything was to
be conveyed by gestures which the participants themselves created. With an intransi-
tive action like somersaulting, three sequences were found with some frequency: S-M-
A, M-S-A, and S-A-M (S = ‘stationary object], here the ashtray; M = moving object,
here the doll; A = action, here the arc with somersault). These sequences correspond
to different ‘constructions’ (Table 1).
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Clips from Ralph Bloom’s “Snow White” wordless narration

Positionin  Frame Number Gesture Gesture Features, Sequence
narration
2 1:31;21-1:33;28 Queen:

- crown (4 peaks)

- breasts

3 1:47;03-1:49;03 Queen: different order, reduced

crown

- breasts

- crown (2 peaks, 1st with RH only,
then LH comes in with G-hand for
2nd peak with BH moving around
head)

30 6:35;12-6:38;14 Queen: again different order, further

reduced crown

- breasts
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- crown with RH G-hand, circling
around head, index up

39 9:09;01-9:10;27 Queen: new order continues

breasts

- crown with RH G-hand circling
around head with 2 peaks, index
again up

Segue to following gesture - left hand
starting to rise to meet downward
moving right

Start of two-handed ‘hour-glass’
shape “Snow White”

Figure 7. ‘Ritualization’ of a gesture morph through 4 stages during SW (termed ‘posi-
tions’ 2, 3, 30 and 39, covering about 9 minutes of the narration). In words, the distinctive
‘has-breasts’ feature never disappears; the order changes from ‘crown-beasts’ to ‘breasts-
crown, probably because the ‘crown’ undergoes significant reduction (2 hands to 1) and
streamlining, which in turn promotes unbroken motion into the following gestures — a
syntagmatic effect. The added upright index finger at position 30 distinguishes the brow-
sweep that is ‘crown’ from ordinary brow sweeps.
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Table 1. Spontaneous ‘moving-object, ‘at-a-location” and ‘end-state’ syntagmatic values

‘Construction’ Sequence Example

MOTION (increasing activity) S-M-A ring-doll-somersault
LOCATION (where action occurred) M-S-A doll-ring-somersault
RESULT (end-state of action) S-A-M ring-somersault-doll

Syntagmatic values are seen in that the same ‘M’ (doll) gesture, for example, has differ-

ent values in different combinations:!

- dollis ‘moving-object’ in the Motion package; the ‘phrase’ is M alone.
- dollis ‘at-a-location’ in the Location package; the ‘phrase’ is (M-S).

and
- doll reaches ‘end-state’ in Result; the ‘phrase’ is (A-M).

(To see these syntagmatic values, we recommend mimicry - try performing the se-
quence of gestures in each row while thinking in terms of the meanings, MOTION,
LOCATION, or RESULT - and note what the M gesture seems to mean in this con-
struction, its value within this overall pattern.) These new syntagmatic values show
regularities beyond any iconicities. Only the S-M-A order is iconic (the sequence cor-
responds to increasing activity). So it may indeed be possible to have new syntagmatic
values in combined gestures without speech. They come forth seemingly automatical-
ly.2 Each syntagmatic value comes with a paired significance (moving-object, at-a-lo-
cation, end-state). Thus a basic property of a morph combination emerges.

Do syntagmatic values also emerge with the speech-synchronized gestures in Ca-
nary Row? No. Instead, CR narrators, when they combine gestures, enrich the imagery
but do not create new values that exist only in the combination. In Figure 8, the speak-
er produced two images of Tweety dropping the bowling ball into the pipe,? the second
a more elaborate version with two hands that occurred after a question by listener. The
imagery is elaborated and shows increasing iconicity — a value intrinsic to the imagery
itself. It is not a new value (as direct object is a new value of a noun in a verb phrase)
but a more elaborate version of the already-existing iconic picture, and thus is the very
opposite of a syntagmatic value that exists only in combination.

1. Aninsight due to Amy Franklin.

2. All the more striking, then, that gestures with speech are global and (especially) synthetic
- resisting, in other words, construction-like tendencies when combined with speech. Cf.
Goldin-Meadow et al. (1996).

3. In the recounted episode, the character ‘Sylvester’ is attempting to reach another character,
“Tweety), by climbing a drainpipe on the inside. He is thwarted when Tweety drops a bowling
ball into the pipe and Sylvester and bowling ball meet explosively mid-pipe. He swallows the
bowling ball and rolls back out the bottom and onto the street, now a living bowling ball, and
eventually into a bowling alley, where he gets a strike.
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and TW throws a bowling ball/down in the*
the thing

Listener: where does he throw the bowling ball?

it’s one of those gutter pipes an” he throws the
ball into the top

Figure 8. Illustrating the non-syntagmatic combination of gestures accompanying
speech. Left hand joins right hand in second panel for elaboration of entering-the-pipe
imagery triggered by listener’s query. The ‘value’ of the left hand derives from the image as
a whole, not from the combination.

Gesture families, preliminary and ephemeral morphs

In CR, gestures show a tendency to stabilize on certain forms, for example, ‘Sylvester’
becomes a single-finger (pointing) hand for several narrators; ‘Granny’ is a loose open
hand approximating the form called the ‘B-hand’ in American Sign Language nota-
tion, and “Tweety’ is a character viewpoint gesture with various handshapes. Figure 9
shows the single-finger ‘Sylvester’ gestures by three speakers, in order of their occur-
rence. These are recurring forms, but the forms are inconsistent. Non-single-finger
handshapes are also used for Sylvester, and the single-finger handshape appears for
other references. In short, there is gravitation to a certain form, often with an iconic
start (the first of the Sylvester single-finger gestures was both deictic and iconic for
squeezing into the pipe), but the form does not become fixed, nor is it reserved for one
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Jan.

and he tries to <um>

this time he tries to go up
inside the rain gutter (from a
later scene)

and then he* then you see him
on some electrical wires

the* <uh> climbs up the
climb up drainpipe

Viv.

he tries going up the inside of the
drainpipe

and he comes out the bottom of
the drainpipe (later part of above
scene and could be primed)

and he rolls on down into a
bowling alley (also part of the
two-similar-hands ‘bowling ball’
catchment (see Figure 4), simulta-
neously showing in one gesture
both Sylvester as a character and
the drama in which he is taken
over by Tweety’s b-ball)
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and that catapults him up (could
be simple deixis)

he comes swinging through on a
rope (could be iconic for the
rope)

little hat (could be simple deixis)

and he’s walking on it (could be
simple deixis)

Figure 9. Recurring ‘Sylvester’ gestures in Canary Row narrations by 3 speakers. In some
cases the gesture could be deictic, but this does not conflict with a concurrent ‘Sylvester’
meaning.
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Figure 10a

Figure 10 a. Neapolitan grappolo cultural gesture. From Kendon (2004: 230) b. Conduit
palm up, open hand metaphor with “to get Tweety, by an English speaker.

meaning. If we call this polysemy, it is far beyond what one expects in a functioning
communicative system. In these respects it is a proto-morph not yet over the threshold
of becoming a word or sign.

The gestures also form what Kendon (2004) terms ‘gesture families’ — gestures
sharing one or more form features that cluster around some core meaning. Kendon’s
examples came from the Neapolitan gesture culture and, it appears to us at least, were
centered on one or another kind of metaphor. The grappolo (Figure 10a) appears to be a
metaphor akin to the conduit gesture. Unlike the English speaker’s conduit (Figure 10b),
the grappolo is structured by standards. It must take the finger-bunch shape (which,
conduit-like, encloses a meaning). But in both the Neapolitan grappolo and English
speaker’s conduit a discursive object appears to be held in the hand. Also the prag-
matic function of the grappolo is subset of the poly-functionality of the un-morphemic
conduit - in Kendon’s words, “the speaker is trying to clarify or make more specific
what is to be considered” (Kendon 2004: 230) — a meaning more specific than the gen-
eral meaning of the conduit as “a container holding discursive content”

We have form-stabilizations in CR that are perhaps another aspect of morph birth,
the co-opting of an initially iconic or metaphoric form by some initially incidental
meaning, which then becomes the final meaning: so the rising single-finger hand for
Sylvester that initially meant compressing and ascending came to mean, in later occur-
rences, just Sylvester, unsqueezed and unascending; and just as (we suppose) an initial
conduit type metaphoric gesture image was co-opted in the formation of the grappolo
by a narrower speech-act to gain clarity in an interactive situation. Another view of
Figure 9 therefore is that it shows a CR gesture family in its order of emergence. We see
the initial iconicity of the gesture and its later focus on what at first was an incidental
meaning but which became the sole meaning. While the speaker was seemingly un-
aware of the recurring gesture forms, there is a kind of form-agglutination taking place
that is explained by the concept of a material carrier, a concept from Vygotsky (in Rieber
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& Carton 1987: 46). The extended index finger, at first iconically depicting Sylvester’s
compression and ascent in the pipe, became a material carrier for the total synthesized
ensemble of Sylvester, pipe, ascent and compression. Subsequent Sylvester references
were still embodied in this gesture form and continued on this basis, though no longer
with upness or inness, which ‘wore off” as it were, while the material sign (the single
finger gesture) remained.

Summary and conclusions: Birth of the static dimension

We've tested the conditions under which a morph/syntagmatic-value threshold is
reached, and observe that it is unattainable when there is speech. On the other hand,
when speech is absent, morph properties arise automatically. There are new stable re-
curring forms held to standards, and de novo syntagmatic values.

Why is an absence of speech important?

The generalization that fits the cases where morphs and syntagmatic values do emerge
is absence of speech, and here form comes into its own. How does an absence of speech
have these effects? We suggest four factors (in possible causal order):

1. Release of gesture from the imagery-language dialectic of the growth point (see
McNeill & Duncan 2000, McNeill 2005). This seems essential, since otherwise
gestures are strongly constrained to maintain a semiotic opposition to language,
away from any kind of language-like morph status with combinatoric potential.

2. Increased awareness of gesture as a symbolic medium. Without speech, attention
naturally falls to gesture as the sole channel, and this in itself can foster morph and
combinatoric status enhanced with consciousness of form standards.

3. Swerving to pantomime and other points on Gesture Continuum* (see McNeill
2000). As part of the same focus on gesture as the sole channel of communication,

7 A continuum of how speech and gesture relate (formerly called ‘Kendon’s Continuum, re-
named at Kendon’s request): As one moves along the continuum, two kinds of reciprocal chang-
es occur. First, the degree to which speech is an obligatory accompaniment of gesture decreases
from gesticulation to signs. Second, the degree to which gesture shows the properties of a lan-
guage increases. Gesticulations are obligatorily accompanied by speech but have properties un-
like language. Speech-linked gestures are also obligatorily performed with speech, but relate to
speech in a different manner - sequentially rather than concurrently and in a specific linguistic
role (standing in for a complement of the verb, for example). Signs are obligatorily not accom-
panied by speech and have the essential properties of a language. Clearly, therefore, gesticula-
tions (but not the other points along the Continuum) combine properties that are unalike, and
this combination occupies the same psychological instant. A combination of unalikes at the
same time is a framework for an imagery-language dialectic.
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the speaker resorts to mime, and this has properties of combination and recur-
rence of its own.

4. Ritualization or streamlining to bring gestures in line with the temporal parame-
ters of communication.

The result of this chain of causation can be morph segmentation and syntagmatic
combination, and the beginning of new elements of language.

In addition, what has been termed ‘shareability’ seems crucial (Freyd 1983) - con-
straints on information that arise because it must be shared. Constraints because:

It is easier for a individual to agree with another individual about the mean-
ing of a new ‘term’ (or other shared concept) if that term can be described by:
(a) some small set of the much larger set of dimensions upon which things vary;
and (b) some small set of dimensional values (or binary values as on a specific
feature dimension). Thus, terms are likely to be defined by the presence of certain
features. (p. 197, italics in original).

In three words, shareability produces discreteness, repeatability, and portability - the
semiotic qualities of morphs. In her concluding footnote, Freyd speculates that share-
ability may be relevant to the intrapsychic workings of individual minds, the dynamic
creation of utterances in context, as well as to the interpsychic relations between indi-
viduals. We also posit shareability at the moment the SW narrator or a vignette subject
creates a novel gesture with which to communicate events to his/her listener. A lin-
guistic dimension of gesture emerges.

With speech, however, the role of gesture changes

When there is speech, however, the gesture must take on a different role. It then is
needed to form ‘growth points’ or units of an imagery-language dialectic that propels
thought and speech, and without which everything slows down (as happens when, for
example, narrators temporarily lose the thread of the story: gestures lose content as
they run out of material and speech gains vacuity). In a growth point, an idea is simul-
taneously embodied in contrasting semiotic modes. One mode is segmented-analytic
(linguistic) and the other is global-synthetic (gestural/imagistic). Both modes must be
active for a dialectic to form.

‘Gesticulation’ is motion that embodies a meaning relatable to the accompanying speech..

‘Speech-linked gestures’ are parts of sentences themselves. Such gestures occupy a gram-
matical slot in a sentence.

‘Emblems’ are conventionalized signs, such as thumbs-up or the ring (first finger and
thumb tips touching, other fingers extended) for “OK”.

‘Pantomime’ is a gesture or sequence of gestures conveying a narrative line, with a story to
tell, produced without speech.

‘Signs’ are lexical words in a sign language (typically for the deaf) such as ASL.
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Unlike a generative model which says that performance is carried out by ‘applying’
or ‘using’ competence, and unlike the Saussurian model, which defines parole at the resi-
due after subtracting langue (the systemic aspects) from langage (the totality of human
communicative potential), an imagery-language dialectic (unified in a growth point) de-
fines the dynamic as powered by the opposition of unlike semiotic modes for the same
idea, a dynamic in which the static dimension is an essential ingredient. The dynamic is
impossible without the static, and vice versa. For this reason, gestures in combinations
with speech do not take on morph qualities, including standards of form and syntag-
matic values, as each endangers the possibility of an imagery-language dialectic (for ex-
tensive discussion of the GP and imagery-language dialectic, see McNeill 2005).

The bioprogram

The creation immediately of paradigmatic oppositions between the K and Q in the SW
wordless narration and the equally fast emergence of syntagmatic values in the vi-
gnettes experiment suggest an ability at this level specifically geared to language, as-
pects of a ‘bioprogram’ for language (the term is from Bickerton 1990). Given the
above three-way distinction between ‘performance), ‘parole’ and the place of the static
dimension in an imagery-language GP dialectic, we conceive of this bioprogram in
different ways. In a dialectic, the morph properties are jointly conceptualized with
imagery: both are essential for a dialectic. So whatever explains the origin of one must
consider the other. In my own ruminations on this topic (e.g., McNeill et al. 2008), I
have concluded that language (here, morphs) and gesture had to evolve jointly; it is not
possible that one came before the other, neither gesture-first nor speech-first, and then
to explain our current situation of an imagery-language dialectic.

Rethinking the morph

Another implication of the SW and vignettes experiments concerns the conception of
the morph itself. It is possible to see standards of form, which we have adopted as the
sine qua non of the morph together with the other criteria of morph status earlier men-
tioned, as standards of actions rather than of entities in some kind of unchanging semi-
otic space. This makes the morph into a template for behaving. Behavior is not ever
(we believe) meaningless, so this template would naturally include the two sides of the
sign, the signifier and signified, but they are no longer ‘sides’ and are now regarded as
sedimented meaningful actions (for the concept of ‘sedimentation’ see Merleau-Ponty
1942/2006). If we adopt this perspective, the synchronic method, the mainstay of lin-
guistic analysis, comes under scrutiny too. It devolves to uncovering the intuitions of
‘good, that is, socially-constituted, conventional (behavioral) forms. Intuitions play a
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role by signaling that speech (or manual sign) actions are “the way we do things around
here”. Intuitions can be taken to be the individual’s mode of access to these standards,
and may correspond to highly entrenched action patterns in the motor orchestrating
parts of the brain. The classic langue (‘competence’)-parole (‘performance’) distinction
is replaced by the idea of actions meeting standards, and the traditional psycholinguis-
tic position that ‘performance’ is the limited rendition of ‘competence’ becomes mean-
ingless: an action cannot be derived (with or without limits) from this or any other
standard; this mistakes the relation, the action is compared to and guided by a standard.
Rather than limit, it enables. The GP theory is the systematization of this multimodal
action-based perspective, in which cognitive and linguistic movement is fueled by a
dialectic of imagery and linguistic form, that is, by modes of organizing actions of the
vocal and manual articulators as they work in concert to co-express a shared idea unit.
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CHAPTER 4

Dyadic evidence for grounding
with abstract deictic gestures

Janet Bavelas, Jennifer Gerwing, Meredith Allison,

and Chantelle Sutton
University of Victoria

Speakers use gestures to communicate within a dialogue, not as isolated
individuals. We therefore analyzed gestural communication within dyadic
dialogues. Specifically, we microanalyzed grounding (the sequence of steps by
which speaker and addressee ensure their mutual understanding) in a task that
elicited abstract deictic gestures. Twenty-two dyads designing a hypothetical
floor plan together without writing implements often used gestures to describe
these non-existent spaces. We examined the 552 gestures (97% of the database)
that conveyed information that was not presented in the accompanying words.
A highly reliable series of analyses tracked the immediate responses to these
nonredundant speech/gesture combinations. In the vast majority of cases, the
addressee’s response indicated understanding, and the speaker/gesturer’s actions
confirmed that this understanding was correct.

1. Studying gestural communication by individuals versus dyads

Laboratory studies of gestural communication usually focus on the speaker and the
addressee separately, as encoder or decoder. In encoding studies, the focus is on ges-
ture production in differing conditions (e.g., how visibility influences the speaker’s
gestures; see review in Bavelas, Gerwing, Sutton, & Prevost 2008, Table 1). Because
only the speaker’s actions are of interest, the task and the interaction are highly asym-
metrical. In these dialogues, the addressee, who may be the experimenter, a confeder-
ate, or another participant, often has instructions to respond minimally. Unfortunate-
ly, research has shown that constraining the addressee’s behaviors may have an
unintentional, deleterious effect on the speaker’s communicative behaviors (Bavelas,
Coates, & Johnson 2000, Beattie & Aboudan 1994).

Decoder studies focus primarily on gesture comprehension (see review in Holler,
Shovelton, & Beattie 2009). These designs can be even more removed from dyadic
conversation. For example, the participants might watch gestures in brief video
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excerpts, often without conversational context. Again, evidence from other fields sug-
gests that such a design would affect the addressee’s ability to understand the gestures.
For example, Schober and Clark (1989) found significantly better comprehension by
an addressee who was interacting with the speaker than by someone who heard the
same information but did not participate in the dialogue. Thus, the encoder and de-
coder research designs we have been using are not well suited to investigating conver-
sational gestures, which by definition occur within real dialogues.

Recent research has begun to include experiments with two freely interacting par-
ticipants (e.g., Bangerter 2004; Bavelas, Chovil, Coates, & Roe 1995; Bavelas, Chovil,
Lawrie, & Wade 1992; Bavelas et al. 2008; Clark & Krych 2004; Furuyama 2000; Ger-
wing & Bavelas 2004; Holler & Stevens 2007; Ozyiirek 2000, 2002). However, the unit
of analysis in many of these experiments has remained individual in the sense that the
dependent variable was usually a summary of one participant’s gestures (e.g., average
rate of speaker’s gestures). Such measures of aggregated individual actions are useful or
even essential for answering certain experimental questions, but they necessarily re-
move communicative acts from their sequential context, separating one participants
actions from the immediately preceding and succeeding actions of the other person.

In three of the above studies, the dependent variable did reflect the immediate
dyadic sequence in which the gestures occurred. Bavelas et al. (1995, Study 2) demon-
strated that addressees responded as predicted to the speaker’s spontaneous interactive
gestures. Furuyama (2000) illustrated how addressees sometimes incorporated the
speaker’s previous gesture into their own. Clark and Krych (2004) demonstrated how
addressees used gestural actions to indicate their state of understanding of the speak-
er’s directions. In each of these three studies, the primary focus was on a gesture in
relation to the immediate dyadic context in which it occurred, and the summary data
preserved this unit of analysis.

We propose that the participants in a conversation shape their gestures, like their
words, to fit a specific, immediate context. Therefore, the ideal design for revealing
whether and how conversational gestures communicate would focus on dyadic se-
quences and would include (a) two or more participants who can interact spontane-
ously and as themselves; (b) a symmetrical task to which both can contribute; (c) the
gestures of both participants; and (d) an analysis of each gesture in the context and
interactive sequence within which it occurred. In pursuit of this ideal, the present
study obtained moment-by-moment dyadic evidence of gestural communication us-
ing a design that included two real participants, without constraints on their interac-
tion, designing a floor plan together. The gestures could be from either participant,
and our analysis of grounding sequences included the responses of both of them.

2. Grounding

Fundamental to Clark’s (1996) collaborative model of language use is grounding (Clark
& Schaefer 1989), a moment-by-moment process by which the participants establish
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that they understand each other well enough for current purposes. Grounding is an in-
trinsically mutual responsibility, not an individual process: “Speakers and their address-
ees go beyond autonomous actions and collaborate with each other, moment by mo-
ment, to try to ensure that what is said is also understood” (Schober & Clark 1989: 211).
“Moment by moment” means that grounding is a micro-process that is constantly oc-
curring, usually in the background of the dialogue and not just in conclusion.

Our preferred description of a grounding sequence involves a rapid three-step in-
terchange between the participants: The person who is speaking at the moment pres-
ents some information, the addressee responds with an indication or display of under-
standing (or not), and then the speaker acknowledges this response by indicating that
the addressee’s understanding was correct (or not). These steps can involve words,
gestures, nodding, gaze, or other actions, singly or in combination.

In the following examples from our floor-plan data, underlined words indicate the
location of a gesture. Also, throughout this chapter, we will distinguish between the
participants by arbitrarily treating the speaker/gesturer of the moment as female and
the addressee at that moment as male.

(1) The speaker was describing their plan, starting at the entrance to the
apartment:
Speaker: So we could have, like, you come in.
Addressee:  Yeah.
Speaker: There’s a kitchen ...

While saying “you come in,” the speaker gestured the location of the entrance by plac-
ing her two index fingers together on the table. The addressee indicated explicitly that
he understood the location by saying “Yeah” Then the speaker/gesturer located “a
kitchen” by placing her left hand slightly to the left of where she had placed the en-
trance. Notice that, instead of explicitly acknowledging the addressee’s understanding,
the speaker/gesturer presupposed it by continuing her tour of the floor plan.
Addressees also use continuation as a way of indicating understanding:

(2) 'The participants were reviewing their plan, and the speaker had just used ges-
tures to place the two bedrooms on either side of a hallway.
Speaker: ... and then a bathroom
Addressee:  bathroom at the end
Speaker: [nods]

As the speaker said “and then a bathroom,” she pointed to a spot at the end of where
she had previously placed the hallway. The addressee immediately displayed his un-
derstanding by saying “bathroom” simultaneously and then finishing her sentence by
naming the location that the speaker had only gestured (“at the end”). The speaker’s
nod explicitly acknowledged that the addressee had understood correctly.

Recall that the standard for grounding is “well enough for current purposes”
(Clark 1996: 221), so the participants may also rely on implicit indications of
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understanding. Indeed, conversation would sink under its own weight if every step of
every grounding sequence were explicit. Instead, participants often minimize their
joint effort by more economical implicit responses, as shown in the next example. Note
that there were two presentations in this example, and the grounding was entirely im-
plicit in the first one:

(3) Speaker: In my mind, ;the bedrooms... , are on this side.
Addressee:  [nodding] Ohhh-kay!
Speaker: Yeah.

The speaker/gesturer began the first sequence with the words “In my mind, the bed-
rooms” as she placed her hand to show the location of one of the bedrooms. She then
paused briefly, and the addressee continued to watch her gestures (implicitly indicating
understanding). The speaker then said “are on this side” while moving her hand to a
location further beyond, where the other bedroom would be. This second presentation
of new information served two functions: It presupposed the addressee’s understand-
ing of her first gesture, thereby implicitly acknowledging it and ending that grounding
sequence, and it presented further new information, initiating a new sequence. This
time, the addressee indicated his understanding explicitly (with “Ohhh-kay!” and a big
nod), and the speaker/gesturer’s acknowledgment was also explicit (“Yeah”).

A grounding analysis can also identify points at which mutual understanding does
not occur. At each step, either participant can initiate a clarification or repair. That is,
the addressee can ask for clarification from the speaker/gesturer. Or the speaker/ges-
turer can detect that the addressee’s understanding is wrong and correct it.

In sum, grounding sequences are an observable, intrinsically dyadic process, fo-
cused precisely on the establishment of mutual understanding. They are thus well-
suited to examining the communicative value of gestures for interlocutors. Our analy-
sis focused on the grounding process initiated by presentations of nonredundant
speech/gesture combinations (i.e., ones where the gesture conveyed information that
was otherwise missing from the words), then examined the addressee’s immediate re-
sponse, and then the speaker/gesturer’s acknowledgment. We propose that a success-
ful grounding sequence after a nonredundant speech/gesture combination provides
observable, local evidence that the participants used these gestures to communicate
and mutually considered the gestural information to be part of their accumulating
common ground.

3. Abstract deictics

The task used here evoked a different kind of gesture than in many previous experi-
ments, namely, gestures depicting something that does not exist. The participants sat
across a bare table and designed a floor plan for a student apartment. As they talked,
all of them spontaneously “drew” their plans on the table with their gestures, creating
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and pointing to hypothetical spatial relationships that had no concrete referent. These
gestures were abstract deictics (e.g., McNeill, Cassell, & Levy 1993), which are a special
kind of pointing. As Kendon (2004) explained, most pointing gestures indicate a space
or location that is currently visible or a direction toward a real location that is not yet
visible. In contrast, abstract deictics actually create spaces and refer to locations that
do not physically exist. Our participants’ gestures did not represent any existing space;
they depended entirely on the participants’ shared understanding of their words and
gestures. We expected that, even in these cases, the participants would readily show
that they understood each other.

4. Research design and procedures

41 Task and hypotheses

Each dyad designed its own layout for a two-bedroom student apartment on the table
between them.! There were no assigned roles; both participants could contribute to the
design of the plan as they wished. We emphasized the goal of mutual understanding by
advising them that when they were finished, they would each have to draw the agreed-
upon plan independently.

4.2 Method and procedure

A total of 44 University of Victoria students formed 22 dyads (12 female/female, 1
male/male, and 9 female/male). All participants spoke English fluently, were unac-
quainted, and knew they would be videotaped. In return for participating, they re-
ceived course bonus credits.

Recording equipment in our Human Interaction Lab included a remotely con-
trolled Panasonic WD-D5000 color camera with a wide-angle lens and a Soundgrab-
ber II omni-directional microphone. We digitized the analog video into AVI format
using Broadway (www.b-way.com) and analyzed it with Broadway on an 18-inch
ViewSonic GS790 color monitor.

After the participants read and signed a consent form, they had a few minutes to
get acquainted with one another. They then did two or three unrelated tasks, including
the primary one: The experimenter asked them to design a floor plan for a two-bed-
room apartment appropriate for University Student Housing. The floor plan should
include (but not necessarily be limited to) the bedrooms, a bathroom, a living room,
and a kitchen. The experimenter emphasized that the layout of the apartment was

1. We varied the width of the table the dyad worked on. As predicted, the wider space led
participants to move their gestures forward, toward their partner. Because there were no other
significant differences, we will not include this variable in the rest of the chapter.
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most important, not the dimensions of the rooms or where the furniture went. She
also informed them that, later, they would each have to draw the floor plan separately.
After answering questions, the experimenter left the participants to design their plan.
When they were done, she returned and re-seated them on either side of a partition to
make their individual drawings of the plan.

Afterward, the experimenter explained the purpose of the study, answered ques-
tions, and gave them a written summary. Finally, they watched their videotape, and
each indicated on a permission form whether and how we could use their videotape
(e.g., to be viewed only for research, shown to professional audiences, etc.).

5. Analysis and results

5.1 The data set

The purpose of the analysis was to examine grounding sequences that began whenever
either of the participants used a nonredundant combination of speech and gesture to
present new information about the location of a room or rooms in their floor plan. We
limited the potential data to about two minutes of each dyad’s discussion of their final
floor plan, excluding initial discussions of possible criteria and preliminary layouts.
When a discussion of the final plan was substantially longer than two minutes, we
analyzed only the first and last minute. During these two minutes, the mean propor-
tion of time spent gesturing was .82 (SD = .11).

Within this data set, independent analysts located all gestures that depicted an
identifiable room. They excluded gestures that were not about the floor plan; gestures
that did not locate an identifiable room within it; gestures that were not analyzable
after repeated viewing; and adaptors. They included gestures by the addressee of the
moment only if the response added new verbal or gestural information, initiating a
new, overlapping grounding sequence. Note that our focus was not on individual ges-
tures but on the presentation of information about rooms in the plan, which could
include one or more rapidly contiguous gestures. The inter-analyst reliability for the
above decisions ranged from 80% to 97%.

The final data set was 571speech/gesture combinations that depicted identifiable
rooms in the floor plan.

5.2 Identifying nonredundant speech/gesture combinations

We focused on nonredundant gestures, which contributed information that was miss-
ing from the words. Nonredundant gestures required that the addressee apprehend
and integrate information from both speech and gesture. A typical nonredundant ges-
ture was

(4) Speaker: Let’s say we have the door here.



Chapter 4. Dyadic evidence for grounding with abstract deictic gestures

55

As she said “door here,” the speaker/gesturer traced a line about an inch wide on the
table. It was only her gesture that showed precisely where “here” was. Therefore, the
gesture was nonredundant with the words. Notice that all of the gestures in Examples
1, 2, and 3 above were also nonredundant.

In contrast, redundant gestures conveyed no additional information beyond the
words; for example,

(5) Speaker: so we put the bedrooms on the right side and the bathrooms on
the left, is that right?

The speaker/gesturer first used her right hand to make a vague pointing gesture to her
right; then, she used her left hand to make a similar gesture to her left. Both her words
and her gestures depicted “right” then “left,” with no additional or more specific informa-
tion in the gestures, which were therefore redundant with her words. See Gerwing and
Allison (2009) for a more detailed explanation of this and other redundancy analyses.

Reliability for redundancy versus nonredundancy across all groups and all ges-
tures was 96.5%.

5.2.1 Redundancy results

Redundancy between gestures and words was rare; 552 of the 571 speech/gesture com-
binations analyzed included gestures that were not redundant with the words (mean
proportion = .97; SD = .05). As illustrated in examples 1 to 4, the gestural information
was usually essential to their task (e.g., the location of the rooms).

5.3  Grounding sequences

A grounding sequence consisted of the presentation of one of the above 552 nonredun-
dant speech/gesture combinations, the addressee’s response, and any acknowledgement
by the speaker/gesturer. Figure 1 depicts the overall analysis.

/ Speaker/gesturer \ 4 Addressee \ / Speaker/gesturer \

presentation response acknowledgement
Nonredundant Explicit positive Explicit
information in a > Explicit negative > Implicit
gesture that locates Implicit positive Other
an identifiable room Moot

in the floor plan

o 2N 2N /

Figure 1. Schematic figure of the three stages of analysis.
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5.3.1 Addressee responses to nonredundant gestures

Immediately following each of the speaker/gesturer presentations, addressees could
respond by indicating whether they understood (or not). As described below, their
response could be explicit or implicit. It could also be positive (indicating understand-
ing), negative (indicating lack of understanding), or moot (indeterminate).

5.3.1.1 Explicit versus implicit addressee responses. An explicit addressee response was
one that provided decisive feedback to the speaker/gesturer about whether the
addressee had or had not understood the nonredundant speech/gesture combination.
Examples included saying “yeah,” finishing the speaker/gesturer’s sentence, nodding,
gesturing the same room, or alternatively, asking a question. However, in the second-
by-second tempo of a spontaneous dialogue, it would be inefficient for addressees to
respond explicitly to every presentation that they had understood; the participants
sometimes rely on implicit indications. Implicit addressee responses did not provide
overt evidence about the addressee’s state of understanding. The addressee simply
continued to pay attention and allowed the speaker/gesturer to go on, or the addressee
took an action that implicitly built on the speaker/gesturer’s presentation without any
overt expression of understanding. Two analysts examined what the addressee did
immediately following the speaker/gesturer’s presentation and decided whether the
addressee contributed an explicit or implicit response. Their reliability on a randomly
selected set of 19 groups was 89%.

5.3.1.2 Explicit positive versus explicit negative responses. Explicit addressee responses
could be positive, indicating understanding, or negative, indicating not understanding
or requesting clarification. Typical explicit positive responses were “yeah,” nodding, or
gesturing the same room. In an explicit negative response, the addressee typically asked
for clarification about the relative location of rooms. Based on a randomly selected 20
groups, inter-analyst reliability for distinguishing whether an explicit addressee
response was positive or negative was 96%.

5.3.1.3 Implicit positive versus moot. Recall that the standard for grounding is “well
enough for current purposes” (Clark 1996: 221), so it is efficient for the participants to
use some implicit indications of understanding. However, it is more difficult for
analysts, who are outside the dialogue, to judge when an implicit response is clearly
negative. Therefore, in our analysis, implicit addressee responses could be either
positive or moot. Implicit positive responses occurred when the addressee did not
overtly indicate a lack of understanding. He either continued to watch the speaker/
gesturer or said something that built on a presupposed understanding. The remaining
cases were moot; the addressee was either looking away from the speaker/gesturer or
said something unrelated to the previous presentation of information, possibly
overlooking or ignoring the speaker’s contribution. We deemed these responses to be
moot because they were not even implicitly positive. First, two analysts examined all
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implicit responses and, together, differentiated between positive and moot addressee
responses. Then a third analyst did the same analysis independently for six of the
22 dyads. Reliability between the first pair and the third analyst was 91%.

5.2.1.4 Results for addressee responses. The results provided strong, moment-by-
moment dyadic evidence that addressees understood presentations with nonredundant
gestures. The vast proportion of their responses were positive (M = .955, SD = .052)
rather than negative or moot (M = .045, SD = .051). A paired-sample t-test indicated
that these mean proportions were significantly different (¢, = 41.7, p < .001).
Moreover, even though the dialogues often had rapid or even overlapping exchanges,
the addressees were more likely to provide explicit feedback (M = .617, SD = .140) than
only implicit feedback (M =.382, SD = .139); again, this difference was significant (¢,
= 3.95, p = .001). As suggested by these mean proportions, the addressees’ positive
responses were more often explicit (M = .589, SD = .152) than implicit (M = .366, SD
=.143); 1)) = 3.60, p <.01. That is, addressees were significantly more likely to provide
overt evidence that that they had understood the speaker/gesturer’s presentation than
inferential evidence. It is noteworthy that explicit negative responses (indicating that
the addressee had not understood) were extremely rare (M = .029, SD = .036). All of
these 17 instances were questions. Our impression was that, in about half of these
cases, the addressee was seeking to clarify a genuine misunderstanding. In the
remaining cases, the addressee may have understood and was asking a question as a
polite way of disagreeing (e.g., “Oh so you walk through the kitchen into the living
room?”). Finally, the mean proportion of implicit addressee responses that were moot
was also very small (M =.016, SD = .035).

5.3.2 Acknowledgment by the speaker/gesturer

In a fully explicit grounding sequence, the speaker/gesturer would acknowledge
(or correct) the addressee’s indication of understanding. However, constantly stopping
the flow of content to acknowledge the correctness of the addressee’s understanding
would be quite ineflicient, violating the principle of least joint effort (e.g., Clark 1996,
Clark & Krych 2004, Clark & Schaeffer 1989). Indeed, this third step in the grounding
sequence does not appear in many versions of the theory (e.g., Clark, 1996). Most ver-
sions treat the speaker’s confirmation of understanding as the default response, which
would therefore be implicit. We tested this assumption by examining what the speak-
ers in our task actually did to close each grounding sequence.

5.3.2.1 Speaker/gesturer’s acknowledgment. We analyzed three possible responses. An
explicit acknowledgment was analogous to an explicit addressee response; the speaker/
gesturer responded overtly, e.g., saying “right” or “OK,” nodding, finishing the addressee’s
sentence, or repeating the addressee’s exact word(s). An implicit acknowledgment
occurred when the speaker/gesturer’s response presupposed that the addressee had
understood so far. For example, when the speaker/gesturer simply went on to finish
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what she had been saying before the addressee had responded, or she clarified the
information in the addressee’s response without overt acknowledgment (e.g., did not
say “yeah”), or she continued by presenting new information. There were also some
other responses, such as when the speaker/gesturer said or did something unrelated to
the addressee’s response or the addressee took up the turn before the speaker/gesturer
could continue. Two analysts made these decisions independently for19 of the 22 groups,
with 87% agreement for all gesture sequences within those groups.

5.3.2.2 Results for acknowledgments. The speaker/gesturers’ acknowledgment of add-
ressees’ understanding was seldom explicit (M = .151, SD = .081). Instead, they usually
acknowledged implicitly, such as by moving on to new information (M = .767,
SD = .078). There were few “other” responses (M = .081, SD = .073), which strongly
suggests that both participants were completing each grounding sequence (albeit
implicitly) rather than interrupting it with other actions.

Recall that the 17 instances of explicit negative addressee responses were ques-
tions. The speaker/gesturer’s response in 15 of these instances was to answer the ques-
tion or otherwise clarify what she had presented, usually within a few seconds. That is,
the speaker acknowledged the state of the addressee’s understanding by providing the
required information.

5.3.3 Results for the grounding sequences

A grounding sequence is a sequence of contingent actions, and Table 1 shows the pro-
portional relationships between the addressees’ and the speaker/gesturers’ responses.
In the most frequent pattern (42% of the sequences), the addressee indicated his un-
derstanding explicitly (e.g., saying “yeah” or repeating the words), then the speaker/
gesturer followed up implicitly (e.g., continuing on to new information).

In the next most common pattern (36% of the sequences), the addressee respond-
ed implicitly (e.g., simply continued to pay attention), and the speaker/gesturer also
carried on implicitly. It is noteworthy that in these cases, the speaker/gesturer did not
explicitly check on her addressee’s level of understanding. The speaker/gesturer seemed
to have acted on the default assumption that the information in her speech/gesture

Table 1. Sequential proportions of addressee responses and speaker follow-up responses

Addressee response Speaker follow-up response M (SD)
Explicit .14 (.08)
Other .05 (.06)
Explicit .01 (.02)
Implicit Implicit .36 (.13)

Other .02 (.03)
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combination was successfully grounded unless the addressee explicitly revealed that it
was not. Much less frequently (14% of sequences), both participants grounded explic-
itly. All of the remaining combinations were rare.

6. Summary

Ultimately, it is the participants themselves who determine the communicative value of
their gestures. We tested their mutual understanding using a microanalysis of ground-
ing sequences after each nonredundant speech/gesture combination that located a
room or rooms in their proposed floor plan. Gestures are essential in such spatial tasks,
and virtually all of the gestures they used carried information that was not in their
words. The addressee had to understand both the words and gestures together.

Mutual understanding was potentially even more difficult in this task because the
gestures lacked any external anchor or referent. There were no real objects or spaces to
point at or manipulate. The dyad had to co-construct and sustain the invisible floor
plan with their words and abstract deictic gestures. In spite of the difficulty of their
task and the speed of spontaneous dialogue, only 4.5% of the addressees’ 552 respons-
es indicated that they had not understood the information that the speaker/gesturer
had presented.

The results suggest that this method would be useful both for looking even more
closely at how dyads understand each other’s gestures and for examining the process
in other situations. Grounding is an “opportunistic” process (Schober & Clark 1989) in
which the participants seize on whatever works, and solutions to grounding in other
contexts could not fail to be interesting.
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The present study aimed to determine if variations in a speaker’s motivation
to communicate influence the frequency or size of the gestures the speaker
produces. We observed the gestures produced by speakers as they gave route
directions to a listener who they believed would use the information either

to cooperate with them in a later game, compete with them, or merely play
simultaneously. Gesture rates were not affected. However, speakers produced
a higher proportion of gestures that were large in size when they expected
their listener to cooperate with them than when they expected their listener to
compete with them. These findings suggest that gestures are shaped in part by
speakers’ desire to communicate information clearly to their listeners.

Introduction

Speakers frequently produce representational gestures that depict an image of the spatial
objects, properties, or relationships that they are describing (Alibali 2005; Alibali, Heath,
& Myers 2001; Krauss 1998). There is some controversy about whether such gestures
actually contribute significantly to listeners’ comprehension of spoken messages. Some
evidence suggests that listeners glean very little from speakers’ gestures (Krauss, Dushay,
Chen, & Rauscher 1995; Krauss, Morrel-Samuels, & Colasante 1991) while other evi-
dence suggests that listeners comprehend better when speakers use gestures (Kelly, Barr,
Church, & Lynch 1999; Kendon 1994; Riseborough 1981 Rogers, 1978). The communi-
cative effectiveness of representational gestures is likely mediated by several factors, in-
cluding the redundancy of the gestures with speech (Kelly & Church 1999), the clarity of
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the speech signal (Graham & Argyle 1975; McNeil, Alibali, & Evans 2000; Rogers 1978)
and the size of the gestures (Beattie & Shovelton 2005).

However, regardless of whether listeners actually benefit from gestures, speakers
sometimes produce their gestures as though they want listeners to attend to them.
Melinger and Levelt (2004) asked speakers to convey information about both the size
and shape of stimuli. They found that speakers occasionally depicted information
about one of the dimensions in their gestures without also articulating the information
in speech. This suggests that the speakers were intentionally using their gestures to
communicate necessary information. Further, many studies have demonstrated that
speakers alter the form and quantity of their gestures depending on the position and
knowledge of their audience, suggesting that speakers take their listeners’ perspectives
into consideration when planning and producing representational gestures (Gerwing
& Bavelas 2004, Holler & Stevens 2007, Jacobs & Garnham 2007, Ozyiirek 2002). For
example, Gerwing and Bavelas (2004) found that speakers produced larger, clearer
gestures when they were describing information that was new than when they were
describing information that had been mentioned before. Similarly, Holler and Stevens
(2007) found that speakers were more likely to produce gestures when describing in-
formation that was unknown to their listeners than when describing information that
was known. It seems, then, that speakers produce gestures that are more frequent and
larger when they believe that their listeners may have difficulty comprehending. The
present study investigates whether this consideration for the listener is always present
and manifested in gesture, or whether it depends on the speaker’s motivation to com-
municate clearly.

The factors that influence the quantity and form of speakers’ gestures are a matter
of theoretical debate, with some theories describing gestures as being shaped primar-
ily by cognitive factors (see, for example, de Ruiter 2000; Kita 2000; Krauss, Chen, &
Gottesman 2000) and others describing gestures as being shaped by more social fac-
tors (see, for example, Bavelas, Chovil, Coates, & Roe 1995; Kendon 2004). Recently, a
framework has been proposed that considers gesture as being influenced by both cog-
nitive and social factors. According to the Gesture as Simulated Action (GSA) frame-
work (Hostetter & Alibali 2008), gestures are overt manifestations of the perceptual
and motor simulations that underlie thinking and speaking. Whenever speakers think
about spatial information, their neural and cognitive systems activate the perceptual
and motor states that are involved in actually perceiving and interacting with spatial
information (e.g., Barsalou 1999; Glenberg & Kaschak 2002; Wexler, Kosslyn, &
Berthoz 1998).

Although such simulations always underlie spatial thinking and speaking, the
GSA framework proposes that speakers can change the likelihood that a particular
simulation will be expressed as an overt gesture by changing their gesture threshold.
The gesture threshold is conceptualized as the minimum amount of simulated action
that is needed for the motor system to produce an overt gesture. Speakers can main-
tain a high threshold, and thereby prevent the majority of their simulations from being
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produced as overt gestures, if they do not wish to gesture in a particular situation. This
may be particularly likely when speakers are in situations where they feel that gestures
are rude or inappropriate or when they are being intentionally vague. Similarly, speak-
ers may also maintain a low threshold, and thereby increase the number of simula-
tions that come to be expressed as gestures. This may be particularly likely when
speakers are in situations where they believe a gesture would be strongly helpful in
conveying their meaning or in situations where they are particularly motivated to
communicate clearly.

The purpose of the present study is to examine whether variations in speakers’
motivation to communicate information lead to differences in gesture production. To-
ward this aim, we asked speakers to describe route information that they believed
would be relevant to their success in a subsequent game. In one condition, speakers
were told that the person they were communicating with would be cooperating with
them in the game, thus increasing their motivation to communicate the route infor-
mation clearly. In a second condition, they were told that their addressee would be
competing with them in the game, thus decreasing their motivation to communicate
the route information clearly. In a control condition, they were told that their address-
ee would be playing the game simultaneously, but that their success in the game in no
way depended on the other person’s performance.

Two dependent variables are of interest. First, speakers may change the frequency
of their gestures when they are motivated to communicate clearly. According to the
GSA framework, speakers can inhibit their action simulations from being realized as
overt gestures, and they should be less likely to do this when they are more motivated
to communicate clearly about the spatial information they describe. Thus, speakers
who believe that communicating successfully will improve their own success in a fu-
ture game should inhibit fewer simulations and ultimately produce more representa-
tional gestures than speakers who believe that communicating successfully will actu-
ally be detrimental to their own future success in the game. This is in line with
previous studies in which speakers changed their gesture frequency depending on the
knowledge of their audience (Alibali & Nathan 2007, Holler & Stevens 2007, Jacobs &
Garnham 2007). Second, speakers may also change the size of their gestures depend-
ing on their motivation to communicate clearly. The action simulations involved in
describing spatial route information may be so strong that they are difficult to sup-
press entirely, even when a speaker sees expressing such information as potentially
detrimental to his or her own future success in the game. Simulations may still be
expressed as gestures, but on a smaller scale than they otherwise would be. Indeed,
previous research has shown that speakers produce larger gestures when their audi-
ence is more likely to benefit from them (Gerwing & Bavelas 2004) and that larger
gestures are more communicatively effective than smaller gestures (Beattie & Shovel-
ton 2005). It is expected that speakers will produce larger gestures when communicat-
ing clearly is important to their own success in a game than when it is irrelevant or
detrimental.
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Method

Participants

Sixty-eight native English speakers volunteered to participate in exchange for extra
course credit. The sample was largely Caucasian, with 9% of participants claiming an
ethnicity other than white (Asian or Hispanic). Data from 19 participants were not in-
cluded in the final analyses either because their data were not properly recorded (n = 1),
because they reported being suspicious of some aspect of the experimental setup (the
camera, the confederate, the cover story, or the interest in gesture; n = 13), because they
did not correctly follow the instructions for describing the routes (n = 3), or because
they failed the manipulation check that tested their understanding of the game’s rules
(n = 2). There was no difference in the number of participants excluded from each ex-
perimental condition. The final sample included 49 participants (39 female, 10 male).

Materials

A map of a fictitious town was created in Appleworks 6.0 (see Figure 1). The map de-
picted 10 buildings and locations (e.g., factory, library, park) as well as several land-
marks (e.g., river, fountain). The map was printed in color on an 8.5 x 11 in. sheet of
paper and laminated. A list of five routes accompanied the map (e.g., Factory — Li-
brary; Shopping Mall - Home, etc.). A questionnaire was also created to test partici-
pants’ knowledge of the game’s rules.

Procedure

Two experimenters alternated between the experimenter and confederate roles. The
confederate for each session posed as a participant and arrived in the waiting room
five minutes prior to the start of the experiment. The experimenter led the participant
and the confederate to the testing room together.

Participants were told that the study was about people’s ability to navigate new
spatial layouts and that there were two conditions in the study: a map condition and a
verbal condition. The participant in the map condition would study a map of a ficti-
tious town. The participant in the verbal condition would hear a verbal description of
the town’s layout given by the participant in the map condition. Both participants
would then play a video game that took place in the fictitious town. In this video game,
the players would each control a taxi cab and earn points by successfully delivering
passengers to their requested locations. Following this brief overview and the partici-
pant’s signed consent to participate, the experimenter pretended to randomly assign
the participant to the map condition and the confederate to the verbal condition.
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Figure 1. The map of the fictitious town that participants were asked to study. Specifi-
cally, they were asked to learn and describe five routes: Factory — Library; School —
Grocery Store; Park — Boat Launch; Hospital — Church; Shopping Mall — Home.

The participant then received the map along with the list of five routes that would sup-
posedly occur frequently in the video game. The experimenter stressed the importance
of paying particular attention to the routes on the list, including landmarks that are
passed along the way so that the routes would seem familiar during game play. The
experimenter then left the room for five minutes while the participant studied the map
and list. The confederate remained in the testing room and worked quietly on a word-
find puzzle.
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When the experimenter returned, she took away the map and list of routes and
explained more about the taxi driver game. She stressed the necessity of staying on the
designated roads while delivering passengers. She also explained that the two would
be playing the game simultaneously, and each would be able to see the other player’s
taxi cab on the screen as well as his or her own cab. The experimenter then discreetly
consulted a random assignment schedule and administered one of the three experi-
mental manipulations. In the neutral condition, the experimenter stated that the two
drivers should try not to be too distracted by one another as their scores would be
calculated completely independently. Each player’s score would be based solely on the
number of fares he or she delivered successfully, regardless of how well the other per-
son had done. In the cooperative condition, the experimenter stated that the two driv-
ers should watch out for one another and try not to get in each other’s way because
both drivers were part of the same team. Every time the other driver delivered a fare
successfully, the score of both drivers would increase. In the competitive condition, the
experimenter stated that the two drivers should think of themselves as drivers for rival
cab companies who were competing for fares. They should try to beat one another to
passengers, as every time one driver successfully delivered a fare, the other driver’s
score would decrease.

Following this manipulation, the participant and the confederate filled out a ques-
tionnaire to test their understanding of the game’s rules that had just been described.
This questionnaire included several filler questions, as well as two questions of interest.
Each question was followed by three options. The first question was How will the other
person’s score affect your score during the game? with the options (a) not at all (their
performance does not affect my score), (b) negatively (if they deliver passengers success-
fully, my score will decrease), and (c) positively (if they deliver passengers successfully, my
score will increase). The second question was During the game, how should you treat the
other person’s cab? with the choices (a) stay out of the other person’s way, (b) try to get in
the other person’s way and beat him/her to passengers, and (c) ignore what the other
person is doing. For each question, the correct answer depended on the experimental
manipulation each participant had received. For example, participants in the com-
petitive condition should select b for the first question and b for the second question
while participants in the cooperative condition should select ¢ for the first question
and a for the second question.

The experimenter next explained that the participant in the verbal condition
needed to receive a verbal description of the town’s layout. The experimenter stated
that she would go through the list of common routes one at a time and ask the partici-
pant who had just studied the map to give as detailed a description as possible of how
to best navigate each route. The participant should include landmarks where possible,
try to be specific about things like whether the route required a left or right turn, and
take as much time as needed for each description. The experimenter also explained
that the descriptions would be audio taped so that they could be checked later for ac-
curacy. The experimenter maintained the cover story by briefly instructing the
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confederate to pay close attention to the routes and to visualize what each one might
look like in the game.

The experimenter then pressed record on the audio tape recorder and prompted
the participant to describe the first route. When the participant finished describing the
first route, the experimenter prompted the participant with the second route, and so
on until all five routes were described. During the descriptions, the confederate re-
mained oriented toward the participant at all times and gave occasional small nods to
indicate understanding. The hidden video camera was positioned to record a head-on
view of the participants during their descriptions.

Following the five descriptions, the experimenter explained the true purpose of
the study and gave the participants an opportunity to withdraw their video data. All
declined. Finally, participants completed a debriefing questionnaire where they re-
ported whether they were suspicious of the camera, the confederate, the interest in
gesture, or the video game.

Data coding

Participants were screened for inclusion based on their answers to the debriefing ques-
tionnaire, their answers to the manipulation questions, and their adherence to the in-
structions to describe routes that did not deviate from the town’s designated roads.
Each route from the remaining participants was then assigned an accuracy score rang-
ing from 0 to 4, according to the following rubric. Incomplete (0) was assigned to de-
scriptions that were not complete, such as when participants stopped midway through
their descriptions and said that they did not remember anymore. Inaccurate (1) was
assigned to descriptions that were not an accurate reflection of how to travel between
the two locations. For example, participants described a different route than the one
asked or misremembered the location of one of the two buildings. Fairly Accurate
(2) was assigned to descriptions that described the correct locations of the buildings
but did not provide an accurate account of how to get from one to the other. For ex-
ample, some participants misremembered the correct sequence of turns involved in a
route. Accurate (3) was assigned to routes that described an accurate route between the
named locations. Accurate with Details (4) was assigned to routes that described a cor-
rect route and included one or more details, such as landmarks.

Each route description was also coded for accompanying gestures. Each gesture
that occurred was described and categorized with respect to type and size. Gestures
could be one of two types: representational or beat. Representational gestures were
those that conveyed semantic information about the accompanying speech. For ex-
ample, a movement to the left with the phrase “you turn left on the next street” was
coded as a representational gesture. Beat gestures were those that did not convey se-
mantic information about the accompanying speech. For example, a bimanual up and
down movement on the word end in “you go to the end of the street” was coded as a
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Figure 2. The typical gesture space of an adult speaker used to code the size of representa-
tional gestures. Copyright 1992 by the University of Chicago. Reprinted with permission.

beat gesture. Both representational and beat gestures were converted to rates per 100
words for each route.

The size of each representational gesture was also coded. Following McNeill (1992)
and Beattie and Shovelton (2005), we consulted the diagram depicted in Figure 2 to
classify size by determining the number of spatial boundaries each gesture crossed. We
then calculated the proportion of representational gestures produced by each partici-
pant that crossed one or more boundaries.

Reliability

Three coders worked independently to code the data of the participants. Once all par-
ticipants’ data had been coded by one of the three coders, one of the coders reviewed
the codes assigned to 18 participants (approximately 37% of the data) by the other two
coders in order to establish reliability. Agreement for coding the accuracy of each route
was 87%. Agreement for segmenting individual gestures from the stream of manual
activity was 94% (N = 695). Agreement for classifying each gesture as representational
or beat was 96%, and agreement for classifying each representational gesture (N = 559)
as crossing a boundary or not was 82%. The codes assigned by the original coders were
used in all cases.
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Results

We begin by comparing the accuracy and amount of speech produced by speakers
when they believed they would be competing, cooperating, or playing simultaneously
with the confederate. We then compare the frequency and size of the gestures pro-
duced by speakers in the three conditions.

Analysis of speech

Accuracy of Speech. The accuracy ratings assigned to each route were analyzed with a
one-way ANOVA, which revealed a significant effect of condition, F(2, 46) = 5.56,
p = .007. Participants who believed their addressees would be cooperating with them
described routes more accurately than participants who believed their addressees
would be competing against them or merely playing at the same time (see Figure 3).
This suggests that our manipulation did influence speakers’ motivation to communi-
cate as we intended.

However, this difference in speech accuracy could confound the gesture analyses;
that is, speakers in the cooperative condition may gesture differently from those in the
competitive and neutral conditions because their speech is richer and more accurate.
Previous research suggests that gestures help speakers produce speech that is more
informative (Hostetter, Alibali, & Kita 2007) and more image-evoking (Rimé, Schiara-
tura, Hupert, & Ghysselinckx 1984) than speech produced without gestures. Thus,
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Figure 3. The average accuracy ratings assigned to all routes in each of the three experi-
mental conditions. Error bars represent standard errors of the means. See text for com-
plete description of coding rubric.
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in the present experiment, speakers who believed they would be cooperating may have
gestured differently for self-oriented reasons (i.e., to help themselves produce more
accurate and informative speech) rather than for listener-oriented reasons (i.e., to cre-
ate an image that can be referenced by the listener). While the self-oriented functions
of gesture are certainly interesting, our focus in the present experiment is on listener-
oriented changes in gesture. It is thus important not to confound motivation to com-
municate with the accuracy of the speech produced. We therefore limited all further
analyses to only those routes from each participant that were rated as either accurate
or accurate with details (N = 159).

Amount of Speech. A one-way ANOVA compared the average number of words
produced by participants as they described accurate routes in each of the three condi-
tions and revealed no significant differences, F(2, 48) = 1.041, p = .36. Participants who
believed they would be cooperating with their listeners did not produce more words
(M =71.51, SD = 24.30) than participants who thought they would be competing (M
= 58.94, SD = 25.01) or playing simultaneously (M = 68.31, SD = 27.45) with their
listeners.

Analysis of gesture

Frequency of Gesture. A 3 (condition: competitive, cooperative, neutral) x 2 (gesture
type: representational v. beat) repeated measures ANOVA revealed no significant ef-
fects involving experimental condition on gesture rates during accurate route descrip-
tions. Contrary to our hypothesis, speakers who believed they were cooperating with
their listeners did not produce more representational gestures per 100 words (M = 9.49,
SD = 3.45) than did participants who believed they would be competing against
(M =9.72, SD = 5.93) or playing simultaneously with (M = 12.19, SD = 4.59) their
listeners, F(2, 46) = 2.49, p = .09. Not surprisingly given the highly spatial nature of this
route description task, speakers did produce representational gestures at a higher rate
(M =10.50 per 100 words, SD = 4.82) than beat gestures, (M = 2.10, SD = 2.49), F(1, 46)
= 162.70, p < .001. There was no interaction between condition and gesture type,
F(2,46) =370, p = .71.

Gesture Size. We next compared the size of the representational gestures pro-
duced in each of the three conditions when speakers were describing accurate routes.
The one-way ANOVA revealed a marginal effect of condition, F(2, 46) = 2.54, p = .09.
A planned Fisher’s LSD comparison revealed that participants who believed they
would be cooperating with their listeners produced a higher proportion of gestures
that crossed a boundary (M = 0.24, SD = 0.19) than did participants who believed
they would be competing against their listeners (M = 0.11, SD = 0.11), p = .03. There
were no differences involving the size of the gestures produced by participants who
believed they would play simultaneously with their listeners (M = 0.18, SD = 0.15).
See Figure 4.
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Figure 4. The average proportion of gestures that crossed a spatial boundary in each of
the three experimental conditions. Error bars represent standard errors of the means.

Discussion

Do speakers alter the quantity or form of their gestures when they are motivated to
communicate clearly? We found no evidence to suggest that speakers alter the quan-
tity of their gestures depending on their communicative motivation; speakers pro-
duced similar rates of gestures regardless of whether they expected to cooperate, com-
pete, or play simultaneously with their listeners. However, speakers produce larger
gestures when their listeners’ understanding will benefit their performance in a later
game than when their listeners’ understanding is detrimental to their own perfor-
mance. Although previous research has suggested that large gestures are more com-
municatively effective than small gestures (Beattie & Shovelton 2005) and that speak-
ers are more likely to produce large gestures when the information they describe is
unknown to their listener (Gerwing & Bavelas 2004), this is the first evidence that
speakers produce larger gestures when improving their listeners’ comprehension is in
their own best interest.

The present study supports the theoretical stance taken by many (e.g., Bavelas,
et al. 1995, Kendon 2004) that representational gestures are shaped by aspects of the
social situation. The social situation is an important determinant of whether gestures
are produced in the Gesture as Simulated Action (GSA) framework (Hostetter &
Alibali 2008). The GSA framework claims that representational gestures are the by-
product of cognitive simulations that recreate perceptual and motor states, but that the
overt expression of such simulations is influenced by social factors. According to the
GSA framework, speakers can increase the number of simulations they express as
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gestures by lowering their gesture threshold, i.e., by lowering the minimum amount of
action simulation needed for the motor system to produce an overt gesture. In the
present study, we found no evidence that speakers changed the frequency of their ges-
tures depending on how motivated they were to communicate; instead, we found that
motivation to communicate led speakers to change the size of their gestures. This sug-
gests that the conceptualization of the gesture threshold as outlined by Hostetter and
Alibali (2008) may need to be expanded. Rather than blocking simulated action from
being produced as a gesture at all, a low threshold may instead attenuate the size of the
gesture that is produced.

Although the manipulation used in this study was somewhat artificial, there are
certainly many situations in the real world in which speakers have a genuine interest
in communicating successfully to their listeners. For example, to be successful in their
professions, teachers, doctors, and salespeople must communicate information clearly
to their students, patients, or clients. The ways in which professionals with strong com-
municative motivations use gestures to accomplish their communicative goals await
further study, but the present data suggest that such individuals may be particularly
likely to produce gestures that are large in size. Further data is needed to determine
whether these larger gestures actually aid the comprehension of listeners in profes-
sional settings.

In conclusion, the present study suggests that speakers alter their gestures depend-
ing on their motivation to communicate information clearly. When it is in speakers’
best interest to explain information clearly, they produce gestures that are larger in size
and, consequently, more likely to benefit their listeners. When it is not in speakers’ best
interest to explain information clearly, speakers do not reduce their gesture rates, but
they produce gestures that are smaller in size. Thus, if someone doesn’t want to tell you
something, their small gestures probably won’t show you either.
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CHAPTER 6

Measuring the formal diversity of hand
gestures by their hamming distance

Katharina Hogrefe, Wolfram Ziegler and Georg Goldenberg
Clinical Neuropsychology Research Group (EKN), Hospital Bogenhausen

Based on the assumption that the formal diversity of gestures indicates

their potential information content, we developed a method that focuses on
the analysis of physiological and kinetic aspects of hand gestures. A form-
based transcription with the Hamburg Notation System for Sign Languages
(HamNoSys, Prillwitz et al. 1989) constitutes the basis for the calculation of a
measure of the formal diversity of hand gestures. We validated our method in a
study with healthy persons, who retold the same short video clips first verbally
and then without speaking. The silent condition was expected to elicit higher
formal diversity of hand gestures since they have to transmit information
without support from language (Goldin-Meadow et al. 1996). Results were in
line with our expectations. We conclude that the determination of the formal
diversity of hand gestures is an adequate method for gesture analysis which is
especially suitable for analysing the gestures of persons with language disorders.

Introduction

Over the past decades neuropsychological research on spontaneous gesturing in lan-
guage impaired patients has led to contradictory outcomes. These discrepancies might
be partly due to the variety of methods applied for analysing gestures. Most studies
evaluate the number or communicative functions of gestures (McNeill 1992). The
mere number of gestures does not allow researchers to draw conclusions about the
potential information content of the produced gestures. Assigning the communicative
function does so, but this method often depends on the analysis of the accompanying
verbal utterances which may be insufficient or misleading in patients with language
disturbances.

In this paper, we describe a form-based approach for the evaluation of gestures
which enables a quantitative comparison between subjects. Hand gestures are tran-
scribed with a modified version of a notation system which was originally developed
for sign languages — the Hamburg Notation System for Sign Languages (HamNoSys,
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Prillwitz et al. 1989). For statistical analysis, we used a measure from Information and
Coding Theory (Jones & Jones 2000): The hamming distance which determines in how
many formal features (e.g. handshape, location of the hand with respect to the body)
two gestures differ from each other.

In the following section, gesture transcription and the calculation of the hamming
distance are described. Further, the interrater-agreement is determined, and the meth-
od is validated on the basis of a study with twelve healthy subjects.

Gesture transcription

This method focuses on the analysis of hand gestures. A movement between two rest
positions was defined as a gesture or as a sequence of gestures. Body-focused move-
ments, which involve some kind of self-stimulation (Freedman 1972) and usually dis-
play a non-phasic structure were excluded from the analysis as we were interested in
gestures with communicative content.

Handedness

As our method was developed for the analysis of the data of neuropsychological pa-
tients, the issue of the handedness of a gesture is of particular importance. Many of
these patients suffer from hemiparesis and can use only one hand for gesturing. To
make the method equally suitable for patients with and without hemipareses, all ges-
tures were transcribed as if they were performed unilaterally with the right hand. A
code at the beginning of the transcription of each gesture indicated which hand was
actually used:

unilateral right hand gesture

unilateral left hand gesture

both hands parallel (acting synchronously or alternating)
both hands, right hand dominant

both hands, left hand dominant

G R =

In cases of left hand gestures and both hand gestures with left hand dominance, the
movement of the left hand was mirrored for the notation. This “normalization” of
handedness was important for the calculation of the diversity of hand gestures with the
hamming distance as persons who are able to use both hands are likely to obtain high-
er hamming distances (see below).
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HamNoSys

The Hamburg Notation System for Sign Languages (Prillwitz et al. 1989) was devel-
oped in the tradition of an earlier notation system for sign languages (Stokoe 1960) but
is more detailed and tries to maintain an iconic relationship between the symbols and
their referents. “Like the phonetic alphabet for spoken languages, HamNoSys should
be capable of describing all signs in all sign languages” (Prillwitz et al. 1989: 6). As such
the notation system is capable of describing all physiological possible characteristics of
signs, and it should also be capable of describing speech-accompanying hand gestures.
Version 2.0 of HamNoSys contains a set of approximately 160 symbols. There are two
newer versions (3.0, 4.0) which provide extensions to the version 2.0. These extensions
mainly tap aspects that were not important for our purposes such as nonmanual com-
ponents, (for example, see http://www.sign-lang.uni-hamburg.de/projects/hamnosys.
html). Hence, the method presented in this paper refers to the version 2.0.

The reduced HamNoSys symbol set

We slightly modified HamNoSys and reduced the symbol set for the transcription of
spontaneous gestures. Symbols used for the detailed notation of very specific hand-
shapes like for instance the symbols for distinct parts of the finger (e.g. joint, nail) were
left out of the set as such fine-graded distinctions were not expected to play a role in
spontaneous gesturing. Two transcibers were involved in the choice of the symbols.
Finally, a selection of 105 symbols remained (an overview of the complete set is pre-
sented in Hogrefe 2009).

The notation of a gesture with HamNoSys includes the depiction of the configura-
tion of the hand at the beginning of the stroke (for a detailed description of the struc-
tural organization of gestures compare Kita et al. 1998 and Seyfeddinipur 2006: 82 f.).
This starting point configuration (as termed in HamNoSys) results from the handshape
and the orientation of the hand (captured by the parameters extended finger orienta-
tion and palm orientation) as well as the location of the hand with respect to the body.
Further, possible actions of the hand are notated with the parameters movement and
repetition.

Handshape. The notation of the handshape consists of symbols specifying the basic
types of handshapes as well as diacritic symbols for the position of the thumb and the
bending of the fingers. Figure 1 shows the basic types fist, flat hand, and variations of
separated fingers. These basic types can be modified by the symbol for the extended
thumb or the symbol for thumb crossing.


http://www.sign-lang.uni-hamburg.de/projects/hamnosys.html
http://www.sign-lang.uni-hamburg.de/projects/hamnosys.html
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Figure 1. Basic handshapes: fist, flat hand, separated fingers.

Other types of handshape are thumb combination handshapes in which the position of
the thumb and its relation to the other fingers determines the structural configuration
of the entire hand. One example for this is the ring-gesture, where the tip of the thumb
and tip of the index finger touch each other to build the form of a ring. HamNoSys
distinguishes between closed types, where the thumb is in contact with one or more
other fingers and open types, where the thumb does not get in touch with other fingers
(Prillwitz et al. 1989: 9f). Further, the bending of the digits can be indicated by adding
diacritic symbols for flat, round and sharply bent.

Hand Orientation: Extended finger orientation and palm orientation. The description of
the orientation of the hand results from the notation of the two parameters extended
finger orientation and palm orientation. This leads to a three-dimensional depiction of
the hand. Two degrees of freedom are determined with the extended finger orientation
which corresponds to the direction pointed to by the fingers when fully extended
(compare Figure 2).

Figure 2. Orientation of the extended fingers (taken from http://www.sign-lang.uni-
hamburg.de/projects/hamnosys.html).
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Figure 3. Orientation of the palm (taken from http://www.sign-lang.uni-hamburg.de/
projects/hamnosys.html).

The vertical and horizontal lines (body referent lines) refer to the orientation of the
fingers with respect to the body of the speaker. Symbols can be combined for the de-
scription of double diagonal orientation, e.g. away from the body to the left and down-
ward and away from the body. For determining the third degree of freedom of the
orientation of the hand HamNoSys offers eight symbols for the palm orientation. The
symbols are ovals; the darkened side indicates the direction of the palm.

Location. Location describes the position of the hand with respect to the body. Most of
the symbols in this category refer to specific locations of the body or the head.

In HamNoSys, the torso is divided into three larger layers whereas there is a more
differenciated segmentation with eleven different signs for the more specific positions
at the head (e.g. eyes, nose, mouth, forehead etc.). Apart from the symbols which refer
to the parts of the body, there are symbols which specify the position of the hand with
regard to the respective body part in more detail, e.g. on the left/right side of, in contact
with, or with outstretched arm. Those additional symbols for the detailed specification
of the position of the hand only apply when the position is outside of the neutral ges-
ture space in front of the upper part of the body.

4 |Nose O |Head (¢ | Neck
Ear O | Top of head ™ | Shoulder
5 Cheek — | Forehead ™ | Chest
— |Mouth ~~ | Eyebrows W/ | Stomach
w | Chin oo | Eyes \w/ | Below stomach

Figure 4. Examples of HamNoSys symbols for the category location.
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T | Strai ght movement

Circling movement

P

Curved movement

Wavy-lined movement

Zigzag movement

Figure 5. Examples of HamNoSys symbols for the category movement.

Action. Actions are coded with the categories movement and repetition. They are used
for describing changes of the hand position after the beginning of the stroke. They
denote different types of movement like straight, curved, waved, zigzag, or circular
movements. See Figure 5 for a selection of these symbols.

Arrows can represent straight movements, or they can be combined with other
symbols to indicate the direction of the movement. Further, there are symbols which
describe the size of movement (large, small). Finally, a single repetition or multiple
repetitions with stable or changing starting point can be transcribed.

Whereas translational movements of the hand change the position of the hand
relative to body and external space, changes of the hand orientation can be produced
without a translational movement, for instance, by rotation of the lower arm at the el-
bow joint. In this case, the change of the hand orientation is transcribed by means of a
substitute symbol in the categories extended finger orientation or palm orientation.

Note that for batons, which have a biphasic structure and do not comprise a stroke,
only the most accentuated point is denoted. Hence, for these gestures the categories
movement and repetition remain empty (indicated by zero).

Figure 6 illustrates the transcription of a gesture. After the notation of the num-
ber of the gesture and the onset time of the stroke, it was indicated that this gesture
was transcibed as if it had been performed with the right hand (“17). In the next
column we find the notation of the original hand choice. In this example, both
hands act in parallel (“3”). Further we find the six categories of the HamNoSys
transcription:

- Handshape: flat hand

- Extended finger orientation: upwards and to the right
- Palm orientation: upwards

- Location: in front of the right shoulder

- Movement: straight to the right

- Repetition: no repetition.
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Figure 6. Example gesture transcription.

The input programm HamNoChart

In the project “Spontaneous Gesturing in Patients Suffering from Brain Damage”
(German Research Foundation, DFG GO 968) we developed the input program Ham-
NoChart (Zierdt et al. 2006) for a computer based gesture transcription with HamNo-
Sys. In this system, notation symbols are displayed on the screen and can be entered
into the transcription window by mouse click.

HamNoChart offers the possibility to select which symbols are needed for a par-
ticular purpose. Only the selected symbols are shown on the screen, which makes
transcription less error-prone. The program possesses two saving functions: first, the
transcript can be saved in a txt-format. The txt-file displays the symbols in the unicode
format, and it can be imported into a word document. Second, HamNoChart can cre-
ate a data file which transforms the HamNoSys symbols into numerical codes. This file
allows the statistical analysis of the data with the programs MATLAB and SPSS.

A measure of diversity: The hamming distance

We aimed to develop a quantitative measure for the description of the information
content of spontaneously produced gestures and prove its usefulness. On the basis of a
HamNoSys transcript of a given number of gestures, the formal diversity of the ges-
tures is determined. For this purpose, we applied a measure from the Information and
Coding Theory (Jones & Jones 2000), namely the hamming distance. The hamming
distance measures in how many features two gestures differ from each other. Figure 8
displays an example transcription of three gestures. In this example, gesture 1 differs
from gesture 2 in four features, resulting in a hamming distance of 4. Gesture 1 differs
from gesture 3 in one feature, resulting in a damming distance of 1. For each gesture
the mean hamming distance is calculated. For the given example the mean hamming
distance for gesture 1 is 2.5.
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Figure 7. Gesture transcription with the input program HamNoChart (Zierdt et al. 2006).

This procedure is conducted for all gestures in a sample. Then the grand average of all
gestures is determined for each subject. A low value indicates that many similar ges-
tures were produced whereas a high value reflects a high formal diversity of gestures.
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Gesture 1 differs from gesture 2 in four features: Hamming distance 4
Gesture 1 differs from gesture 3 in one feature: Hamming distance 1
Mean Hamming distance for gesture 1: 2.5
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Figure 8. Calculation of the hamming distance for one gesture in a short example
transcript.
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Interrater-reliability of the method

In a master’s thesis, Kogl (2006) evaluated the method as described so far. She col-
lected data of five persons and determined together with the first author of this paper
the interrater-reliability. Gestures were elicited in a narration paradigm. Video record-
ings of the participants served as basis for the gesture transcription (for a detailed de-
scription of the method see below). Participants were two patients with left hemi-
sphere lesions, one with mild (LBD1) and one with severe aphasia (LBD2), one patient
suffering from right hemisphere brain damage (RBD), and two healthy persons. One
of the healthy persons (KON1) retold the stories verbally and the other healthy subject
(KON2) retold the stories without speaking only by gesturing. Twenty-five gestures of
each person were transcribed. Hence, interrater-reliability was established on the basis
of a total of 125 gestures which were coded by two independent raters.

In a first step the onsets of the strokes as identified by the two raters were com-
pared. Then the HamNoSys transcription as described above was conducted on the
basis of the onset coding of rater 1. In the following sections, the obtained results for
the interrater-reliability will be described.

Onset of the stroke

As the configuration of the hand at the beginning of the stroke is the basis for further
transcription, in a first analysis the raters identified the onset time of the stroke. In six
cases of the 125 coded gestures the raters differed with respect to the question of wheth-
er amovement had to be considered as a gesture or not. For the movements which were
identified as gestures by both raters, the coded onset times were compared. In 90.4% of
the judgements, the raters differed in no more than four frames, and in 33% they
selected exactly the same frame. Statistical analysis showed a significant correlation of
the coded onsets in frames between the two raters (Pearson, r = 0.795, p < .001).

Handedness

For 87.2% (109) of the gestures both raters agreed on the handedness.

Transcription of single gestures

There was a total agreement of the HamNoSys transcription of the single gestures in all
six feature categories in 35.2% (44) of the gestures. In a further 33.6% (42) the raters
agreed on five of the six features categories.
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Different feature categories

We analyzed the agreement for each of the feature categories. In Table 1 the total num-
ber and the percentage of equally transcribed symbols and symbol combinations are
listed. The highest disagreement was found in the notation of the extended finger ori-
entation, whereas the highest agreement was reached in the category repetition.

Hamming distances

We calculated the hamming distances (grand averages) for the five subjects on the
basis of 25 gestures per person. The range of hamming distances obtained from the
transcription of both raters was very similar (4.22 to 4.79 versus 4.18 to 4.97; see Fig-
ure 9), and the rank correlation between them was perfect (Spearman, r = 1, p < .01).

Table 1. Interrater-agreement in the six analyzed feature categories over a total
of 125 gestures (total number and percentage of equally transcribed gestures)

Hand shape Extended finger Palm Location Movement Repetition
orientation orientation

Number 102 85 106 102 89 116
Percentage 81.6% 68% 84.8% 81.6% 71.2% 92.8%
5

4.5

Hamming (Grand Average)

O Rater 1
O Rater 2

35

KON'1 KON 2 RBD LBD 1 LBD 2

Figure 9. Hamming distances for five subjects calculated on the basis of 25 gestures for
rater 1 and rater 2.
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Application of the method in a pilot study

We tested the validity of our method in a pilot study where gestures of healthy indi-
viduals were recorded and transcribed in two conditions which were expected to cause
significant differences with respect to the hamming distances.

Subjects were asked to retell short video clips verbally and without speaking. In
the verbal condition gestures were not necessary for conveying the content of the sto-
ries. Hence, large inter-individual differences of the diversity of hand gestures were
expected. We expected less inter-individual differences in the nonverbal condition
where all subjects were forced to use gestures for conveying the content of the stories.
Furthermore, we expected overall higher hamming distances in the nonverbal condi-
tion because gestures take over the sole communication of the message (Goldin-
Meadow et al. 1996).

Subjects

Twelve healthy subjects, eight women and four men, participated in this study. All
participants were native speakers of German. The age range was between 23 and 58
with a mean of 41 years.

Material

Stimulus material consisted of ten short video clips. Four clips were part of a Mr Bean
story, and six clips belonged to two cartoon stories of the Sylvester and Tweety series.
The duration of the clips varied between 30 and 90 seconds.

Procedure

The video clips were presented on a laptop computer. Immediately after each clip the
subject was asked to recount the story from memory. In the verbal condition subjects
were asked to retell the story in a vivid and descriptive manner. In the nonverbal con-
dition subjects were required to depict the content of the stories without speaking,
only by using their hands. All narrations were videotaped from a frontal position. The
first clip served as a warm-up film, and the experimenter gave feedback and asked
questions for animating the subjects to retell the story in a more vivid way if necessary.
Throughout the narrations of the other nine clips, the experimenter solely made a
confirmative utterance like “yes” and “okay”. The experimenter sat opposite to the sub-
ject and avoided producing hand gestures.
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Data analysis

Sixty-three gestures were transcribed per subject and condition. We calculated the
grand average of the hamming distance for each subject in the verbal and the nonver-
bal condition and compared them.

Results

The grand average of the hamming distances displayed individual differences within
the groups as well as a clear difference between the two conditions. Figure 10 shows
the obtained values in both conditions. In the verbal condition the grand averages of
the hamming distances varied from 1.62 to 4.55 with a mean value of 3.74 and a stan-
dard deviation of 0.8. In the nonverbal condition the range was much smaller. It ranged
only from 4.22 to 4.95 with a mean value of 4.63 and a standard deviation of 0.25. In
all subjects the diversity of gestures was higher in the nonverbal than in the verbal
condition. The increase of diversity in the nonverbal condition was statistically sig-
nificant (Paired Samples T-Test: t = -3.8; p < .005).

Discussion

The verbal condition yielded the broadest range as well as the highest variance of aver-
age hamming distances. In this condition, we also found the lowest value of 1.62.
Healthy subjects do not have to rely on nonverbal means of communication to convey
the content of a story. Hence, in this condition, inter-individual differences appear with
some persons producing a lot of different gestures whereas other speakers produce
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Figure 10. Hamming distances for twelve healthy subjects in a verbal and a nonverbal
condition.
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a lot of similar gestures. We assume that speakers who produce more lexical or mean-
ing-laden gestures along with speech reach a higher formal diversity than speakers
who produce mainly beat gestures which are always quite similar in form. For in-
stance, the participant with the lowest value (participant 11) produced nearly exclu-
sively uniform baton gestures.

All participants obtained higher average hamming distances in the nonverbal
condition. The above mentioned person who obtained the lowest value of 1.62 in the
verbal condition achieved in the nonverbal condition a hamming distance (grand av-
erage) of 4.64, which was slightly above the group mean for this condition. This result
is in line with our expectations: Gestures become more diverse when the transmission
of the content relies completely on them. Furthermore, individual differences in the
nonverbal condition were less pronounced than in the verbal condition. This result is
consistent with the expectations, too. The inter-individual differences in gesture pro-
duction that cropped up in the verbal condition were masked in the nonverbal condi-
tion. Here, the participants were explicitly asked to retell the stories in the manual
modality. Individual differences decreased because all participants were likewise de-
pendent on the use of hand gestures for conveying the relevant aspects of the stories.

We presume that the hamming distance reflects the degree to which a person en-
codes meaning aspects in gesture. The results of this pilot study lead to the assumption
that the hamming distance is an adequate measure of formal diversity which can be
seen as an indicator for the potential informational content of hand gestures.

Conclusion

The aim of this project was to develop a method for the transcription of gestures that
does not rely on the analysis of the concomitant verbal utterance and offers the possi-
bility to conduct quantitative analyses of gestures. The described method can be used
for the analysis of gestures that are produced along with speech as well as for the anal-
ysis of speech-replacing gestures. The reduced symbol set of HamNoSys offers a tran-
scription analogous to the phonetic alphabet capturing the physical features of the
gestures. Finally, the diversity and hence the potential information content of gestures
can be evaluated by the calculation of the hamming distance. The method is especially
suitable for the data of patients with severe language disorders. However, it can be used
also for the data of healthy speakers. More recent approaches in gesture research make
attempts to characterise gestural forms. In some studies, the determination of physio-
logical and kinetic aspects of the appearance of gestures constitutes the basis for fur-
ther analyses that address function and meaning of gestures (e.g. Miiller 2004, Laus-
berg & Sloetjes 2009). We claim that a form-based evaluation of gestures should
precede analyses that address function and meaning of gestures. These different levels
of gesture analysis can reveal different aspects of the mechanisms that underlie gesture
production (for a study with aphasic speakers see Hogrefe under review).
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CHAPTER 7

‘Parallel gesturing’ in adult-child
conversations
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Sometimes a speaker repeats an interlocutor’s gesture, at least partially. Such
‘parallel gesturing’ illustrates how gestures can enter into the conversational
exchange along with speech. Here we describe examples observed in adult-
child conversations (children between 3 and 9 years). Four contexts are

noted: (1) adult or child repeats speech and gesture of the other’s utterance in
displaying understanding; (2) the adult repeats the child’s gesture, often with
modification, when offering the child a more complete or correct expression of
what he or she just said; (3) the adult repeats the child’s gesture when matching
the child’s expressive style; (4) either adult or child parallels the other’s gesture
when expressions of similar discourse type are reciprocated. Children, like
adults, can pay attention to each other’s gestures, as well as to words. Differences
between adult and child in how a ‘paralleled’ gesture is performed shows that
gestural performance, like speech, involves maturation.

Keywords: gesture, imitation, children, conversation

Introduction

Sometimes a next speaker repeats, completely or partially, a gesture made by the im-
mediately preceding speaker. This phenomenon, here termed ‘parallel gesturing, de-
scribed by de Fornel (1992) as ‘return gesture’ and by Kimbara (2006) as ‘gesture mim-
icry, is interesting, as these authors show, because it demonstrates how gesture can be
relevant for the interaction process. It shows that the preceding speaker’s gesture con-
tributed to the next speaker’s understanding of what was said, and the act of paralleling
the previous speaker’s gesture can be a way in which the current speaker displays both
cognitive and affective commonality with the other. Tabensky (2001) studied next
speaker re-phrasings of previous speaker’s utterances and observed gesture re-phrasing
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as a part of this. As she argued, this shows that speakers respond to each other’s ges-
ture-speech ensembles as integrated units.

The studies mentioned deal with adults, but parallel gesturing in conversations
between adults and young children is also reported. One of us (Cristilli & D’Agostino
2005, Cristilli 2007) analyzed interactions between teachers and children, aged be-
tween two and a half and six years. The aim was to examine how the teacher or the
child used gesture in relation to different kinds of didactic interventions made by the
teacher. For example, a child was asked to re-tell an episode in a story or was asked to
name or explain something, as when looking at pictures in a storybook. The teacher
intervened from time to time to help the child, and the use of gesture in these cases was
examined. The teacher, in re-stating something the child had said as a way of confirm-
ing its correctness, also often repeated the child’s gesture. Further, the teacher, in re-
peating with some modification what the child had said, as a way of expanding it into
a more adequate expression, repeated also with some modification, the gesture the
child had used. In these cases, the child then repeated the teacher’s gesture, modifying
their own previous one to be more like that of the teacher. Cases were also observed in
which a child, following a teacher’s telling of a story, when repeating part of it, revised
their gestures so that these became more similar to those of the teacher. In such cases
the child appears to use the teacher’s gesture as a model for their own performance.

Such examples show that both teacher and child are paying close attention to each
other’s gestures as well as to each other’s words. This means that it is the gesture-speech
ensemble (Kendon 2004) that is the unit of expression that the child and teacher deal
with. Gesture, in these cases, is not treated as an ignorable ‘add on, but as integral to
the expressive forms being developed and used.

Here we describe examples of ‘parallel gesturing’ in conversations between an
adult and a young child. Although these conversations were not explicitly didactic,
further instances of parallel gesturing following usages described by Cristilli were
found. Here we emphasize the role of parallel gesturing in the interaction process, sug-
gesting that it can serve as a way for the participants to display to one another that they
share in common an expressive style, that they are ‘on the same wavelength’ together.
Paralleling a gesture of one’s conversational partner is part of the process of ‘frame at-
tunement’ by which the participants come to sustain a common cognitive alignment
to the current conversational focus, thus participating in the conversational ‘working
consensus (Goffman 1961, 1974; Kendon 1985).

Parallel gesturing in child-adult conversations also allows us to compare child and
adult gesture performance (see also Cristilli 2007). In our examples, the manner in
which the adult performs a gesture when paralleling that of the child, tends to conform
to the conventional form of the gesture, as used in the local culture (in this case, Nea-
politan), while the child’s version of the same gesture is more like an attempt to pro-
duce something closer to the object or action that forms the ‘model” from which as-
pects of what is represented in the gesture is derived. That is, it is more pantomimic or
more concrete.
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In the following we describe six examples which are drawn from twenty nine in-
stances noted in our recordings and are deemed to be representative of the general fea-
tures of the parallel gesturing we have observed. These examples have been drawn from
fourteen video recordings of conversations between an adult and child which were made
as part of a study of narrative skills in young children between 3 and 9 years of age.

The child was asked to tell the story of an animated cartoon that the child and
adult had previously viewed together. The conversations all took place in an environ-
ment highly familiar to the child, either at the child’s home or at school. The adult, in
all cases, was someone the child knew well, either the teacher or someone who was a
good friend of the child’s family. The recordings were made in or near Naples, Italy. All
participants are native speakers from this area.

The animated cartoon used is from a television series known as “Pingu”, which is
about a family of penguins. In the episode used here the family is getting ready for
Christmas. They are making Christmas biscuits, decorating the Christmas tree, and
wrapping and exchanging presents. In the conversations the adult often asks questions
or makes suggestions, helping the child to recall the details of the story.

In presenting the examples, we give the original with an English translation in the
line immediately above with the following transcription conventions: (.) indicates a
short pause; _ indicates vocal prolongation; é is schwa; apostrophe indicates trunca-
tion. Below the original a notation showing the phase structure of relevant gesture
phrases is provided, showing how it aligns with speech. This notation is based on that
used in Kendon (2004), which should be consulted for a full explanation. The prepara-
tion of the gesture phrase is marked as A A; the stroke is marked as ***; post-stroke hold
is marked as ****; recovery (return to rest position) is marked as ###.

We first present four examples (Examples 1 to 4) in which the next speaker (here-
after ‘Interlocutor’) repeats, partially or completely, the ensemble of gestural and spo-
ken action of the previous speaker (hereafter ‘Speaker’). Here we see how parallel ges-
turing may contribute to the display of shared understanding. Differences between
child and adult gesture performance can also be examined. Examples 5 and 6 are then
described in which the Interlocutor’s gesture shares features with that of the Speaker,
without being a complete or partial repetition of it. In these cases we see how the
Speaker’s gesture may contribute to or shape the development of what the Interlocutor
says next.

Example 1
In this example the child repeats the adult’s gesture and does so, it seems, both as a

display of understanding and as a way of showing that other’s expressive style is
shared.

D (5:6 years)
02.15

and how did they make it so you could not look?
M: e come fanno a non guardare?
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they closed_ that thing (.) that thing that’s next to the key?
D: hanno chiuso_ quella cosetta (.) quella cosetta che sta vicino alla chiave?

eh! the the the eyelet eh?
M: eh! la il Tocchiello eh?

|/\ /\/\x-x-x-x-x-*x-x-x-***x-#ﬂ

the eyelet
D: Tocchiello

|A*X—*****X—*****X—****##|

the eyelet
M: locchiello

D describes how the mother penguin shuts her children in the house and locks the
door, while she and father go outside to decorate the Christmas tree. Because she
wants to surprise the children, the mother covers the keyhole of the door of the house
with a snowball so that the children cannot peep out. In the present extract, M asks
how the mother has prevented the children from looking outside. D replies “hanno
chiuso _ quella cosetta (.) quella cosetta che sta vicino alla chiave - they closed _ that
little thing (.) that little thing that’s next to the key”. The child does not know the ex-
pression “buco della serratura — keyhole” and uses instead “cosetta — little thing”. He
speaks with a rising intonation, as if asking M to give him the proper term. M re-
sponds to this and provides the term “occhiello - eyelet” (which, in fact, is not the
correct term!).

As M says “occhiello” she lifts her left hand, with index finger and thumb extended
so they are parallel to one another, as if to define a small space, bringing it to about eye
level, thus presenting a small space to look through. D then repeats “occhiello” but, at
the same time, does a gesture very similar to M’s: he lifts his hand to his eye (his right
hand), with index finger and thumb forming a small circle. He thus repeats M’s entire
gesture-speech ensemble. In doing this, he certainly displays his understanding of M’s
utterance, but in responding with gesture and word together, he also enters into the
style of it: he shows he shares M’s “expressive level”.

We noted that D’s gesture is “very similar” to M’s gesture. How it differs, however,
is instructive. M lifts her hand to the level of her eye, her paralleled thumb and index
finger suggesting a small space. D, on the other hand, makes a circle with his thumb
and index finger and brings it close to his eye, acting out more fully the idea of a key-
hole actually being looked through. This sort of difference seems characteristic. That
is, the difference between the child’s gesture and that of the adult he parallels is that the
child’s gesture often seems more like an attempt to imitate the actual shape of some-
thing or an actual pattern of action, whereas the adult’s gesture is more schematic. We
shall see this difference again in our other examples.
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Example 2
Mo (3:4 years)

00.14
when she had rolled out all the pastry (.) what does she take? what does she
do?

M: quando ha steso tutta la pasta (.) cosa prende? cosa fa?

she puts them in an oven

Mo: li met dentro un forno
|/\ /\/\/\>(->(-X—)(-*)(->(->(-X—)(-*)(->(-**********X’*****X’*****##|

she puts them all into the oven (.) and then?

M: li mette tutti dentro al forno (.) e poi?
|/\ /\/\/\/\x—*x-*x—x—x—*x-*x—***x-***x—*x-###|

In Example 2, it is the adult who follows the child. The adult both modifies what the
child says, slightly re-phrasing his spoken component so that it conforms to a more
adult form of expression, but she also does the same for the child’s gesture. With the
help of M, Mo is explaining how the mother penguin prepared biscuits. M asks:
“Quando ha steso tutto la pasta, cosa prende, cosa fa? - When she has rolled out all the
pastry, what does she take, what does she do?” Mo replies “li met’ dentro un forno — she
puts them in an oven.” As he says this, he extends both his arms forward horizontally,
his hands spread open, the palm of his left hand partially resting on the palm of his
right hand. This looks very much like a representation of putting something forward
into something. It seems semantically coherent with his verbal expression. M then
repeats Mos words, modifying them somewhat. At the same time she performs a ges-
ture similar to that of Mo, but in her version the hands, with palms facing downwards
and fingers spread, are held in parallel, not in contact as they are moved forward
(see Figure 1).

Here, both the verbal and gestural expressions of the child are paralleled in the
adult’s next turn, but in a manner which is closer to a “standard” form. In speech, M
corrects and expands slightly what the child said, pronouncing the verb “mette - puts”
correctly (Mo said “met”), she adds the pronoun “tutti — all” and changes to the defi-
nite form the article that Mo had used before the word “forno - oven”, here combining
it with a preposition: “al forno”, literally “to the oven”. Mo had said “un forno — an oven”.
By saying “al forno” M refers to the specific oven which is in the penguins’ house and
which can be seen in the cartoon, rather to any oven, as the child’s expression might
suggest. M’s re-formulation of Mo’s verbal expression is thus a re-formulation in the
direction of a more correct form.
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Figure 1. Example 2. Child and adult gesture as they refer to putting biscuits into the oven.

As for the gesture, both that of Mo and that of M represent the idea of putting some-
thing into something. As described, M’s gesture is realized with two open hands with
palms facing down, held side by side, a standardized “putting in” gesture (in another
recording, M, using the same words as used here, performs the same gesture). Thus,
just as in her words, M re-does Mo’s verbal expression to be closer to an adult expres-
sion, she does the same for his gesture.

In these two examples the parallel gesturing happens when the Interlocutor con-
firms what the Speaker has said, repeating both verbal and gestural components of the
utterance. By doing this, understanding of the other is displayed, but there is also a
display of understanding of the other’s way of expressing what is said. Also, in both
cases note how it is the gesture-speech ensemble that is reproduced as a unit, not just
one or other component separately.

Example 3

In Example 3 the adult repeats a gesture produced by the child, also repeating exactly
the child’s words, in a context in which this serves both to confirm what the child has
said and also to show that the adult is entering with the child in the same “expressive
level’”, perhaps in this way encouraging the child to go on with her story telling.

F (5 years)
00.00

the mother the mother of _é__ the mother was preparing the biscuits
F:la mamma la mamma__di_é__la mamma preparava i biscotti

M: mh!
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she cooked them she put them in the oven and she burned herself

F: le cucinava le metteva nel forno e si € scottata
|/\/\/\/\>Hv>(»>(»>(->(»##|

she burned herself when when she opened the oven tos the biscuits were
ready

M: si & scottata quando quando ha aperto il forno ché i biscotti erano pronti
|/\*>(->(-X->(-)(—*>(->(-##|

This example comes at the beginning of F’s account of the ‘Pingu’ movie. When she
says that the mother penguin has burned herself (because she tried to take the biscuits
out of the oven without gloves), she makes a gesture in which the hand, posed with
fingers spread, is raised towards the side of her face and is moved up and down rap-
idly. This reproduces the movement of the mother penguin in the film after she tried
to take the biscuits out of the oven without putting on her oven gloves. She lifts her
flipper near her beak and blows on it as she shakes it up and down. The gesture per-
formed by F, together with the word she uttered while doing so, is immediately re-
peated by M. In this case we have an example of true parallel gesturing: the form of the
hand, the place of execution and the pattern of movement are substantially the same in
both participants, more so than is the case in Examples 1 and 2.

The adult follows her repetition of F’s gesture-speech ensemble by elaborating the
circumstance in which this burning of the flipper occurred, filling in a detail for the
child and in this way, perhaps, leading her discourse forward. Here she seems to be
following a strategy common in didactic situations, in which the teacher expands a
child’s utterance (see Cristilli 2007). This is also a common technique in conversations
among adults when collaborating in topic development. However, we may note that
the adult’s repetition of the child’s gesture here was not done, it seems, as part of a strat-
egy to display understanding or agreement. Rather, it seems to be an example of the
adult entering the child’s level of expression as a way of creating solidarity, or rapport.

In Examples 1-3 we have examples in which the gestural repetition, whether by
child or adult, is combined with a repetition of the concurrent words. That is, the In-
terlocutor repeats the whole utterance ensemble, treated as a unit, rather than just
picking up on one or other component of it. Tabensky (2001: 232-233), referring to
her observations, remarked that there is no repetition of gesture when there is exact
repetition of the associated words (or a repetition with slight modifications). She sug-
gests that this is because gesture is usually involved in the production of one’s own
meaning. If one merely repeats another’s words, gesture is unlikely to be used. However,
in our examples there are large differences between the participants in expressive skill
and in ability to maintain sustained attention. In conversations like this, extra efforts
must be made, especially by the adult, to establish and maintain with the child a shared
perspective on the conversational focus. Parallel gesturings, in the examples described,
appear to be done not just to display cognitive understanding, but also to show a shar-
ing of expressive style.
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Symmetry between interactional partners in gestural and other kinds of bodily ac-
tions, as well as matching verbal expressions, has often been noted at conversation be-
ginnings (for example in greetings), when participants must find ways to bring into
alignment each other’s attention so that a ‘working consensus’ can be established
(Goffman 1961, 1963), a process also termed ‘frame attunement’ by Kendon (1985). We
suggest that the full’ parallel gesturing (indeed, complete utterance paralleling) seen in
these conversations is the result of the more explicit kinds of ‘frame attunement work’
that is needed for a successful adult-child conversation of the type examined here.

Example 4

Example 4 is another example in which the child parallels the adult’s gesture, but here
the adult’s gesture is produced with a phrase that is verbally incomplete, although
complete in meaning when the gesture is included. Here the adult does what teachers
often do with small children when they speak a sentence but leave the last word of the
sentence unpronounced, so that the child might say the right word and fill in the slot
(see Cristilli 2007). In this way the child’s understanding is confirmed, and also it helps
the child to use a word in an appropriate place in a sentence.

C (3:3 years)
01.00
and because they want?
M: e perché li vogliono?
| AAAAAN A********************#l
they want to eat them

C: li vogliono mangiare
| A AR AR 454455454544

they want to eat them
M: Ii vogliono mangiare

As M says “e perché li vogliono? — and because they want to ...2” she lifts her hand with
the fingers extended but drawn together so that their tips are in contact, and orients
with the ‘bunched’ finger tips toward her mouth. This gesture is well known in Naples
and environs and is glossed with “mangiare — eat”. It has been in use for a very long
time (see p. 261and Plate VII in de Jorio 2000 [1832]). The form of M’s speech, espe-
cially her intonation, shows that a word is missing at the end of the sentence which the
child should supply. M’s gesture gives what is missing. C responds accordingly, saying:
“li vogliono mangiare — they want to eat them’, repeating, thus, the last part of M’s
phrase, but now completing it with the expression “mangiare — to eat”. The child has
‘read’” correctly the adult’s gesture. Even at the age of three this child has thus com-
pletely understood this widely used gesture and has understood it to have a lexical
equivalent. The child has also understood that M’s gesture is used here to supply the
verbal item that M, in her speech, had shown was missing.
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However, as C says “li vogliono mangiare” she lifts her hand toward her mouth,
fingers drawn together, thus performing a gesture that, though similar to that of M,
differs from it, and does so in just the way we expect, as already suggested, according
to observations given above. C’s performance is closer to a pantomime of putting
something small into the mouth. This is in contrast to the form of the gesture per-
formed by M where the hand is shaped according to a conventional form (the form of
the hand M uses is the same as that shown in Plate VII of de Jorio from 1832). As in
the gesture described from the nineteenth century, the hand is directed toward the
mouth, but does not touch it. Although the base of this gesture is surely the act of
putting a morsel of food in the mouth, in its realization it is highly schematized. Its
referent is not “putting a morsel of food in the mouth” but the much more abstract
notion of “eating”. C, it would seem, has not acquired the standardized adult form of
this gesture, using instead something closer to a pantomime of putting something in
the mouth.

We now present two final examples that illustrate partial paralleling. In Example 5
we see gesture paralleling insofar as the Speaker’s gesture serves to establish for the
Interlocutor a certain mode of gesture use within the current discourse context, here
using the hands as counting devices. In Example 6, in a sort of ‘gesture re-phrasing’
(cf. Tabnesky 2001), the Speaker’s gesture appears to suggest to the Interlocutor fea-
tures of the topic under consideration not heretofore referred to. The Interlocutor
takes these up, thus shifting the focus of the conversation slightly.

Example 5

A (4:1 years)
00.00.35

and and and_ a fam’ how many people how many penguins were there?

I: e e e__una fami’ quante perso quanti pinguini cerano?
|>(->(-**X’******************######|

two
A: due

|X—>(->(->(->(->(-X—>(—>(->ﬁ->(-|

only two?

I: solo due?
|x—x—x—x—>t—x—x—x—x—x—>t—x—x—|

three (.) wait
A: tre (.) appetta

|>+>+| |/\>+x—x—x—***x—*****x—x—x—x—**x—x—x—*#/\|

so how many of them were there?
I: quindi quanti ne erano?

one two three and four
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A: uno due tre e quattro
|/\>+x-|x-><-x-|>+>+x-x-|x-x->u-x-x-##|

four

I: quattro

In this Example, A says she does not remember the story well. To help her, the teacher
asks how many penguins there were, lifting her hand to display four fingers in a well-
known gestural expression for “four” - the number of characters in the story. The child
replies with “due — two” and holds up her hand displaying just two fingers. She has
adopted the expressive method of the teacher, but has not paralleled the teacher’s ac-
tual gesture. The teacher then says “solo due? — only two?” but again displays “four”
(although this time the hand is not raised so high). A now responds with “tre (.) ap-
petta — three (.) wait” as she says “tre — three” she holds up her hand, this time with
three fingers extended, then, after she has said “appetta — wait” she again holds up her
hand, now with four fingers extended. At this point she now shows four - and this, ap-
parently, is her answer. The teacher, still wanting a spoken reply, continues with “quin-
di quanti ne erano? — so how many of them were there?” A responds by grasping each
of her four extended fingers in turn by the other hand, folding each digit down, saying,
as she does so: “uno, due, tre, quattro — one, two, three, four”. The teacher, confirming
this, says “quattro - four”.

Here the teacher, by showing the gesture “four” with her first question, offers the
use of fingers as a way to display numbers in this context. The child adopts this use, but
does not just imitate the teacher’s gesture, since she derives her answer in her own
manner, although using ‘number display’ gestures. Parallel gesturing is manifested
through the taking up of a certain way of using gesture that the Speaker had initiated.
This mode of using gesture is maintained throughout the sequence in which the issue
of the number of penguins is being discussed.

Example 6
E (4:1 years)
00.00.26

and _ what was the mother preparing?
I: e_che cosa sta preparando la mamma?

the stars the biscuits
E: le telline i biscotti

these biscuits are? what are they like?
I:  questi biscotti sono? come sono?

with half moons and with stars

E: con mezze lune e con le ’telline
|/\/\/\/\/\/\/\>+>+/>(»/>(>>+/>H»##|
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what has she used to make these_ (.) these biscuits?

I: cos’ha usato per fare questi_ (.) questi biscotti?
|/\ AAAAA /\/\**/x-****x-/***w-x-***w-x-**|

the dough
E: Tlimpasto

In Example 6, E had begun with a much summarized version of the penguin story, so
the teacher asks questions to help him develop a more detailed account. As the ex-
tract begins she asks the child what the mother was making. He says she was making
biscuits. The teacher asks what these were like — “questi biscotti sono? come sono? -
these biscuits are? How are [they]? [i.e. what are they like?]”. He says they are like half
moons and stars: “con mezze lune e con le ’telline — with half moons and with stars”.
As he says “con le telline — with stars’, he lifts both hands up to be level with the top
of his head, holding them so that the thumb and index finger of each hand touch
those of the other, both hands thus making the shape of a circle. With the hands held
like this, palms facing downwards, he moves both towards his right, making a succes-
sion of lowering movements as he does so. The gesture thus suggests several round
shapes distributed in space. These movements, however, may also refer to using a
pastry cutter to produce the biscuits. Now the teacher asks “cos’ha usato per fare ques-
ti — () questi biscotti? — What has she used to make these - (.) these biscuits?” As she
asks this, the teacher lifts her right hand, posed with the fingers spread but flexed
(a “claw” shape) and makes a succession of lowering movements moving her hand
rapidly from one position to another as she does so. The teacher’s gesture thus shares
features with E’s gesture, although it is performed in ‘normal’ space, not at head level,
and with one hand, not two, and the handshape is, as noted, like a ‘claw’. This hand-
shape could be interpreted to refer to the biscuit mould (formina) the mother used in
cutting the biscuits.

Note that the teacher, in her second question, displaces the focus of interest from
the form of the biscuits, which E referred to, to the instrument used to make them.
This displacement of focus may have come about because the teacher picked up on an
aspect of E’s gesture (the successive downward movements that he makes) that can be
related to the actions done with the biscuit cutter when making biscuits. In E’s gesture
the form of the biscuits and the multiplicity of them seem prominent. However, these
movements may also relate to the actions of cutting biscuits (which E does not refer to
verbally) and they may have prompted the teacher to pick up on this theme which,
accordingly, becomes the motif of her gesture and to which she refers as she asks “What
has she used to make these biscuits?”

As Kimbara (2006) has said, a gesture is selective in the features it refers to and, as
aresult, it highlights those features it selects and not others. Interlocutors who parallel
a Speaker’s gesture, thus, select the features highlighted in the paralleled gesture in
their own gesturing, and this can influence their conception of what is being referred
to. In the present case it is possible that, in picking up on the movement feature of E’s
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gesture, the teacher’ attention was directed toward the action of cutting biscuits, lead-
ing her to adopt the modifications she shows in her expression.

Conclusions

Parallel gesturing shows that the Interlocutor takes into consideration both compo-
nents of the Speaker’s utterance. This means that, in such cases, the gesture-speech
ensemble is treated as a single unit of production.

The repetition of the gesture-speech ensemble can be a way in which the Inter-
locutor shows understanding of the Speaker’s utterance (Examples 1land 2.) However,
paralleling the Speaker’s gesture as well as speech, may be a way for the Interlocutor
to display alignment to the other’s expressive style as well (Example 3). By paralleling
the Speaker’s gesture, the Interlocutor enters into the same expressive style as the
Speaker. Paralleling of this type may be done in interactions where extra work is
needed to build or maintain rapport. It serves to facilitate the process by which par-
ticipants sustain a common alignment to the conversational focus (Goffman 1961,
1974; Kendon 1985). It may often occur in adult-child conversations, where the child
is not yet fully ready to sustain a cooperative focus. This prompts the adult to help the
child to do so.

Besides the “full gesture paralleling” of Examples 1, 2, 3 and 4, there were two
examples of ‘re-phrasing’ (following Tabensky 2001). In Example 5, the adult intro-
duced a particular mode of using gesture (as an enumeration device), which was then
adopted by the child, although used in her own way in developing her response. In
Example 6, the adult, in her gesture, took up a feature of the child’s gesture but per-
formed her gesture so that together with the associated speech she shifted the conver-
sational focus. It was as if something in the child’s gesture suggested a new direction
for the development of the topic which the adult brought out in her own gesture. Ges-
tural expression can thus enter into the process by which the topical focus of a conver-
sation evolves.

In “full” gesture paralleling (Examples 1, 2, 3 and 4) we have noted some differ-
ences in how the child performs the gesture when compared to the adult. In these
cases, the adult’s performance is closer to a socially shared style than that of the child.
In Examples 2 and 4, for instance, the adult’s gesture is conventional. The child’s ges-
ture, in contrast, has more of the character of a pantomime of the action referred to.
There are other differences, too. In Example 6 the child’s gesture is performed at the
level of his head, a spatial zone used much less often in adult gesturing, at least in con-
versations with only a few participants.

These kinds of differences are interesting for they suggest some of the features of
gesture performance that children must acquire if they are to fit their gesturing within
the style of the adult community into which they will grow. Just as children must learn
to pronounce words so that they are no longer deemed ‘childish; this is also true of
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gesture performance. Some of the examples described here (and also in Cristilli 2007)
suggest that children attend closely to the gestures of adults and that they model their
gestural performance after what they see among adults.
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CHAPTER 8

Sentences and conversations before speech?

Gestures of preverbal children reveal cognitive
and social skills that do not wait for words
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Before first words, children use gestures to communicate and represent
concepts. This study investigated two questions: Can infants pair gestures
together to create two-gesture sentences? Further, can preverbal children engage
in conceptually focused gesturing conversations? I observed 10 infants for 8
months during interactions with caregivers and coded all gesturing behavior. I
used longitudinal growth modeling to analyze the developmental trajectories of
gesturing sentence and conversation length. Infants formed 2-gesture sentences
as early as 9 months and 3-gesture sentences at 1 year. Infants engaged in 4-turn
conversations as early as 11 months; maximum gesture conversation length was
16 turns. Infants’ early gesturing frequency and variety predicted later sentence
length; however, caregivers’ gesturing sentence length suppressed child’s
sentence length.

Keywords/phrases: child development, gesture, symbolic gesture,
communication, representation, infant sign

Gesture as a window into preverbal cognitive and social skills

Sabrina (11.67 months) and her caregiver sat in the infant classroom of the UC Davis
child development laboratory, where the university students who care for the children are
taught to use a variety of gestures with the children. Sabrina crawled to the family picture
board and pointed to the picture of her family. She pulled it off the board. Her caregiver
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said, “You found a picture of your family.” As Sabrina pointed to each of her family mem-
bers, her caregiver said, “I see you are thinking about .... (named family member).” Then
Sabrina pointed to the picture of another child’s family. Her caregiver pulled that photo
down, and again the caregiver talked about all family members, following Sabrina’s
pointing. Sabrina continued to pull down and point at every family picture; the caregiver
talked about each until all the pictures were on the floor, then said, “IThere are no more
pictures.” Sabrina picked up the picture of her own family, and smiled.!

In this observation, the preverbal child successfully engaged her caregiver in a
kind of dialogue about her family and those of her peers. Sabrina demonstrates skilled
and intentional communication using the flexible point gesture to engage and draw
language from her caregiver. How will this type of interaction change as Sabrina gains
a diversity of more referent-specific gestures? Will she string gestures together to make
gesturing sentences representing more complex ideas? Will she engage in conceptually
focused gestural turn-taking, or conversations, with her caregiver?

Before speaking their first words, children develop many communication and rep-
resentation skills seen in their use of gestures. From a child development perspective,
gestures reveal cognitive and social capacities in preverbal children that scientists and
caregivers would miss if they waited for children to speak. This study investigates two
such capacities: the cognitive capacity to string symbols together to represent more
complex concepts and the social capacity to engage in meaningful and mutual dia-
logue. Both capacities are apparent shortly after children begin to use words. However,
I contend that they are present earlier in development and revealed through children’s
gesturing behavior in gesture-rich environments.

Development of combining symbolic representations

The ability to represent a concept using a symbol is critical not only for language but
also for cognition in general. In early childhood, representations can be seen in sym-
bolic play, gestures, and eventually words. These representations become more com-
plex as they are combined and elaborated into symbolic play scenarios and increas-
ingly longer sentences. Symbolic gestures are those used to represent a referent in its
absence. They are built out of actions that are either performed on the referent
(e.g. throwing motion represents ball), by the referent (e.g. flapping arms represents
bird), or in routines related to the referent (e.g. hands creating circle overhead repre-
sents sun, learned in song routine). Gestures learned in particular contexts are slowly
de-contextualized to represent a concept in its absence (Bates et al. 1980, Werner &
Kaplan 1963).

1.  Observed by a student caregiver in the UC Davis laboratory school and recorded as an
“anecdotal note,” systematic participant observations used in training.
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Typically developing children begin combining two words around 18 months
when they have a vocabulary of 20 to 40 words; deaf children exposed to a signed lan-
guage begin combining two signs around this same age and with the same vocabulary
(20-40 signs) (Caselli 1983). Caselli never observed hearing children combining two
gestures nor young deaf children combining two vocal words and concluded that the
ability to combine symbols in the same modality depends on the modality of input
(1983). However, just prior to producing two-word sentences, typical children will
combine a single gesture, usually point, with a single word creating a two-concept
cross-modal sentence (Goldin-Meadow & Butcher 2003).

Given that hearing children can combine a gesture with a word and that they are
capable of learning many symbolic gestures prior to speech, will a child who regularly
uses symbolic gestures combine them to form gestural sentences? Will they do this at
an age before we expect them to combine words (18 months)?

Development of turn-taking in communication

The ability to engage in turn-taking with another person is a critical skill for successful
communication. As early as two months old infants respond contingently to caregivers
in face-to-face interactions (Murray & Trevarthen 1986). By 6 months infants inten-
tionally communicate with adults, drawing adults’ attention to themselves, and will
persist in their attempts until they know they have the adult’s attention (Wagner 2006).
Infants’ communicative skills grow as they incorporate more behaviors into their rep-
ertoire of communication tools, including a variety of gestures (Crais, Douglas, &
Campbell 2004). By nine months infants interpret adults’ gestures as intentional acts
indicating the adult’s focus of attention and use gaze-following, pointing, and imita-
tion to join in the adults” attentional focus (Tomasello 1999). Around one year infants
not only follow another’s gaze and pointing but use pointing gestures to share both
attention (Liszkowski et al. 2004) and information (Liszkowski, Carpenter, Striano, &
Tomasello 2006). In the daily life of a one year old these pointing gestures, often ac-
companied by vocalizations, are clear attempts to communicate and usually set off an
interactional sequence with the adult that may include sharing attentional foci, infor-
mation, and meaning (Jones & Zimmerman 2003).

Rutter and Durkin (1987) documented the development of vocal turn-taking;
they found that the number of turns babies took during interactions with mothers
more than doubled between 12 and 24 months. However, they did not assess the num-
ber of turns focused on a given topic or during a distinct interchange one might call a
conversation. Examining infants’ use of eye contact to cue a change in turn and their
interruptions of mothers’ turns, the authors concluded that between 12 and 18 months
the coordination of turn-taking relies upon the mother; after 18 months infants began
to interrupt less and use gaze more regularly indicating that it is mother’s turn (Rutter
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& Durkin 1987). These findings seem to indicate that infants under 18 months may
not be able to engage in reciprocal turn-taking in any modality, gestural or verbal.

Symbols expand the scope of conversational topics because they enable dialogue
about things beyond the here and now. By two years old, children engage in coordi-
nated verbal turn-taking with mothers, though mothers still produce more responses.
Importantly, when mothers produce a greater number of responses, children produce
fewer, perhaps as if they can't get a word in edgewise (Kaye & Charney 1981). The
point gesture is an integral part of the development of communicative turn-taking
about something, an object that is the focus of attention for child and adult. However,
pointing is typically limited to communication about proximal objects. If preverbal
children had a variety of symbolic gestures to initiate and sustain interactions about a
variety of concepts, could they engage in conceptually focused symbolic turn-taking?
That is, can preverbal children have conversations in the gesture modality in which the
child and interaction partner take repeated conversational turns using gestures? Fur-
ther, would a greater number of adult gestures result in fewer initiations or responses
by the child, shortening the number of turns in a conversation?

Current study: Development of gestural sentences
and conversations in preverbal children

Given that preverbal children are capable of using a variety of symbolic gestures prior
to speech (Acredolo & Goodwyn 1988), I examined whether they could use these ges-
tures in the cognitively and socially complex ways that they would use words in early
language development. Specifically I asked:

1. Can infants combine gestures to create gestural sentences?

a. At what age do infants use 2-gesture and 3-gesture combinations?

b. Does adult modeling of gesture sentences promote infants’ gesture sentences?
2. Can preverbal children engage in conceptually focused gestural conversations?

a. At what age do children reply to adult gestures with their own gestures?

b. When do infants engage in 4-turn gestural turn-taking?

¢.  Does adult gesturing behavior support or suppress infants” gestural turn-taking?

Methods

Gesture-rich environment

I documented the development of gestures in 10 hearing infants who were in the in-
fant classroom at the UC Davis Center for Child and Family Studies. In this classroom,
adult caregivers modeled the use of specific gestures to represent salient concepts from
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the children’s environment, for example, tapping fingers against mouth to represent eat
or tracing index finger from eye down cheek to represent sad. Adults were explicitly
taught to use a set of symbolic gestures and were instructed to pay attention and re-
spond to infants’ gestures. Infants were not explicitly taught to use gestures, but learned
them from the adults. This gesture-rich environment provided a unique opportunity
to investigate complex uses of gestures by preverbal children.

Participants

The 10 infants were between 4 and 12 months old at the start of the study and 12 to
20 months by the end of the 8 months of data collection. Adult participants were 24 uni-
versity students studying child development and serving as the infants’ caregivers as part
of a required internship experience. Student caregivers spent two days each week in the
class; there were typically 5 student caregivers and one head teacher in the classroom.

Data collection

Infants and caregivers were videotaped in spontaneous interactions during normal
program routines. Each interaction was filmed for 5 minutes; infants were filmed an
average of 40 times each over the 8 months. On average, infants were filmed a total of
200 minutes, or approximately 1% of their 360 hours in the classroom.

Coding and transcription

I used microanalytic coding — coding every relevant change in behavior through every
second recorded - to capture all gestures by children and caregivers. For the purpose
of coding, gestures were defined as intentional, communicative motor behaviors per-
formed in the context of an interaction; markers of interaction context included body
orientation or eye gaze towards an interaction partner. For each gesture recorded, cod-
ing captured which gesture was performed, who performed it, and when it occurred
within the episode. Thus, it was possible to derive a sequence of gestures for one per-
son or a sequence of gestures between two people. Gestures were subsequently coded
as serving one of four conversational purposes: (1) Initiation: gesture not preceded by
another gesture within 5 seconds? (e.g. Infant gestures bird); (2) Continuation: gesture

2. Five seconds was used as a conservative yet somewhat arbitrary marker of conversational
timing. Through a review of gesturing episodes it was determined that if a child or caregiver were
to respond to another’s gesture, it would happen within 5 seconds, and those behaviors occurring
after 5 seconds were not responses as indicated by changes in attention and gesture content.
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preceded by a gesture by same individual within 5 seconds (e.g. Infant gestures bird
then points); (3) Imitation: gesture preceded by same gesture by different person with-
in 5 seconds (e.g. Infant points then caregiver points); (4) Reply: gesture preceded by
different gesture by different person within 5 seconds (e.g. Caregiver points then infant
gestures bird). I used these conversational context codes to determine whether infants
or caregivers performed a gestural sentence and how long each sentence was (initiation
followed by one or more continuations); and whether there was a gestural conversa-
tion (at least one reply or imitation after an initiation) and how many turns were in
each conversation.

Coder training and reliability. Coders were naive to the hypotheses of the current
study. They were taught to recognize the gestures through written descriptions and
visual demonstrations. Inter-coder reliability was assessed using Cohen’s (1960) Kappa.
Coders obtained a Kappa of .75 or above on five consecutive episodes before coding
independently. Agreement was reassessed on 15% of episodes; Kappa was greater than
.82 across all observations.

Variables

Time-invariant. For each infant, there is a variable describing the following:

- Age of entry into the classroom
- Early gesture frequency and variety (average per episode between 10 and
12 months)

Time-varying. For each interaction observed, there is a variable describing the
following:

- Infant age

- Infants’ and adults’ average gestural sentence length

- Infants’ and adults’ longest sentence length

- Average number of turns per conversation (each turn within 5 seconds of previous)
- Longest conversation

Because so many of the observations included no gesturing by the children, the nu-
merical data are erratic. To smooth the data for statistical modeling, I created run-
ning averages for each of the time-varying gesturing variables by averaging three ob-
servations together; for example, values in episodes A, B, and C were averaged to
create observation 1; values in episodes B,C, and D were averaged to create observa-
tion 2; and so on. Further, I created lagged running averages for caregiver gesturing
variables to capture infants’ prior exposure to gestures from adult models. For ex-
ample, the average caregiver gesturing frequency in observation 1 (average from epi-
sodes A, B, and C) was used to predict the level of gesturing in observation 4 (average
of episodes D, E, and F).
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Analysis

I used multi-level growth models (Singer & Willett 2003) with observations nested
within children over time to describe the average developmental trajectories of the
length of gestural sentences and conversations from 6 to 20 months of age and to test
effects of both child’s and caregiver’s prior gesturing behavior on those trajectories. I
used qualitative transcripts from observations to illustrate the content and context of
gesturing interactions between preverbal children and caregivers.

Growth modeling allows me to describe the shape of development of gesture use
over time. For both sentence length and conversation length I began with an uncondi-
tional baseline model, then added specifications of child age - first just linear, then
linear and quadratic, then linear, quadratic, and quartic, etc - until I found the most
parsimonious model that explained the most variance just by using child age. After
establishing the shape of growth, I added variables for prior and current child and
caregiver gesturing behavior, examining their main effects and testing their interac-
tions with child age.

Results

Sentences

The quantitative coding and transcripts created from the videos revealed that infants
do indeed combine different gestures to create gestural sentences. Infants begin to
form 2-gesture sentences as early as 9 months, but do so more consistently around
11 months. Examples of 2-gesture sentences from the transcripts are the following:

Female, 11.8 months:
Time 00:02:01:  point (index finger extended toward visual focus)
Time 00:02:03:  star (fingers apart, extending then retracting repeatedly)

Female, 12 months:
Time 00:01:45:  snack/eat (closed fingers of one hand tapping mouth)
Time 00:01:50:  more (closed fingers of both hands tapping each other)

Infants begin to create 3-gesture sentences at around 1 year of age, but this stays a rare
occurrence compared to 2-gesture sentences. Examples of 3-gesture sentences are the
following:

Male, 11.7 months:
Time 00:02:14:  point
Time 00:02:15:  wave (fingers together, extending and closing toward palm
repeatedly)
Time 00:02:16:  point
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Female, 12.6 months:
Time 00:00:08:  point
Time 00:00:10:  bird (both arms flapping)
Time 00:00:13:  where (palms turned up at shoulders)

Most gestural sentences included a point, and many of the 3-gesture sentences involved
a sequence in which the first gesture was repeated after a point, such as bird, point, bird.

Figure 1 shows a scatterplot of the length of infants’ gestural sentences by age. The
overlaid trajectory shows the results of Model B in Table 1. This trajectory reveals a
steady increase in gestural sentence length between 9 and 15 months, a flattening be-
tween 15 and 18 months, followed by another increase after 18 months. Infant age
alone explained only 8% of the within- and between-child variance in sentence length,
indicating that other child characteristics or experiences may be important predictors.

As seen in Model C, the younger infants were when they entered the classroom,
the longer their gestural sentences were; further, infants’ early gesturing frequency and
variety, measured between 10 and 12 months, was positively associated with later ges-
tural sentence length. These predictors explained 85% of between-child variance in
sentence length.

Caregivers’ use of gestural sentences had a negative impact on length of children’s
sentences (Model D). Controlling for caregivers’ current gestural frequency and sen-
tence length, caregivers’ prior gestural sentence length was negatively related to chil-
dren’s sentence length. Together these predictors explained 8% of within-child varia-
tion and 45% of between-child variation in sentence length.
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Longest Gesture Sentence

6 8 10 12 14 16 18 20
Child Age in Months
Figure 1. Scatterplot of infants’ longest continuous gestural sentence from 6 to 20 months of

age, overlaid with fitted quartic growth model. NOTE: Height of trajectory is truncated by
inclusion of episodes in which children did not gesture.
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Table 1. Growth models for the development of children’s gesturing sentence length
(longest sentence) in a population of 10 infants observed over 8 months

A. B. C. D. E.
Average Average  Effects of child’s Effectsof  Effects of
means growth  early gesturing  caregiver  child and
model gesturing  caregiver
gesturing
Fixed Effects
Initial Status at 6 Months
Intercept 0.52640***  0.09311 0.61520~ 0.05672  0.39730
(0.07487) (0.24970) (0.27960) (0.24510)  (0.26050)
Age at entry -0.10180*** -0.06965**
(0.02721) (0.02362)
Early gesture 0.31240% 0.28810*
frequency (0.14410) (0.12060)
Early gesture 0.36780~ 0.33720~
variety (0.21710) (0.18550)
Growth over time
Linear (AGE) -0.35300~ -0.37370~ -0.26250  -0.31340
(0.20590) (0.20360) (0.19740)  (0.19380)
Quadratic (AGE)? 0.13340* 0.14160* 0.11150*  0.12670*
(0.0585)0 (0.05776) (0.05604)  (0.54950)
Cubic (AGE)? -0.01351* -0.01456* -0.01219* -0.01387*
(0.00643) (0.00634) (0.00614)  (0.00603)
Quartic (Age)* 0.00045~ 0.00049* 0.00042~  0.00049*
(0.00024) (0.00024) (0.00023) (0.00022)
Time-varying effects of caregiver gesturing
Caregiver prior -0.06911** -0.06934**
sentence length (0.02560) (0.02559)
Caregiver current -0.07743  -0.08294
sentence length (0.06157) (0.06115)
Caregiver current .05645%% 0.05539**
gesture frequency (0.01118) (0.01095)
Variance Components
Within-child 0.4524*%* 0.3487*** 0.3488*** 0.3201%*  0.3200***
Between-child 0.0412* 0.0694* 0.0108 0.0385*  0.0042
Fit Statistics: -2LL 754.1 666.1 653.3 631.0 618.6

~p<.10,* p <.05** p<.01,** p<.001
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Conversations

As early as 7 months, infants responded to a caregiver gesture with their own gesture;
however, at this age the infants’ gestures were the same as the caregivers’ gestures.
Therefore, they could be motoric imitations rather than conceptual replies to the care-
givers' conversational turns. As early as 10 months, but much more regularly at
11 months, infants replied to caregivers’ gestures with different gestures related to the
same topic. For example, a caregiver gestures “more, snack”, and the child replies with
the “all done” gesture.

Episodes with 4 turns are an important marker of true conversation because in
these the infant has replied at least once to the caregivers’ gestures and has sustained
the conceptual focus through at least 3 turns. Infants engaged in 4-turn gestural con-
versations as early as 11 months.

Below are examples of conversations between children and caregivers. Horizontal
alignment of words, gestures, and actions within each turn represent their sequence.

1. Discussing another’ feelings. Ellen (11.7 months) is sitting on the classroom floor,
another child (Brian) is crying nearby.

Ellen: waves <at Brian>
looking at Brian

Caregiver: “Ellen, you are waving at Brian”

Ellen: cry/sad (traces finger from eye down cheek)
looks at caregiver, then looks at Brian,
Caregiver: “Yes, Ellen, Brian is crying”
cry/sad

Ellen: snack/eat (fingers of one hand tap mouth)
looks at caregiver, at Brian, back at caregiver

Caregiver: “Ellen, you think Brian is hungry?”
snack/eat

Ellen: sleepy/nap (palms together, under cheek)
looks at caregiver
Caregiver: “Ellen, you're thinking Brian is ready for his nap?”
sleepy/nap

Ellen: sleepy/nap
crawls away from caregiver and Brian

2. Finding comfort after mom’s departure. Cindy (13.3 months) is in her caregiver’s
arms; her mother has just left the classroom.
Cindy: point
Looks toward the door, extends arm toward door
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Caregiver:

Cindy:

Caregiver:

Cindy:

Caregiver:

“Your mom went out that door when she went bye-bye”

wave
wave
looking at door
“That’s right. Mom went bye-bye”
mother (fist running along jaw) wave

“You’'ll see her later at Popsicle Time”
Popsicle (fist tapping chin)
mom
looks at caregiver
“Yah, you'll see mom at Pops time,  later at Pops time.”
Mom Popsicle later

Negotiating play and snack. Tony (13.5 months) sits at the snack table with his

caregiver.

Caregiver:

Tony:

Caregiver:

Tony:

Caregiver:

Tony:

Caregiver:

“Do you want more crackers, or are you all done?”
more all done
“Do you want more?”
more

looks outside, then back to caregiver
outside (fingers in loose claw, twisting at wrist)

“You can go play outside when you're all done eating.”
play (thumb and pinky extended, middle fingers closed,
rotating wrist)
“Do you want more, or all you all done?”
more  all done (palms down, waving back and forth
in front of torso)

looks at caregiver

“Do you want more snack?”
more

all done
looking at caregiver

“O.k., you're all done. Let’s clean up so we can go play”
all done

Clarifying which fish. Ellen (18.9 months) sits in the book-reading area with her

caregiver.
Ellen:

fish (lips puckered, smacking together)
looks at caregiver



16 Claire D. Vallotton

Figure 2 is a scatterplot of the gestural conversation length infants engaged in between
6 and 20 months of age; the overlaid trajectory shows the results of Model B in Table 2.
The maximum gesture conversation length observed was 16 turns, though most con-
versations were less than half that length. Children’s age explained 27% of variation in
conversation length, indicating that other child or caregiver factors may also predict a

Caregiver:

Ellen:

Caregiver:

Ellen:

Caregiver:

Ellen:

“Do you want to go see the fish in the fish tank?”
fish point <across room at tank>  fish

more (fingers of each hand together, tapping)
looking at caregiver

“You want more. More of what, Ellen?”
more

point yes (head nods)
looks toward books on the floor

“Oh, you want to read the fish book again?”
“Where is the book?”

where book (palms together, opening out)
point <at pile of books> yes
looks at caregiver, looks back at books

dyad’s gestural conversation length.

Longest Gestural Conversation Length

Figure 2. Length of gestural conversation between caregivers and infants from 6 to

000 ®ee o0

Child Age in Months

20 months of age, overlaid with fitted quintic growth model.

L

18

20
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Table 2. Growth models for development of gesturing conversations between children and
caregivers forl0 infants from 6 to 20 months of age

A. B. C. D. E.
Average Average Effects of Effects of Effects of
means growth child’s early child caregiver
model gesturing sentence sentence
length length
Fixed Effects
Initial Status at 6 Months
Intercept 1.61710** 0.17400 1.0757 0.5686~ -0.1646
(0.17660) (0.41550) (0.63850) (0.2753) (0.3749)
Age at entry -0.1568*
(0.0730)
Early gesture 0.7072~
frequency (0.3727)
Growth over time
Linear (AGE) 1.04250% 1.0355* 0.6930* 0.7373~
(0.48070) (0.4793) (0.3511) (0.4204)
Quadratic (AGE)? -0.56710* -0.5616** -0.3689* -0.3554~
(0.21040) (0.2098) (0.1541) (0.1846)
Cubic (AGE)? 0.12000** 0.1189** 0.07414** 0.07221*
(0.03892) (0.0388) (0.02859) (0.0345)
Quartic (AGE)* -0.01013** -0.01003** -0.00617 -0.00597*
(0.00317) (0.00317) (0.00234)  (0.00280)
Quintic (AGE)® 0.00030** 0.00030** 0.00018** 0.00017*
(0.00009) (0.00009) (0.00007) (0.00008)
Time-varying effects of child gesturing
Current gesture 0.3318***
frequency (0.0198)
Current average 0.1678*
sentence length (0.0705)
Time-varying effects of caregiver gesturing
Caregiver current 0.09696***
gesture frequency (0.00908)
Caregiver current -0.01449
avereage sentence (0.04810)
length
Variance Components
Within-child 1.0124*** 0.6473%** 0.6471*** 0.3611*** 0.4934¢
Between-child 0.2772* 0.2997* 0.1767* 0.0244~ 0.2004*
Fit Statistics: — 2LL 1054.7 897.6 892.7 670.3 798.1

~p<.10,* p<.05** p<.01,** p<.001
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As seen in Model C of Table 2, the younger children were when they entered the infant
classroom, the longer their later gesturing conversations were. Also, children’s early
symbolic gesture frequency predicted longer conversations. These two variables ac-
counted for 41% of between-child variance in conversation length. Further, control-
ling for infants’ current gesture frequency, their sentence length was also positively
related to conversation length (Model D). In contrast, caregivers’ gestural sentence
length was unrelated to dyad conversation length when controlling for caregivers’ ges-
turing frequency (Model E).

Discussion and conclusion

Preverbal infants are capable of combining gestures to represent and communicate
complex ideas. Infants’ early symbolic repertoires predict their later ability to com-
bine symbolic representations in the gestural mode. While adult modeling of sym-
bolic gestures (as measured by gesturing frequency) supports children’s gestural com-
binations, caregivers’ own combinations actually suppress children’s sentence length.
It is as if when adults combine many gestures in sequence, the infants could not get a
gesture in edgewise.

Infants can also use gestures to converse with adults who are using both words and
gestures. It appears that the earlier children are exposed to gestures and the more rep-
resentational skills they exhibit through gesture (early gesturing frequency and longer
gestural sentences), the more they are able to engage in conceptually focused gestural
turn-taking, or conversation. However, aside from a natural association between
adults’ gesturing frequency and the length of conversations, adults’ gesturing behavior
does not affect dyad conversations.

Future studies should examine the relationship between gestural combinations and
the gesture-word combinations documented by Goldin-Meadow and colleagues
(Iverson & Goldin-Meadow 2005, Ozgaliskan & Goldin-Meadow 2005) as spoken lan-
guage emerges. Since use of symbolic gestures with children is associated with earlier
vocabulary production (Goodwyn, Acredolo, & Brown 2000), we may hypothesize that
symbolic gesture use predicts children’s earlier use of gesture-gesture and gesture-word
combinations. This should be tested experimentally. Further, since children’s gesture--
speech combinations elicit more complex language from adults (Goldin-Meadow,
Goodrich, Sauer, & Iverson 2007), we may ask whether children’s gesture-gesture com-
binations also elicit more responsive language from adults. This may in part explain the
relationship between symbolic gesture use and advanced language development.

In conclusion, given a rich gesture environment, infants can create gestural sen-
tences and converse in the gestural mode. They make use of gestures to negotiate re-
quests, describe observations, and even discuss abstract concepts such as future events
and the internal states of others. Children’s symbolic gestures reveal the representa-
tional and communicative capacities that do not wait for words.
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CHAPTER 9

Giving a nod to social cognition

Developmental constraints on the emergence
of conventional gestures and infant signs

Maria Fusaro! and Claire D. Vallotton?
Harvard Graduate School of Education' and Michigan State University?

Developmental researchers recognize that multiple component skills and social
processes underlie children’s communication. Infants’ gestures have catalyzed
consideration of non-verbal behaviors as markers of early communicative and
social competence. The current study examines infant sign and conventional
gesture production to inform debate on developmental and contextual
constraints on communicative competence. Based on observations over eight
months, we describe the emergence timing of gestures and signs in ten infants’
spontaneous behavior. We test whether two features of gestures and signs,
relative frequency of caregiver use and motoric complexity, explain variation

in emergence timing. We find that while these features may constrain whether
infants produce particular gestures or signs, additional explanatory mechanisms
must account for the late emergence of some conventional gestures.

Introduction

Children develop a communicative repertoire that broadens and becomes increasingly
more complex. Developmental researchers from social-pragmatic and dynamic sys-
tems perspectives recognize that multiple component skills, as well as systematic fea-
tures of the social context, underlie children’s early communication attempts (Bruner
1975, Fogel & Thelen 1987). Pre-linguistic infants’ intentional use of actions as proto-
declaratives and proto-imperatives highlights the need to look for precursors to com-
munication in children’s non-verbal behavior (Bates, Camaioni, & Volterra 1975). Thus
far, developmental studies of gesture have emphasized pointing as marking a break-
through in intentional communication toward the end of the first year of life (Carpenter,
Nagell, Tomasello, Butterworth, & Moore 1998), likely reflecting infants’ emerging un-
derstanding of others as intentional agents (Tomasello, Carpenter, & Liszkowski 2007;
Crais, Douglas, & Campbell 2004). However, infants can use other conventional
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gestures and infant signs to communicate. In particular, infant signs, described below,
afford a unique perspective for studies of early communicative competence as children
can use these body actions to refer systematically to objects, people, and events before
they do so using verbal language (Acredolo & Goodwyn 1988).

Children’s use of infant signs and conventional gestures can inform debate on the
developmental and contextual constraints on communicative competence. In this
chapter, we move this agenda forward by describing the timing of emergence of con-
ventional gestures and infant signs in the spontaneous behavior of ten infants. While
the timing of emergence of conventional gestures has been reported in prior research
in language development (Fenson, Dale, Reznick, et al. 1994), their emergence in rela-
tion to infant signs has not yet been explored. We describe features of gestures and
signs that infants produce, namely, the frequency of use in the social context, and their
motoric complexity. Based on this analysis, we argue that additional elements of ges-
ture and sign use, including social-cognitive demands, must be considered in an ex-
planation of their emergence in children’s communication.

Defining conventional gestures and infant signs

Conventional gestures include those body movements used to convey a locally agreed-
upon meaning. We focus on four such gestures used in many cultures - pointing, wav-
ing the hand in greeting, nodding the head “yes,” and shaking the head “no” On a
popular parental-report measure of child language production, these gestures are re-
ferred to as “first communicative gestures” (Fenson et. al 1994). They are also referred
to as emblems, which follow standards of form and carry meaning that can be “read”
from the movement (McNeill 1998). Cultures have unique collections of conventional
gestures and vary in the richness of their repertoire and in social norms for display.
Other conventional gestures in the United States include thumbs up (indicating suc-
cess) and putting the index fingers to the lips (requesting silence).

In contrast to conventional gestures, which are ubiquitous in a given culture, in-
fant signs (or symbolic gestures) can be introduced into a local setting, such as a home
or childcare center. This informal communication system includes requesting more by
tapping together the grouped fingers of both hands, and representing ball by motion-
ing up and down with the palm of the hand, as if bouncing a ball. By one year of age,
infants can use these signs to label objects and to communicate requests and observa-
tions (Acredolo & Goodwyn 1988, Goodwyn & Acredolo 1993). Each of these hand,
arm, and mouth motions carry semantic meaning and are used systematically in as-
sociation with the same concept over time. Yet, they are informal; their specific form
may vary between families or childcare centers. Caregivers can introduce signs from
existing programs, such as the Baby Signs® Program. However, caregivers and prever-
bal children invent some signs specific to their communicative needs (Acredolo &
Goodwyn 1988). Infant signs lack the formal properties of sign languages used by deaf
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populations, notably syntax.! They also differ from both formal sign language and con-
ventional gestures in that ultimately, infant signs are replaced by verbal language.

The current study

The use of infant signs, as well as conventional gestures, in some childcare centers cre-
ates a unique means for examining the development of communication skills during
the transition from preverbal to verbal language. The current study uses observations
from a larger study of children’s gesture and sign use (Vallotton 2008), conducted in a
child care center that has used infant signs since 1990. The first goal of the current
study is to provide descriptive information about the use of particular signs among a
group of infants exposed to them in child care. The second is to examine the features
of conventional gestures and infant signs, and features of the broader context
(e.g., gesturing input), to consider sources of variation in their timing of emergence in
children’s communicative repertoire. Qur research questions include the following:

1. Which infant signs do hearing children in a sign-rich environment learn and use,
and at what ages are these signs produced?

2. Do frequency of input and motoric features of conventional gestures and infant
signs explain why some gestures and signs are produced early, some later, and
some not at all?

In the next sections, we consider the potential roles of input frequency and motoric
complexity in explaining variation in the timing of emergence of gestures and signs.

Input frequency

In early verbal language acquisition, the density of maternal speech is a reliable predic-
tor of variation in the child’s vocabulary size (Huttenlocher, Haight, Bryk, Selzer &
Lyons 1991). If caregiver modeling of gestures and signs supports children’s use of
these communicative acts, then more frequent exposure to certain gestures and signs
may explain their earlier emergence in spontaneous communication. Two related pre-
dictions follow: (1) the average emergence age for particular gestures and signs will be
earlier among those occurring most frequently in caregivers communication, and
(2) because conventional gestures are part of the child’s broader social milieu, they will
emerge earlier than infant signs in children’s communication.

Motoric complexity

The motoric demands of most gestures and signs should presumably be light as cum-
bersome movements requiring extensive practice would hardly be useful in real-time

1. The term “home-sign” is also not used here as it has been associated with signs invented by
deaf children who lack most language input.
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communication. Nonetheless, infant signs vary in form, with some requiring the
placement of one hand in a static position and others bimanual coordination of two
different movements. The first gestures and signs children use may be those that are
motorically easiest to produce. The classic view of motor development is that infants
gain control of the body from the head down (cephalocaudal), from the midline of the
body outward (proximal-distal), and from large muscle groups to smaller ones
(Appleton, Clifton, & Goldberg 1975; Gesell 1946). Control of the head and trunk
precedes infants’ facility to use the hands to reach for an object (Bertenthal & von
Hofsten 1998). Further, controlled complex actions likely emerge from the coordina-
tion, or mapping, of single actions (Fischer & Bidell 2006). If motor complexity ex-
plains variation in emergence timing, those gestures and signs involving only the head,
such as head shaking and head nodding, would be among the earliest to emerge. Also,
the earliest manual gestures and signs to emerge would be those that involve gross mo-
tor movements, those comprised of only one action, and among bimanual gestures,
those for which both hands perform simultaneous and symmetrical movements rather
than separate or complementary movements (Corbetta & Thelen 1996).

Methods

Sample

Participants were 7 female and 3 male infants and 24 non-parental caregivers in an
infant classroom at a university laboratory school. Infants spent 3 to 12 hours per
week in the classroom. They were between 5.5 and 11.0 months of age at the beginning
of the observation and between 14 and 19.5 months at the end. Caregivers were 22
university students and 2 hired teachers (22 female and 2 male). Students cared for
children as part of a child development internship for a minimum of 3 and maximum
of 9 months.

Exposure to infant signs

Caregivers were taught to use infant signs in conjunction with words through explicit
instruction by their supervisors. Caregivers were given a list and descriptions of signs
to be used; the same list was sent home with parents, though home-based use was not
reinforced. Posters were placed around the classroom as reminders for caregivers to
use the signs. Table 1 provides brief descriptions of each of the four conventional ges-
tures and 66 infant signs that caregivers produced during the observation period.
Though children spent approximately the same amount of time in the classroom, over-
all exposure to gesturing was not uniform. Infants were never instructed or required to
use signs; they learned them only through informal caregiver modeling.
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Table 1. Descriptions of conventional gestures and infant signs, features of caregiver
and infant production, and complexity of associated motor actions

Gesture Description Caregiver N infants Avg. Motor
frequency producing emergence complexity
gesture or age (mos.)  (1-4)
N % of total sign
(N =2788)

Conventional Gestures

Point Single extended finger, without 636 22.81% 10 10.65 1
touching referent.

Wave Open palm, waving side-to-side at 148 5.31% 9 12.03 1
wrist. OR Fingers vertical, opening and
closing together.

Yes Up-down head nodding at the neck. 26 0.93% 3 15.57 NA

No Head shaking side-to-side. 10 0.36% 7 14.18 NA

Infant Signs

Snack Fingers of one hand grouped, tapping 301  10.80% 4 13.35 1
mouth.

More Grouped fingers of both hands tapping 215 7.71% 5 11.10 2
together.

All done Hands open, palms down, waving back 165 5.92% 4 14.44 2
and forth.

Hear Open palm over ear. 146 5.24% 2 15.10 1

Where Palms of hands up next to shoulders. 119 4.27% 6 13.45

Sit Index and middle finger of both hands 115 4.12% 3
tapping one on top of other (making
an X).

Play Pinky and thumb extended, hand 91 3.26% 5 13.88 1
rotating.

Bottle Loose fist to mouth. 80 2.87% 3 13.94 1

Ball Up-down palm motion, as if bouncing 68 2.44% 4 15.07 1
ball.

Outside ~ Open palm twisting, as if opening 67 2.40% 6 12.43 1
door.

Parent Open palm, thumb tapping between 46 1.65% 3 14.32 1
forehead and chin (left side).

Fish Smacking pursed lips. 39 1.40% 3 13.85 NA

Star Fingers of one or both hands vertical 37 1.33% 8 12.56 1
and wiggling.

Sad Drawing forefinger down cheek, as if 33 1.18% 3 14.91 1
tracing tear.

Book Palms opening together. 33 1.18%

Later Rotating right thumb in open left 32 1.15% 1 3
hand.

Bib Pat chest, indicating someone else’s bib. 30 1.08% 1 1

Duck Fingers to thumb, opening and closing. 29 1.04% 3 14.31 1

See Finger pointing to eye; OR finger 27 0.97% 1 1

extending from eye forward.
Hat One hand tapping top of head. 27 0.97% 1 1
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Gesture Description Caregiver N infants Avg. Motor
frequency producing emergence complexity
gesture or age (mos.)  (1-4)
N % of total sign
(N =2788)
Popsicle  Tapping back of palm to chin. 26 0.93% 2 14.95 1
Time
Wait Right fist tapping left palm. 21 0.75% 1 3
Spider Index fingers rubbed together as in 19 0.68% 1 2
“Itsy, Bitsy Spider.”
Sleep Folded hands, laid against cheek. 18 0.65% 1 3
Horse Hand stroking face as if petting nose of 17 0.61% 1
horse.
Camera  One hand in half-circle shape framing 13 0.47% 3
eyes, one or two fingers moving down
as if pushing a button.
Elephant Back of hand to nose. 13 0.47% 1
Phone Fist of one hand to ear. 11 0.39% 1 1
Happy Open hands, palms outward, framing 10 0.36% 1 2
face.
Swim Palm flat, perpendicular to body, weav- 9 0.32% 3
ing back/forth.
Necklace Fingers of both hands grasp, move up 8 0.29% 4
and over head, then down meeting in
front of neck.
Bird Arms or hands fluttering. 7 0.25% 4 11.17 2
Rocking  Torso rocking forward and back. 7 0.25% NA
Horse
Music Torso swaying side to side. 6 0.22% 5 13.83 NA
Bunny Wrinkling nose. 6 0.22% 1 NA
Diaper Patting hip. 6 0.22% 1
Wash Two hands running over one another. 6 0.22% 4
Heart Two hands drawing heart on chest. 5 0.18% 4
Slide One hand swoops over and down in 5 0.18% 3
front of torso.
Baby Arms folded at chest, rocking baby. 4 0.14% 4
Hair One hand stroking head as if brushing 4 0.14% 1
hair.
Tiger Claw-shaped hand swiping near face. 4 0.14% 1
Juice Index finger to cheek. 3 0.11% 1 1
Cow Hand over head, thumb and pinky 3 0.11% 1 1
pointing up.
Cat Hand gently stroking opposite 3 0.11% 3
forearm.
Cleanup  Palm down, circular motion. 3 0.11% 1
Gentle One hand stroking other hand. 3 0.11% 3
Loud; Water; Big; Car; Eyeglasses; Giraffe; Lotion; <3 <.10% each Loud =1
Roll; Butterfly; Frog; Laugh; Milk; Open; Pig; Water = 1

Rain; Smile; Talk; Tall; Train
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Videotaping procedures

Over an 8.5 month data collection period, each infant was observed an average of
40 times in 5-minute episodes. Infants were videotaped during normal program rou-
tines in their childcare classroom; approximately half of the recordings were made
during snack-time and half during free-play. On average, each infant was filmed a total
of 200 minutes, approximately 1% (0.93) of their total 360 hours in the classroom over
the data collection period. The gesture and sign use measured included entirely spon-
taneous behavior. Communication was not elicited by the researchers; normal class-
room routines in this gesture-rich environment served as interaction contexts which
might be natural elicitors of gesture and sign.

Coding

All gesturing behavior was coded from the video-recorded episodes in real time unless
there was a technical problem (such as an obscured camera view) that rendered the
behavior of the child or caregiver unrecognizable. For each observed gesture, coding
captured which gesture was performed, who performed it, and when it occurred with-
in the episode. Coders were university students trained to recognize all gestures and
signs by learning to perform them from written and visually demonstrated instruc-
tions and from seeing examples on training videos. Inter-coder reliability was assessed
using Cohen’s Kappa (Bakeman & Gottman 1987). Coders obtained a Kappa of .75 or
above on 5 consecutive episodes before beginning to code independently. Upon reas-
sessment of 15% of all tapes, coders achieved Kappa scores of .83 and above.

Results

Infants’ use of gesture and sign

To address the first research question, we examined the set of all gestures and signs
produced across infants and the average age at which each item was first observed. In
addition to the four conventional gestures, caregivers produced 66 infant signs at least
three times each.? Table 1 presents the number of infants (of 10) observed using each
item. Each infant was observed pointing. Seven or more children produced waves and
head shakes, while three produced head nods. Two or more infants were observed us-
ing a subset of 17 signs. Those produced by the greatest number of children included
star (n = 8), outside (n = 6), and where (n = 6). Several infant signs were observed

2. Infant signs used once or twice by caregivers are listed in the bottom row of Table 1. Given
their infrequency (each comprising <.1% of caregivers’ total gesture and sign use), they are ex-
cluded from the analysis.
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among a smaller number of children, with an additional subset of 12 signs each pro-
duced by one child.

The signs that two or more children learned and used were typically relevant to the
activities and objects in the classroom context. They represented animals (e.g., bird,
fish, duck) desired objects (e.g., snack, ball) and activities (play, outside: for going out-
side, star: for singing a song about stars). Less concrete signs, representing concepts
beyond the here and now, included where, parent, and Popsicle Time (a center-specific
event at the end of the day when children and parents sit and eat popsicles).

We examined the average age at which each of the 21 gestures and signs produced
by at least two children was first observed in children’s spontaneous communication.
In Figure 1, mean emergence ages are marked with diamonds, with error bars repre-
senting the standard deviation around the average. Overall, the emergence ages for
conventional gestures (top part of figure) were more disparate than those for infant
signs (bottom part of figure). Most signs were first observed between 11 and 15 months
of age, though individual variability was apparent.

To determine which gestures and signs were particularly early or late to emerge,
we calculated the average emergence age across the combined set of 21 items as a
benchmark. This value accounts for the emergence age for pointing for each child ob-
served pointing, the emergence age for waving for each child observed waving, and so
on for the remaining items. This benchmark age was 13.14 months (SD = 2.63) and is
represented as a vertical dashed line on Figure 1. Analyzed in separate categories, con-
ventional gestures emerged on average at 12.44 months (SD = 2.68) and infant signs at
13.43 months (SD = 2.57).

The emergence ages for individual gestures and signs were compared to the bench-
mark (13.14), using one-sample ¢-tests (two-tailed, .05 level of significance). The average
emergence age for pointing was significantly earlier than the benchmark (t = -2.66,
p =.026). In contrast, the average emergence age for head nods and head shakes were
significantly later than the benchmark (nod: t = 4.83, p = .040; shake: t = 2.98, p = .025).
This pattern is aligned with previous studies suggesting that head shakes and head nods
are typically observed later than pointing and waving based on parental report and re-
searcher observation (Crais, Douglas, & Campbell 2004; Fenson et al. 1994). Infant signs
showed fewer systematic differences in emergence timing. Popsicle time emerged slightly
later than the benchmark (t = 8.23, p = .077). While additional signs were produced rela-
tively early and late, wide individual differences were apparent and use by only a subset
of children limited the statistical power needed to detect significant differences.

Accounting for variability in emergence

To address the second research question, we examined each of the gestures and signs
according to the frequency with which caregivers used them and their motor complex-
ity. In the following sections, we present evidence relevant to these sources of variation
in emergence timing.
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Figure 1. Average emergence age (in months) of conventional gestures and infant signs
produced by two or more infants.
Frequency of input

Table 1 presents the number of times caregivers used each gesture and sign and the
percentage of the total set of caregiver behaviors represented by each action. By far, the
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most commonly produced action was pointing, comprising 22.81% of caregivers’ non-
verbal repertoire. The next most frequent items were the infant signs for snack (10.80%)
and more (7.71%), reflecting, in part, the snack-time context in which half of the ob-
servations were made.

Correlation analyses were conducted to examine the relationship between the fre-
quency of input (% of instances) and the average emergence age for individual gestures
and signs produced by two or more children. Initial analyses revealed a negative cor-
relation such that higher frequency gestures were earlier to emerge (r = -.521, p =.015).
However, this relationship was largely driven by pointing, which was an outlier in
terms of caregiver frequency and was particularly early to emerge. Setting aside point-
ing, the relationship between frequency and emergence age was still negative but
weaker and non-significant (r = -.257, p = .27).

A frequency-based explanation for variation in emergence timing suggests that
conventional gestures, which are ubiquitous beyond the child care center, will emerge
earlier than infant signs. We examined the ages at which each infant was first observed
using any infant sign and any conventional gesture. On average, infants produced their
first conventional gesture at 10.04 months (SD = 2.94), a few weeks earlier than their
first infant sign at 10.41 months (SD = 2.02). A paired-samples t-test (two-tailed, .05
level of significance), confirmed that this difference was not statistically significant
(t = .34, ns). This difference was also insignificant when first pointing gestures were
excluded from analysis. Further, the sample was evenly divided among those who were
observed using a conventional gesture before using an infant sign (n = 5) and those
first observed using an infant sign (n = 4), with one infant observed using each at the
same observation session. The same results were obtained when analyzing only those
infants for whom observations began prior to 8 months of age (n = 6). Thus, use of
conventional gestures in the broader social milieu does not appear to lead to earlier
emergence of these gestures, compared to infant signs, in children’s communication.

We next examined whether the signs children produced were particularly high
frequency in caregiver input. Among infant signs used by two or more children
(n = 17), the average caregiver frequency, expressed as percent of all instances, was
3.11% (SD = 2.88). The average frequency for never-produced signs (n = 18) was .51%
(SD = .94). A two-tailed t-test revealed that the average caregiver frequency was high-
er among signs the children used than among signs they did not use (¢ = 3.55, p = .002,
equal variances not assumed). Signs produced by only one child (n = 12) tended to be
infrequent, comprising an average of .62% (SD = .38) of the caregivers’ repertoire.
Thus, frequency of caregiver input appears to be associated with whether or not chil-
dren produced a given infant sign, but not with the variability in age of emergence.

Motor complexity

Controlled head and torso movements develop earlier than finer movements of the
hands and fingers. Thus, among the gestures and signs modeled by caregivers, the
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lowest levels of motoric complexity apply to music and rocking horse, and to head nod-
ding and head shaking as they require only gross motor movement of the torso or head.
The emergence age for music was widely variable among the five children who pro-
duced it and was not significantly different from the benchmark average. No children
were observed using the rocking horse sign. The head nod and head shake emerged
later than most manual infant signs, suggesting that motor complexity alone cannot
explain their late emergence.

We categorized each manual gesture and sign that caregivers produced, based on
motor complexity, following Dennis and colleagues (1982) and Daniloff and Vergara
(1984), who analyzed the motor demands of formal sign languages. Their seven cate-
gories of increasing complexity were collapsed into four (Table 2), yielding groups of
gestures and signs large enough for comparison. The categorization of each action is
included in Table 1.

The majority of manual gestures and signs that caregivers produced were rela-
tively simple, unilateral without crossing the midline of the body (Category 1). How-
ever, caregiver gestures and signs covered the full range of motor complexity levels.
Infants produced a subset of items from the first two categories. Those signs requiring
the third motor complexity level were each used by only one child. No children were
observed using the signs that were the most motorically challenging (Category 4).

Average emergence ages by motoric category were calculated using the same
method used for the overall benchmark. Only those items used by two or more chil-
dren were used in these calculations. For the simplest manual items (Category 1), the
average emergence age was 12.99 months (SD = 2.52). For Category 2, average emer-
gence age was 12.56 months (SD = 2.96). The difference between these averages was

Table 2. Coding of manual gestures and signs according to motoric features, from
category 1 (simplest) to 4 (most complex)

Number of gesture and sign types produced

Category Feature Caregivers’ Infants™
Unilateral: not crossing midline 25 13
2 Bilateral mirror movements: not 7 4

crossing midline

3 Bilateral: not crossing midline 9 0
Unilateral across midline
Bilateral: one base, one mover

4 Bilateral: both movers 4 0
Bilateral crossing midline: both
hands cross

" Includes gestures and signs produced by caregivers 3 or more times.
™ Includes gestures and signs produced by two or more infants.
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not significant (¢t = .628, ns). This similarity in emergence ages does not support the
motor complexity hypothesis for explaining variation in the timing of emergence for
manual signs. However, motor complexity may be related to whether a particular sign
is ever observed in infants’ spontaneous communication.

Discussion

Children’s production of conventional gestures and infant signs provides a window
into early communicative competencies. Previous research has identified the end of
the first year of life as typical for entry into non-verbal, intentional communication.
We found that infants learned and spontaneously produced a large subset of signs
modeled by caregivers. Their signs referred to concepts relevant to the childcare con-
text, including a small subset used to represent abstract ideas. In this sample, infants
were first observed using infant signs in their spontaneous communication when they
were approximately 10 months of age. Thus, infant signs provided a means for these
children to refer to specific objects and events before their first birthday.

Measuring spontaneous communication

Gesture researchers must choose between measuring spontaneous and elicited non-
verbal behavior. This study focused on spontaneous production because of our interest
in understanding children’s naturalistic use of gestures and signs. This design elimi-
nates the possibility that observed behaviors are disconnected from real-world behav-
ior. A limitation of this approach, however, is that the observed actions include only
those that were relevant to the user’s communicative goals. Thus, we cannot rule out
that children might have produced additional signs had they been prompted to do so.
While the current study provides insight into infants’ spontaneous gesture and sign
use, future studies might complement this approach by examining children’s produc-
tion of signs in response to explicit elicitation.

Variation in emergence timing

Although their average emergence age was similar to that of infant signs, conventional
gestures showed a more pronounced differentiation in emergence timing; pointing was
early to emerge, while head shaking and head nodding were relatively late. In this sam-
ple, no specific infant signs were systematically early or late to emerge in infants’ spon-
taneous communication.

We found mixed evidence that the frequency of caregivers’ use of particular ges-
tures and signs is related to emergence timing in infants’ communication. In line with
this account, pointing was heavily represented in caregivers’ communication and was
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early to emerge. However, when we excluded pointing as an outlier, the negative rela-
tionship between frequency and emergence age was no longer significant. Nonethe-
less, infants were more likely to produce those signs that were relatively more frequent
in caregivers’ communication. Thus, input frequency may predict whether infants use
a particular sign, but not when it emerges, at least during the infancy period repre-
sented in this study.

In terms of motor complexity, a similar pattern was found; complexity appeared to
be related to whether, but not when, particular signs emerged in children’s communi-
cation. All of the gestures and signs produced by two or more children required gross
movements of the head or torso or relatively simple movements of the arms and hands;
only three of the more complex bi-manual signs were ever observed, in each case by
one infant. As discussed in more detail below, motor demands also do not explain the
relatively late emergence of head nodding and head shaking.

Integrating component skills and context

In this chapter, we suggested that there are multiple constraints on the timing of emer-
gence of conventional gestures and infant signs such as features of the communicative
context and of the gestures. This analysis suggests that a multi-faceted account is need-
ed to explain whether and when infants spontaneously use particular gestures and
signs. For instance, the signs for bird and music were relatively infrequent in input,
comprising only .25% and .22% of caregivers’ total observed repertoire, respectively.
However, their relative motor simplicity (flapping the arms in synchrony; swaying the
torso) might facilitate their inclusion in children’s communication. Further, children’s
interest in communicating about these topics, such as referring to birds at the bird-
feeder or requesting music, also contributes to their occurrence in the child’s sponta-
neous repertoire.

The integrated roles of caregiver input, motoric complexity, and context are also
reflected in the absence of particular signs in children’s behavior. For instance, sit ac-
counted for over 4% of caregivers’ total gesturing (over 100 observations in our record-
ings), yet no infants produced it. This absence may be accounted for by the need to
coordinate the placement of fingers of both hands (motoric complexity) or by the sign’s
irrelevance to the child’s communicative goals; caregivers have concerns for classroom
management and cleanliness that infants do not share, which may explain why some
signs were not observed in children’s communication (e.g., sit, wash, wipe nose).

Late emergence of head gestures

This descriptive study replicates previous reports that head nodding and head shaking
emerge later than pointing and waving in children’s communication (Fenson et al.
1994; Crais, Douglas & Cambell 2004). We also found that nodding and shaking are
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relatively late to emerge compared to many infant signs. This pattern is intriguing,
given that these gestures are motorically simple and are modeled both in and out of the
infants’ child care context, whereas infant signs require manual activity and are largely
confined to the classroom setting. Some other factors besides frequency of input and
motoric complexity must explain their late emergence. One such factor may be the
social-cognitive complexity associated with their use.

Developmentalists studying pragmatics in verbal language have argued that devel-
opment in children’s understanding of social interaction contributes to advances in the
pragmatic sophistication of their communication (Ninio & Snow 1996). Increasing
social understanding is reflected in the broadening range of communicative acts that
children learn to control in speech. Guidetti (2005) similarly argues that the child’s
developing ability to adapt and respond to adult dialogue may explain the increasing
frequency of agreement and refusal messages children produce with words, head nods,
and head shakes between one and three years of age. It is possible that gesture and sign
follow a similar progression, such that children control a broadening set of forms that
serve an expanding range of communicative goals. Those gestures and signs used to
perform the simplest communicative acts should emerge earlier than those serving
more complex functions.

Using head nods and head shakes may be more socially and conceptually complex
than using gestures and signs refer to or to request a tangible entity or event. Nods and
shakes are given in reply to another person’s offer, suggestion, or question, and convey
agreement and refusal messages. Infants have the option of responding to an offer or
question by performing a relevant behavior, such as pushing away a refused object or
showing excitement when a caregiver offers to repeat an interesting activity. Intention-
ally conveying agreement or refusal messages, whether in words or gestures, may thus
reflect a breakthrough in children’s ability to respond to others’ messages using con-
ventional modes of communication.
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CHAPTER 10

Sensitivity of maternal gesture
to interlocutor and context

Maria Zammit* and Graham Schafer
University of Reading

Child-directed communication may be systematically modified either because
(1) it scaffolds language learning (the ‘Facilitative Strategy Hypothesis’) or

(2) as a consequence of the semantic simplicity of interactions with children
(the ‘Interactional Artefact Hypothesis’). To compare these hypotheses, we
compared maternal gestural production in dialogue with adults and children.
We also examined the sensitivity of gestural production to children’s concurrent
linguistic level. Twenty-nine mothers and their 16-24-month-olds were video-
recorded during a free play session, and during picture and word description
tasks. In interaction with children, maternal gestural repertoires were limited,
typically comprising concrete deictic and representational gestures; abstract
emphatic gestures were rare. Maternal gesture and children’s current vocabulary
were positively correlated. Thus, maternal gestural modification appears to
scaffold word learning, supporting the Facilitative Strategy Hypothesis.

Child-directed speech is systematically modified in comparison with adult-directed
speech (Snow 1972). Child-directed action and gesture are also modified relative to
adult-directed communication (Brand, Baldwin, & Ashburn 2002; Shatz 1982). There
are two influential explanations for modification of child-directed communication
(CDCQ). First, modification in CDC may scaffold linguistic development (Barrett,
Harris, & Chasin 1991; Hampson & Nelson 1993; Shatz, 1982). According to this ac-
count, the relative simplicity and redundancy in CDC aids in parsing information
and resolving ambiguity; child-directed actions facilitate infant attention, thereby en-
hancing learning and comprehension (Brand, Baldwin, & Ashburn, 2002; Iverson,
Capirci, Longobardi, & Caselli 1999). Such modifications, in which adults adjust
communication to the level of their interlocutor, we henceforth refer to as the Facili-
tative Strategy Hypothesis, or FSH. Second, perhaps child-directed speech is concrete,

*  to whom correspondence should be addressed. Current address is Faculty of Health, Leeds
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brief and less complex than adult-directed speech because adults speak to children
about a smaller range of subjects and in a less abstract way than to adults. The relative
simplicity of child-directed speech is an artefact of the “..narrow set of semantic rela-
tions typically expressed..” in speech to children; the “..apparent...simplicity of CDS
(child-directed speech) is best understood as an artefact of its semantic simplicity ..”
(Pine 1994: 17). This view is henceforth referred to as the Interactional Artefact Hy-
pothesis, or IAH. Both CDC and IAH can be extended to gestural interaction.

In this chapter, we set out to establish (1) if maternal child-directed gestures are
modified relative to adult-directed gestures both within and across contexts and
(2) whether such modification is sensitive to the size of children’s vocabularies. The
two different views of modification make different predictions. FSH predicts that
mothers adjust communicative behavior when the child requires support; thus, com-
munication should be sensitive to both the context and the child. In contrast, IAH
predicts that maternal communicative style is sensitive to the semantic context only,
and not to the child.

Several studies have investigated mothers’ use of gesture in interaction with in-
fants (Gutmann & Turnure 1979; Iverson et al. 1999; Namy, Acredolo, & Goodwyn
2000; O’Neill, Bard, Linnell, & Fluck 2005; Rowe, Pan, & Snow 2003; Schmidt 1996;
Shatz 1982), but no published study has compared child-directed gesture with adult-
directed gesture within-subjects. We, therefore, set out to study, within-subjects, moth-
ers’ use of gesture in three contexts and with two different interlocutors.

Only one previous, unpublished, study directly compared child- and adult-direct-
ed communication (Bekken 1989). Bekken observed triadic communication between
mothers, 18-month-old daughters and an unfamiliar female adult. Mothers produced
around twice the number of adult-directed as child-directed gestures, usually in the
form of speech-gesture combinations (‘speech-gesture acts), henceforth SGA). How-
ever, although mothers gestured more frequently to adults than to children, there were
no reliable differences in the relative proportion of speech-gesture acts to speech alone
acts directed to adults versus children because adult-directed speech was also more
frequent than child-directed speech. It is additionally possible, however, that the ob-
served similar proportion of SGA rates to children and to adults is simply specific to
triadic rather than dyadic interactions.

The majority of research investigating child-directed gesture (CDG) has observed
mother-child interaction during free play (Iverson et al. 1999, Bekken 1989). However,
O'Neill et al. (2005) found considerably higher maternal CDG rates during a struc-
tured counting task and free play session with 20-month-olds than is typically ob-
served during free play sessions. This finding offers some support for the FSH over the
IAH. It further suggests that observing mother-child interactions during a single con-
text may limit the scope of the findings. Our task therefore employed dyadic interac-
tion in three distinct contexts: (1) a word description task, in which adults talked about
a topic presented to them in the form of a single word; and (2) a picture description
task, in which a topic was presented as a single image; and (3) unstructured interaction.
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The first two tasks might be expected to elicit differential amounts of gesture because
concrete referents elicit more gesture than do abstract topics (Feyereisen & Havard
1999). In contrast, free interaction has no concrete referent or specific instruction,
thus potentially inhibiting all gesture types. Mothers repeated all three contexts with
an adult and a child interlocutor.

FSH and IAH make differential predictions about maternal sensitivity to children’s
vocabulary. Under FSH, differences in maternal gesture to children might be expected
to occur as a function of the child’s vocabulary as mothers ‘tune’ their support to chil-
dren’s lexical knowledge. Under IAH, because the semantic context is held constant
between high and low vocabulary interlocutors, we would expect little or no difference
in maternal gesture as a function of the child’s vocabulary.

Method

Participants

Participants were 29 British, white, mother-child dyads, recruited when children were
aged 16-24 months. All mothers were married or living with partners and were aged
between 20 and 40 years. Families were middle class, scoring at least 3.5 or above on
the Socio-economic status coding scheme in the Life Events and Difficulties schedule
(Brown & Harris 1978). All mothers were educated to British ‘A’ level standard or above,
scoring at least 2 on the Educational status coding scheme (Brown & Harris 1978).
Twenty-two mothers were full-time caregivers. Table 1 gives the ages and productive
vocabulary scores grouped by a median split on high versus low productive vocabulary
score (see below).

A different unfamiliar adult interlocutor participated with each mother so that,
like each child, they were unfamiliar with the experiment. Adult interlocutors were
gender matched to the child.

Table 1. Description of children in sample

Vocabulary score Gender N Age Productive vocabulary score
Mean (SD)  Range Mean (SD) Range
Low Male 10 18.8(3.1)  16-24 7.1(7.9) 0-22
Female 4 16.6(0.5) 16-24 16.2 (8.1) 7-24
High Male 8 221(3.2) 15-25 133.8 (102.9) 26-289
(

Female 7 21.1(1.4) 20-23 176.7 (192.7) 34-564
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Questionnaires

No standardised parent reported measure of British children’s gestural production ex-
isted at the start of the research. Therefore, we developed a parent-completed checklist
of communicative development. The verbal section of the checklist had previously
been administered to British children (Tan & Schafer 2005), while the gestural section
was adapted and extended from the MacArthur Communicative Development Inven-
tory: Words and Gestures (Fenson et al. 1994).

Stimuli

A bank of forty nouns familiar to British 15-month-olds was compiled from existing
data (Hamilton, Plunkett, & Schafer 2000), being: aeroplane, apple, ball, balloon, ba-
nana, bath, bed, bib, boat, book, camera, car, cat, clock, comb, crayons, cup, slide, dog,
doll, duck, elephant, fish, flower, hat, jumper, keys, lollipop, pool, phone, rolling pin,
shoe, spoon, star, swing, teddy, toothbrush, tree, and umbrella.

Procedure

Mothers visited the laboratory on two occasions, one to three weeks apart, interacting
with their child in one session, and with the adult interlocutor in the other. The order
of child-adult sessions was randomly assigned and counterbalanced. During each vis-
it, dyads were video-recorded in two structured tasks (word and picture description)
and an unstructured free interaction. During the structured tasks, dyads viewed
10 pictures or words randomly selected from the 40-item bank, each projected indi-
vidually onto the wall of the experimental room for 20s.