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PREFACE

The essays selected for this publication from the rich yield of Dean Worth's
theoretical papers and philological studies (presently numbering more than one
hundred) address themselves to problems of Russian linguistics, synchronic as
well as diachronic, the author's predominant scholarly concern. The purpose of
their being gathered in one handy volume was to make these articles available to
a broader readership than that which has easy access to the various scholarly
journals, testimonial volumes, and other publications where they first appeared.
In two instances where the original versions were written in Russian — items
number four and fourteen — they were translated into English before being in-
¢luded here. While, therefore, all essays appear in English, no attempt has been
made to edit or update the earlier versions to account for relevant, subsequently
published research or to achieve formal consistency (in matters of punctuation,
transliteration, etc.). Only obvious misprints have been corrected and, in one
or two instances, an example better suited for illustrating a particular point
has been substituted for an earlier one. Also, footnotes have been updated where
an original "in press" could now be replaced by a more specific reference.

It is gratifying to all his friends that this selection of Dean Worth's
writings appears at a time when he is celebrating his fiftieth birthday and in
the middle of an exceptionally dynamic and successful career in teaching, re-
search, and service to the profession — the three areas in which an American
university professor is supposed to perform. Obviously, however, only one facet
of his many activities, his scholarship, can be presented here.

The essays comprised in this volume fall naturally into two groups, one
treating synchronic facets of Russian (and some further Slavic) linguistic struc-
ture, the other elucidating diachronic aspects of Russian — or, more generally,
East Slavic — linguistic evolution. Reflecting the proportions in the author's
overall output to date, the studies on contemporary Russian outnumber the essays
on the history of Russian also in the present collection.

The first study on "Transform Analysis of Russian Instrumental Construc-
tions,"” already a classic and as such included (in Russian translation) in the

Soviet serial publication of significant recent work in linguistics (Novoe v
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lingvigtike, 2, Moscow, 1962), represents, to my knowledge, the first formal
demonstration of how transformations, conceived as a set of 'discovery proce-
dures' (in the sense of Z. Harris), can be applied to Russian data. Specifically,
they are used to reveal specialized syntactic functions and semantic shades ascer-
tainable beneath the partly obliterating surface of a Russian case form. In the
paper on "Grammatical and Lexical Quantification in the Syntax of the Russian
Numeral,” the author, keenly aware of the intricate interplay of formal and seman-
tic factors in language, explores the potentials and limits of operating with
syntactic features. Here, the particular, hierarchically determined combinability
of these features is examined in the context of one of the more thorny problems
of Russian syntax. Subsequently, Worth moves from the purely heuristic to the
generative phase of transformational theory (as elaborated, above all, by Noam
Chomsky and his followers). While continuing to resort to transformations as a
formal device for uncovering meanings buried under syntactic surface structure,
he tests this wider transformational approach in his inquiry into "The Role of
Transformations in the Definition of Syntagmas in Russian and Other Slavic Lan-
guages.™ Commenting on its specific concepts and distinctions (linear vs. non-
linear, simple vs. complex paradigms; temporal, spatial, meodal restrictions:
double-subject vs. single-subject transforms; rule ordering; parallels obtaining
on syntactic and morphological levels; etc.), the author shows this apprecach to
provide a deeper insight into the structured 'semantic space' underlying word
combinations or syntactic phrases (i.e., syntagms up to the extent of the simple
sentence) in Russian and some closely related languages.

In the balance of the synchronic studies in this volume, Worth further de-
velops and refines methods of an undogmatic, pragmatically employed TG theory
applied to Russian - and, for comparison and contrast, occasionally some other —
linquistic structure. Here, he focuses "On the Representation of Linear Rela-
tions in Generative Models of Language" and, increasingly, on Russian (and, in
part more generally, Slavic) morphology, its "'Surface Structure' and 'Deep Struc
ture' ..." In particular, certain peculiarities of Russian morphophonemics are
examined ("Grammatical Function and Russian Stress," "Vowel-Zero Altermations in
Russian Derivation,” "On Cyclical Rules in Derivational Morphophonemics"). At-
tention is further paid to the closely connected, hierarchically definable rela-
tionship between the inflectional and derivational components of Russian mor-
phology. Specifically, the author has some keen observations to offer concerning

word formation ("The Notion of ‘'Stem' in Russian Flexion and Derivation,"
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"Ambiguity in Russian Derivation”; cf. also some of the previously cited work on
derivation}. Dean Worth combines an imaginative theoretical approach with a firm
grasp of — and sound regard for — the relevant data (and not only such data as
happens to fit the theory), which makes for the best kind of linguistic analysis
today.

Of the four diachronic and, to some extent, philological and stylistic
rather than narrowly lingquistic studies chosen for inclusion in this volume, the
first two ("Linguistics and Historiography: A Problem of Dating in the Galician-
Volhynian Chronicle”" and "Lexico-Grammatical Parallelism as a Stylistic Feature
of the ZadonZ3ina") are concerned with individual Old Russian texts which the
author has dealt with elsewhere. Discussing the last portion of the Hypatian
Codex, which is fascinating from a literary (and not only historical) point of
view, Worth is able to adduce compelling linguistic evidence that only the border
falling between the years 1260 and 1261, suggested by L. V. Cerepnin and D.
CiZevskij, can be fully corroborated. It should be noted that other scholars
have previously proposed numerous different borders for the division of the
Galician and Volynian sections of this chronicle, recording the turbulent events
in thirteenth-century Southwestern Rus'. In his essay on parallelism as an orga-
nizing stylistic principle in the ZadonZ&ina, the author proposes, on good grounds it
would seem, a positive reevaluation of that 0ld Russian tale whose fame until
quite recently has primarily but undeservedly rested on its controversial af-
finity to the Igor' Tale of which it has been considered either a pale echo or a
less sophisticated model.

The thought-provoking sketch which at least tentatively answers the in-
triguing question "Was There a 'Literary Language' in Kievan Rus'?" is clearly
of a programmatic nature; it suggests further in-depth research in this much-
debated, yet still highly controversial area. The line of reasoning formulated
in the last paragraph is both original and attractive. Since the sociolinguistic
situation of Old Rus' was polycentric and since a literary language can be de-
fined as monocentric, with a neutral core and genre-bound deviations from this
core, Worth concludes that there was indeed no literary language in Kievan Rus'.
Instead, there was a language of literature, highly polished in its best speci-
mens, and there were some normed, in part even refined, socially effective forms
of speech and writing. The last paper in this volume, that "On Russian Legal
Language,"™ is devoted to one such kind of writing. As is well known, the lan-

guage of the Russkaja Pravda and subsequent law books of medieval Russia, limited
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in terms of its functional scope, frequently has been referred to, along with
the language of the so-called gramoty, as virtually free of Slavonisms. It is
this preconceived notion, as well as all dichotomizing schemas usually attributed
to the written language of 0ld Rus', that Worth persuasively argues against, He
does so by demcnstrating how oversimplified the thesis of a complete isolation of
legal Russian from Church Slavonic is, particularly as regards the earlier period.
It is hoped that, having acquainted himself with the essays presented here,
the reader will concur with a distinguished colleague who once said that each of
Dean Worth's studies contains at least ome subtle observation, fresh thought, or
novel insight. Personally, I am convinced that no one familiar with his writing

can help but come away with that impression.

Los Angeles, June 1977

Henrik Birnbaum

Dean S. Worth - 9783954793006
Downloaded from PubFactory at 01/10/2019 05:51:16AM
via free access
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TRANSFORM ANALYSIS OF RUSSIAN

INSTRUMENTAL CONSTRUCTIONS

0. Introduction. The traditional approach to the syntactic description of stan-
dard Russian has been based on the morphological definition of word classes and
consisted primarily of a more or less exhaustive listing of the various types of
word-combination (slovosodetanie) and sentence into which members of these classes
can be combined, e.g. substantive in various cases modifying a substantive, modi-
fying a verb, etc. Such morphologically defined phrases are tacitly assumed to be
the smallest formally characterized class above the word level. The morphological
description by itself, however, produces an obviously superficial picture of Rus-
sian syntax, since there are in most cases from a few to many intuitively recog-
nized different kinds of relation expressed within one and the same morphological-
ly defined phrase type, e.g. in English the difference between "John was eating
all the cheese" and "John was eating all the time,"” or in Russian the following
sets of verb + substantive in the instrumental case: rukovodit batal'onom! 'is in
charge of a battalion', mafet platkom ‘'waves his kerchief', priezZaet starikom
‘arrives an old man', voet 8akalom 'howls like a jackal', &ttaet vederom ‘reads in
the evening', tdet lesom 'walks through the forest', govorit dopotom 'talks in a
whisper'. With the concept of form thus restricted to that of morphological de-
scription, one is faced by a multiplicity of meanings expressed by a single form,
and has only the choice between (1) relegating all differences among units of like
morphological structure to the realm of the lexicon and thus (assuming the lexicon
has nothing to do with grammar) considering these differences none of the lin-
guist's concern,2 and (2) attempting to account for the intuitively recognized re-
lational varieties within the morphologically defined class by dividing the latter
into subclasses on a purely semantic basis. The latter solution is adopted, for
example, by the latest full syntactic treatment of Russian, the second volume of
the new grammar of the Soviet Academy.3 For purposes of comparison we shall first

outline the treatment of Russian instrumental constructions in this work.

0.1. Traditional Analysis. The Soviet Academy grammar divides word-combinations



00051582

of verb and instrumental substantive modifier into five major classes (one of
which is as a matter of fact already archaic, cf. below), on the basis of the kind
of relation expressed between verb and substantive. These five classes are la-
beled objective, temporal, spatial, determinative-circumstantial, and causative;
most of them are divided into a number of subclasses determined by a variety of
criteria, mostly semantic. The largest of the five major classes, in which ob-
jective relations are expressed, is defined as expressing "an action and the in-

"4 e.g. rubit’ toporom

strument by means of which this action is accomplished,
‘chop with an axe', ptsat' dermilami ‘write in ink'. A subclass contains verbs
"with the meaning of allotment, equipment, provision in the broad sense" and sub-
stantives "signifying the object with which someone is provided or not provided,"E
e.g. nagradit’' ordenom ‘confer a decoration', gnabdit' den'gami 'provide with
money', obdelit' nasledstvom 'deprive of an inheritance'. Another subclass con-
tains verbs which "name a movement"” and substantives which name "a part of the
body or an object organically connected with the actor,"® e.g. maxat' rukoj 'wave
one's arm', topat' nogami ‘'stamp one's feet'. Should verb and substantive be of
more abstract meaning, they form "combinations in which in the dependent word (=
modifier) the meaning of instrument is somewhat weakened and is replaced by the
more general meaning of indirect object,"’ e.q. udivit' wnom 'astonish by one's
wit', ugroZat' vojnoj 'threaten with war', wmorit’ golodom 'starve (someone) to
death' (*'to kill by hunger'). Combinations expressing the relation labeled "in-
direct object" are themselves divided into a number of subgroups, the first of
which contains verbs "signifying filling, satiation”" and substantives naming "the
object with which something is filled,"® e.g. nabit' senom 'stuff with hay', i8-
polnit'sja nenavigt'ju 'become filled with hate', nagruzit' poruéentjami 'burden
with errands'; this subgroup is stated to contain words of both abstract and con-
crete meanings, which appears to contradict the subclass definition above,

A special paragraph is accorded those indirect object combinations in which
the verb means "possession, internal enthusiasm, constant occupat:i.on,“9 e.qg.
viadet' francuszskim jazykom 'speak French', vostorgat’sja druz'jami ‘be delighted
with one's friends', zanimat'sja sportom 'engage in sport', ljubovat'sja prirodoj
'‘admire nature'; in some cases, the instrumental substantive may at the same time
name "the source of the feeling or experience expressed by the verb,"10 e.g. gor-
dit'sja pobedoj 'be proud of a victory', plenjat'sja krasotoj ‘'be captivated by

beauty'. A further subclass (presumably still, but not explicitly stated as,
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expressing indirect objects) consists of substantives "upon which an activity is
spent” and one of the seven verbs vedat' 'manage‘, zavedovat' idem, komandovat'
‘command’, prquvit’ 'rule, govern', rasporjaZat'sja 'deal with, dispose of', ruko-
vodit' 'direct', wpravljat' ‘'govern'. The final subclass of the class of objec-
tive relations consists of combinations formed with either "a verb in the form of
the passive wvoice" or "a passive participle" combined with an instrumental sub-
stantive which "names the producer of the action — a person or thing,"ll e.qg.
Ciny ljud'mi dajutsja ‘ranks are given by people' (Griboedov), Vra3da wmiritsja
vitjan'em godov '(Your) enmity will be calmed by the influence of the years'
(Nekrasov) , Vse pokryto bylo snegom 'Everything was covered by snow' (PusSkin), Vse
zdes' gozdano nami ‘Everything here has been created by us' (Nikolaeva). The awk-
wardness of including these obviously passive transforms in the objective class is
apparently conceded by the remark that "in these cases the forms of combination
are closely connected with the structure of so-called passive constructions and of
a particular type of verbal sentence . " 12

The second major class in the Academy grammar consists of combinations ex-
pressing temporal relations. This class is divided into two subclasses, this time
by purely morphological criteria. The first subclass contains substantives in the
instrumental singular designating time of day or season of the year, and obliga-
torily accompanied by agreeing adjective or governed substantive modifiers, e.g.
on uexal glubokoj osen'ju 'he left at the very end of autumn' ('in deep autumn'),
8ludilos’' pozdnej no¥'ju '(it) happened late in the night'.!3 A subgroup contains
substantives (animate, although this is not mentioned in the grammar) naming age,
occupation, or social status in which the subject of the verb is placed at the
time of the action, e.g. on uexal rebenkom ‘he left a child' ('was a child when
he left'), rasstalis' soldatami, a vstretilis' polkovnikami ‘they parted as (sim-
ple) soldiers, and met (again) as colonels'; that this subgroup does not belong
here is proved by the fact that it not only does not have to have, but in fact
almost never does have, an adjective or substantive modifier of the instrumental
substantive. The second subclass of temporal combinations contains substantives
in the instrumental plural, which "name an action, repeated from time to time and
lasting throughout the course of the period of time named by the substantive,"1%
e.qg. Aleksej celymi dnjami prigljadyvalsja k Komigsaru; it is not clear just what
is different in this second subclass, apart from the plural morphemes and their

meaning.
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The third major class consists of combinations expressing spatial relations.
These contain "a verb signifying motion (and) a substantive in the instrumental
naming a place, a space, along which the motion is directed,”!3 e.g. probralsja
ogorodami 'he made his way through the back gardens', exal leeom 'he was riding
through the forest'. Should the verb be other than a verb of motion, "the combi-
nation expressing spatial relations takes on the nuance of a temporal meaning,"l6
e.g. Dorogoju stali bit' 'Along the way they began to beat (him)' (Soloxov).

The fourth major class, in which determinative-circumstantial (opredelitel’-
no-obsg tojatel 'stvennye) relations are expressed, contains substantives which "name
the mode (8posob) of accomplishment of the action named by the verb,"17 e.g. zape:
vysodaj¥im fal'cetom 'began to sing in a very high falsetto' (Turgenev), Tanki
goreli golubym plamenem 'The tanks were burning in blue flame' (Ketlinskaja).!®
A subclass contains substantives which "signify the mode of completion of the ac-
tion, appearing for the sake of comparison;“19 here the grammar makes one of its
few tentative steps toward the analytic use of transformations, e.g. tedet rekoj
is compared with tedet, kak reka 'flows like a river'. In another subclass, the
substantive "can characterize the mode of completion of the action from the quan-
titative side,"20 e.g. letjat stadam ptiey 'in flocks fly the birds' (Krylov),
kotorye sypal on medkami 'which he poured by (whole) sacks' (Gogol'). Only a not
mentions a particular type of determinative-circumstantial combination in which
"the dependent substantive is by its lexical meaning close to the meaning of the
governing verb,"2} e.g. iaudajusdim vagljadom ogljadel 'looked about with a study
ing glance' (Ketlinskaja), Bystrymi &agami ona &la 'With quick steps she went'
(Nikolaeva) .22

The fifth major class, expressing causative relations, contains substantives
which "signify a manifestation or state which has conditioned the action named by

"23 0only two archaic examples are given, Osel moj glupost'ju v poslovic

the verb.
vofel 'My donkey by (his) stupidity has got into the fable' (Krylov), and Sluda-
log' 1i, 3tob vy... 08ibkoju dobro o kom-nibud' skazali? ‘Has it occurred that
you... by mistake said (some) good of someone?' (Griboedov); it is noted that suc

combinations are being replaced in modern Russian by constructions with po and th
dative or iz-za or ot and the genitive, e.g. sdelat' po odibke 'do by mistake',

otstaet iz-3a leni, ot nevnimanija 'lags behind because of laziness, from inatten
tion'.2%

0.2. Transformation Analysis. The haphazard quality of the traditional classifi-
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cation ocutlined above is obvicus. The present paper suggests an entirely differ-
ent approach to this same problem of classification, an approach based nearly as
exclusively on form as the traditional approach was based on meaning.25 The tech-
nique offered here consists fundamentally of examining each unit to be classified
from two points of view, first that of what it is (the traditional morphological
classification, valid as far as it goes), and then that of what it can become, of
what specific changes can and cannot be wrought upon it., These changes will be
called transformations, conforming to the terminology used by Chomsky and Harris,?®
but it is to be noted that this paper attempts to use these transformations for
one restricted purpose only, namely to classify otherwise identical phrases. It
is not offered as one ready-made section of a complete transformation syntax of
Russian. The working out of such a syntax is a different and more complicated
operation than that attempted here, although it is hoped, of course, that the
problems and solutions encountered in the present paper may contribute to the

eventual development of such a full-scale syntactic description.

0.21. Morphological Classification. Transformation analysis proceeds in two
steps: (1) a preliminary morphological classification of phrase types; (2) a
transformation classification ¢of subtypes within each morphologically defined
phrase type. The preliminary morphological classification is based on a number

of phrases occurring in a given corpus.27 It presupposes that (1) we know all the
major word classes of the language in question and (2) we can recognize the class
membership of all words occurring in our given phrases.28 Each phrase is de-
scribed as a string of class members, each of which expresses certain grammatical
categories (knowledge of which is also presupposed), e.g. the phrase "The dog is
chewing the bone" might be described as NPgjpg, animate + Vgjng, past progressive

+ blpsing. inanim.

0.211. Reduction. The phrases which actually occur in any given corpus contain
many items (groups of words, or individual morphemes) which are superfluous to the
particular constructions being investigated. To avoid cluttering the preliminary
morphological classification with irrelevant details, all actually occurring
phrases are first reduced to the structural essentials necessary for further anal-
ysis. There are two kinds of reduction. First, all modifiers are eliminated from
endocentric constructions,29 excepting only those very units which we are inter-
ested in classifying. For example, should we be interested in phrases containing

"by + NP" in English ("by John," "by moonlight"), which we find to occur in the
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sentences "The biggest fish of the season was caught by old John Davis last night
and "All the cargo was unloaded from the ships by moonlight because of the impend:
ing strike," we reduce these sentences to "The fish was caught by John" and "The
cargo was unloaded by moonlight.” Similarly, the Russian phrase Bol'¥aja gostin-
raja kommata v dome Ivanovyx uZe napolnjalas' tolpoj Zen8lin i detej 'The big liv
ing room in the Ivanovs' house was already being filled by a crowd of women and
children' can, if we are interested in the instrumental substantive tolpoj ‘by a
crowd', be reduced to kommata napolnjalas' tolpoj 'the room was being filled by
the crowd' without losing anything essential to the construction we are trying to
analyze.30

The second step of reduction consists of eliminating from the description al
those grammatical categories which can be shown to be irrelevant to the transfor-
mations to be effected. This second elimination, although in practice based on
intuition in many cases, can always be justified by a rigorous procedure which
puts the given phrase through all possible transformations and only then elimi-
nates as irrelevant those categories which remain constant throughout all trans-
formations and which can be varied freely without either increasing or restrictin
the number of possible transformations. We will find, for example, that the cate
gories "tense" and "number" are irrelevant to the active—passive transformation
in English, and if dissatisfied with our intuitive perception of this fact, we ca
prove it by letting F = an active sentence and F' = the passive transform thereof
and noting that the relation between F and F' is identical in all cases of F + F!

regardless of which morphemes of tense or number happen to occur, e.qg.

John saw the boy + The boy was seen by John
John will see the boy -+ The boy will be seen by John
Jochn saw the boys + The boys were seen by John

etc. Similarly, the relation between F and F' remains constant in the Russian

examples:

tolpa napolnjaet kommatu 'the crowd fills the room' + komata napclnjaetsja
tolpoj 'the room is filled by the crowd'

tolpa napolnjaet komnaty 'the crowd fills the rooms' + kommaty napolnjajutsj
tolpoj 'the rooms are filled by the crowd'

tolpa napolnjala kommatu ‘the crowd was filling the room'~kommata napolnja-
las' tolpoj 'the room was being filled by the crowd'
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etc., which entitles us to eliminate tense and number from consideration as far as
this particular transformation is concerned.

Once the phrase has been reduced to its structural essentials, it can be re-
presented by a string of symbols expressing class membership and relevant gram-

matical categories,al e.g. in English we will write:
John caught the fish + The fish was caught by John as slvs?2 + 52 is Ven byS!

and in Russian:

tolpa napolnjaet kommatu + kommata napolnjaetsja tolpoj as SLVS% + 8%V Sk

All phrases which have been reduced and symbolized can then be classified into
groups of like morphological form. This preliminary classification obviously
throws together phrases of different structure and meaning, e.g. the class s! is
Ven byS2 includes "Mary was kissed by moonlight” as well as "Mary was kissed by
John". It is the job of transformation analysis to describe the formal distinc-

tions between such morphologically identical phrases.

0.22. Transformation Operations. All reduced phrases are then tested to see in
which ways they can and cannot be transformed, and each class of morphologically
identical phrases is divided into subclasses according to the various sets of

transformation which obtain for the phrases of this class. 3?2

0.221. Types of Transformation. There are a number of different types of trans-
formation, not all of which are equally pertinent to the present investigation,
Most important for our purposes are what may be called intraclass transformations,
effected within a morphologically determined form class, e.g. substitution of a
group "preposition + substantive" for a substantive in English or substitution of
one case for another in Russian, e.g. T: S, + S, komata + kormatu, or the change
of active to passive verb forms in either language, e.g. T: V + isVen "bit" + "was
bitten" or T: V + Vg5 napolnjala + napolnjalas’'. Addition and elimination of forms
are most conveniently represented as transformations from and to zero units (T: & +
F, T: F + &), since in such cases the presence of a form in one of two transforms
is correlated with its absence in the other. Other types of transformation are of
lesser importance for this paper.33 Individual transformations will be described
as they occur.

Transformations can be described either individually or, when they imply each

other, as complete sets, or phrase transformations. The active —passive transfor-
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mation in English, for example, consists of three individual transformations T:
V + isVen, T: S! + byS!, and the word-order transformation (difficult to symbol -
ize) which has the effect of changing the places of S! and S?; these three trans-
formations imply each other and can be written as a single phrase transforma-

tion:

sl v g2 The dog bit the man
+ 52 jsVen byS1 + The man was bitten by the dog . 34

0.222. Testing Procedures. The method by which it is determined which transforma
tions can and which cannot be applied to a given phrase can be formulated in
rigidly systematic terms: given a phrase consisting of the words X + Y + Z, we
apply each possible intraclass transformation to X and note what if any transfor-
mations must be applied to Y and Z if the result is to be a grammatical phrase;
the same procedure is then repeated with Y and Z. For example, given the phrase
"The dog bit the man", we can if necessary go through the procedure of applying,
e.g. T: S! + byS! ("the dog"” -+ "by the dog"), and note that if we also apply T:
V » isVen and the word-order reversal of S! and S2, we obtain the grammatical
phrase "The man was bitten by the dog", whereas transformations producing "from
the dog™, "with the dog", etc. cannot result in grammatical phrases no matter wha
is done to V and S2. similarly, in Russian, given the phrase tolpa napolnjala
komnatu 'the crowd was filling the room', we can apply T: S!; -+ S!; and obtain t
grammatical phrase kommata napolnjalas' tolpoj, provided we also apply T: s2, +
Sln and the same word-order reversal as in the English example above.3% 1In prac-
tice, such rather tortuous procedures are often developed to explain the intuitis
jump from one grammatical phrase to another; i.e., one usually proceeds by whole
phrase transformations, not by accumulations of individual transformations.

As the analysis of individual phrases continues, these are found to undergo
partially the same, partially different transformations. In English, for example
we find many phrases which can undergo both the active —passive voice transforma-

tion and a transformation from non-progressive to progressive aspect, such as th

phrase The dog bit the man

which can + The man was bitten by the dog (Tpass)

and also -+ The dog was biting the man (Tprog)

and even both + The man was being bitten by the dog (Tpass * Tprog!

although the apparently identical phrase,
The deg chewed the bone
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can undergo Tpass only if it also undergoes Tprog. namely,

it cannot + *The bone was chewed by the dog3® (Tbass)

but it can + The dog was chewing the bone (Tpyrogq)

and it can also + The bone was being chewed by the dog (Tpags + Tbrog)-37

0.3. Form and Meaning. Two phrases which are transforms of each other are corre-
lated in meaning as well as in form. This is not to say that their meanings are
identical (on the contrary, one assumes a priori that each difference in form cor-
responds to a difference in meaning), but rather that there is a constant differ-
ence between the meanings of individual units of correlated transform pairs, i.e.
that in any series of transformations F! = F'!, F2 + F*'2, . F" & F'", the refer-
ential meaning of F is related to (differs from) that of F' in exactly the same way
in each of the series of pairs. Should this reqular correlation of meaning fail to
obtain for some pair F¥ + F'X formally belonging to this series, this fact is to be
considered a danger signal indicating that the formal possibility of T: FX + F'X
may in reality be a superficial or non-productive feature concealing (or, better,
not uncovering) some more essential transformation feature which makes it impos-
sible to consider F¥ + F'X 3 true instance of F + F'.38 Fpor example, in the Eng-
lish progressive aspect transformation S!VS2 =+ SlisV1ng S2, the regular meaning
correlation obtaining in all cases of F + F' in the examples "John eats the apple"+
"John is eating the apple”, "My wife cooks supper" + "My wife is cooking supper",
etc., suddenly fails to obtain in the instance "John sees the poy" + "John is see-
ing the boy"; this is our clue to seek other transformation features distinguishing
"John sees the boy" from "John eats the apple", "My wife cooks supper", etc.39
Similarly, we find that in one type of passive —active transformation in Russian,
namely Sln Vg Szi + 52n \Y Sla, we find that the meaning of F differs from that of
F' in exactly the same way in each of the instances of F + F': kommata napolnjalas'
tolpoj 'the room was filled by the crowd' =+ tolpa napolnjala kommatu 'the crowd
filled the room', zala ocsveddaetsja fonarikami ‘'the room is lighted by lanterns' +
fonariki osvedZajut zalu, simfonija ispolnjaetsja orkestrom ‘the symphony is played
by the orchestra' + orkestr ispolnjaet simfoniju, but in the formally identical in-
stance van vernulsja starikom 'John came back an old man' + gtarik vermul Ivana
‘the old man brought John back' the expected correlation does not obtain, which is
a signal that we must look elsewhere for differences between Ivan vernulsja stari-

kom and the other S!, V. S2; phrases just cited.*?
n Vs °7i

0.31. Directional Transformations. The problem of meaning correlations discussed
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in 0.3 is closely connected with that of the direction in which transformations

proceed. It has been suggested that the rather awkward requirement that transfon
be correlated in meaning as well as in form could be eliminated by stating that (.
transformations are unidirectional and (2) instrumental constructions are not bas
but are derived from other kernels; this would permit the statement that gtarik

vernul Ivana 'the old man brought John back' is a kernel and, because of the per-
fectivity — animation rule described in 1.112 below, one cannot derive Jvan vernul.

gja starikom (regardless of its meaning) therefrom.*!

Now, while this viewpoint
provides a welcome rule eliminating all formal connection between Ivan vernulsja
startkom 'John came back an old man' and startk vernul Ivana ‘'the old man brought
John back', it raises some broader theoretical problems which ought not to pass u
noticed. For one thing, while there is very probably a hierarchy of phrase struc
tures in all languages, and while the relation between certain phrase types may b
most economically described as sets of transformations proceeding in a certain
direction (this seems to be the case with active—passive constructions in Englis
as well as Russian“?), it is equally true that given the correlated transforms F
and F' (i.e., given the existence of the phrase types F and F' and a statable pro
cedure for deriving one from the other), there is no reason to assume a priori th
the derivation proceeds in one direction rather than the other (the formal descri
tion is just as easy in terms of F' + F as in terms of F + F'). There is, as a
matter of fact, no very good reason for assuming that the relation between corre-
lated transforms must be that of unidirectional derivation (i.e., for positing
automatic hierarchy between these phrase types). There are compelling historic

reasons for asserting that this cannot always be the case.

0.311. Diachronic Syntaxr. If we look briefly at syntax from the diachronic rathe
than from the synchronic point of view, we see that (1) systems of correlated
transforms provide the most convenient framework for discussing the historical
evolution of syntactic forms, and (2) a description which considers all transfor-
mations to be unidirectional presupposes the demonstrable untruth that syntactic
patterns are static. Assuming that a hierarchic distinction between kernel and
derivative may but need not obtain between correlated transforms, and once it has
been established that F and P' are correlated transforms, there are three possibl
transformational relations between them: (1) neither F nor F' can be shown to be
the kernel from which the other is derived, i.e,, F and F' are simply coexisting

and interchangeable phrase types, not necessarily identical in meaning (type F +
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F'); (2) one type can be proved derivative from the other, namely either (2a) F is
a kernel and F' a derivative (F + F') or (2b) F' is a kernel and F derived there-
from (F « F'). The indisputable fact that with the passage of time constructions
of one type succeed constructions of another type leads us to posit a succession of

five stages (which, in actual historical fact, would flow imperceptibly each into

the next):

(1) F F exists alone (the type F' has not yet been used)

(2) FP(+F") F is the kernel, but can + F' (F is more common, but the type
F' is growing)

(3) F +—F F and F' are fully interchangeable

(4 (F+) F' F' is the kernel, but can + F (F is felt as archaic, but still
used occasionally)

(s) F' F' exists alone (F is found in older texts only).“3

Conversely, any synchronic slice should try to fix the relation between two corre-
lated transforms as one of the three stages F + F', F +— F', or F « F'; failure to
do so is to further the outdated Saussurian equation of synchronic with static.

The assumption that all derivational relations are of the type F + F' is therefore
seen to be incompatible with historical fact and consequently unacceptable even in

synchronic analysis.““

0.4. Plan of Analysis. 1In what follows, the analytic technique outlined above has
been applied to Russian constructions in which instrumental substantives modify
finite verbal forms. Considerations of space require a degree of symbolization
which is, at times, unfortunately high; often, only one example of the more common
types of subclass is given.

With insignificant exceptions, there are after reduction (cf. #.211) six
morphologically distinct types of phrase in which instrumental substantives modify
verbs :

1. Sl vg S2;: kommata napolnjalas' tolpoj 'the room was being filled by the
crowd', luga zalilis' vodoj 'the meadows were flooded with water', s®et sostavlja-
etsja burgalterom 'the account is drawn up by the bookkeeper', udreZdenie ruko-
voditsja rabotnikom 'the establishment is managed by a worker', gstudent zarezalsja
britvoj 'the student committed suicide with a razor', Ivan vernulegja starikom ‘'John
came back an old man', bar3i tjanulis' rjadami 'the barges moved along in rows',

Boris vermulsja ve¥erom ‘Boris came back in the evening'.“>
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2. Sl, V S%;: rabotnik rukovodit udreXdeniem ‘the worker manages the estab-
lishment', kapitan komanduet batal'onom 'the captain commands the battalion', Ivan
poka¥al golovej ‘'John nodded his head', on povel brovjami 'he raised his eyebrows',
Tvan priexal starikom 'John arrived an old man', ona vyla 8akalom 'she howled like
a jackal', oni &li verenicej ‘they went in a row', Boris &itaet velerom 'Boris
reads in the evening', ont 8li lesom 'they were walking through the forest', on
govorit dopotom 'he speaks in a whisper'.

3. S, V A{ S?%;: on govorit nizkim tonom ‘he spoke in a low voice', on kri-
Zal gromkim golosom ‘he shouted in a loud voice', on smotrel ostoroZnymi glazami
‘he looked with cautious eyes'.

4. Sl v 82, 83;: oni vybrali ego preszidentom 'they elected him president’,
Ja znal ego studentom 'l knew him as a student', ja sditaju ego durakom 'l conside:
him a fool', on zakryl dver' rukoj 'he closed the door with his hand', on udivil
nas otvetom 'he astonished us by his answer', rabodie pokryli ulicu agfal'tom 'the
workers covered the street with asphalt', tetja nadelila menja nasledstvom ‘my aun
left me an inheritance'.

5. Vg48;: zateklo krov’ju 'blood began to flow', popaxivaet dymom 'it smell:
rather of smoke'.

6. S, Vg S?;: &ljapu uneslo vetrom 'the hat was carried off by the wind®,
otea pereexalo avtomobilem 'father was run over by a car', luga zalilo vodoj °‘the
meadows were flooded with water'.

Sections 1—6 below will discuss these six phrase types in some detail and

point out many of the transformationally determined varieties within each type.
2
1. Phrase Type Sl Vg §%;.

1.1. Units of type Slj Vg Szi can be classified as containing subjective, semi-
subjective, and non-subjective instrumental modifiers. The subjectivity or non-
subjectivity of Szi is formally expressed in the possibility or impossibility of
the transformation T: =+ 52n Vv 8!, or (rarely) + 82, V S!;. Subjective and semi-

subjective units appear to be derivative from correlated transforms.

1.11. Subjective instrumental modifiers occur in units where the transformation

T: » Szn v Sla/i is possible, e.qg. komata napolnjalas’' tolpoj 'the room was being
filled up by the crowd' + tolpa napolnjala kommatu, luga zalivalis' vodoj 'the mea
dows were flooded with water' + voda zalivala luga, sdet sostavljaetsja burgaltero
‘the account is made up by the bookkeeper + buxgalter sostavljaet sdet, ulrezdenie

rukovoditsja rabotnikom 'the establishment is managed by a worker' -+ rabotntk ruko
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vodit u®reZdeniem. These units can be divided into two groups, according to wheth-

er or not the verb can occur in the perfective aspect (formally, whether or not T:

Vg + Vgp is possible).

1.111. Units in which both S! and S? are inanimate substantives are not restricted
as to aspect, e.g. kommata napolnjalas' tolpoj 'the room was being filled up by the
crowd® / kommata napolnilas’ tolpoj '... was filled...', luga zalivalis' / zalilis’
vodoj ‘the meadows were being flooded / were flooded with water', nor are their S%j,

V Sl, transforms, e.g. tolpa napolnjala / napolnila kommatu, voda zalivala / zalila
luga.

1.112. units in which S! is an inanimate and S? an animate substantive can occur
only in the imperfective aspect (i.e., T: Vg + Vgp is impossible), e.g. sdet so-
stavljaetsja buxgalterom *the account is made up by the bookkeeper' cannot + *sdet
sostavitsja buxgalterom, similarly in the past sdet gostavljalsja buxgalterom can-
not + *sdéet sostavilsja buxgalterom. This restriction of aspect does not apply to
the S2, V S!, transforms of these units, e.g. buzrgalter sostavljaet / sostavit sdet
*the bookkeeper makes / will make up the account', buxgalter sostavijal / sostavil
adet . If we accept the statement, "Of two correlated transforms, the one having
the lesser number of transformation restrictions is to be considered basic, and the
other a derivative thereof," we will then consider the present {1.112) Sln Vg 824

units to be derived from their correlated Szn v Sla transforms,

1.113. 1In one infrequent type of subjective instrumental unit, the original T: Szi
> 52n entails not S!, + sl, but Sl + S!i, producing the transform s2, V sly, e.q.
u¥reXdenie rukovoditsja rabotnikom 'the establishment is managed by a worker'
rabotnik rukovodit udreZdeniem. cf. 2.1122.

1.114. One type of Sl Vg S?; unit is characterized by the possibility of a furth-
er transformation T: + Sly V4 5%, e.g. luga zalilis’' vodoj ‘the meadows were
flooded with water' -+ luga zalilo vodoj. Cf. 6.12.

1.12. Semi-subjective instrumental modifiers occur in units where S! is an animate
and S? an inanimate substantive. The subjective transformation T: + s2, v sl, is
usually possible but awkward (i.e., less grammatical than in the case of the sub-
jective units in 1.11 above), e.g. student zarezalsja britvoj 'the student commit-
ted suicide with a razor' + britva zarezala studenta. This semi-subjective status
of S2, however, is much less important than the fact that this type of unit can be

transformed by T: + S'n V S3a S2j, e.g. + student zarezal professora britvoj 'the
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student killed the professor with a razor'; this transformation is impossible for
both subjective and non-subjective units. The Sl Vg S2; unit is probably to be

considered a derivative of the Sl V 83, §2; transform; cf. 4.

1.13. In units with non-subjective instrumental modifiers the transformation T: -+
Szn v Sla/i is either impossible or involves such a shift in referential meaning
(cf. 0.3 above) that the two units Sl Vg S2; and S2, V S!; cannot be considered
correlated transforms of each other, e.g. Ivan vermulsja starikom 'John came back
an old man' -+ *gtarik vernul Ivana 'the old man brought John back', bar3i tjanu-
lis' rjadami 'the barges moved in rows' + *rjady tjanuli barZi ‘'the rows (e.g. of
men) pulled the barges'. These non-subjective units can be divided into two
groups, containing predicative and non-predicative instrumental modifiers, accord-
ing to whether or not the verb can be transformed to a form of the verb 'to be’

(formally, whether T: Vg »+ byl- is possible).

1.131. 1In units with predicative instrumental modifiers the transformation T: -
S!, byl- S2; is possible, e.g. Ivan vernulsja starikom *John came back an old man'
-+ Ivan byl startkom 'John was an old man'. This predicative instrumental unit can
be derived from the combination of two simpler units Ivan vernulsja 'John came
back' and Ivan byl starikom 'John was an old man' either directly or through some
intermediate step such as kogda Ivan vernulsja, on byl starikom 'when John came
back, he was an old man'. The non-subjectivity of Szi in these units finds furth-
er formal expression in the fact that it can usually be omitted (T: s+, e.g.
+ Jvan vernulsja; cf. *udreidenie rukovoditsja 'the establishment is managed',
etc. Cf. 2.1211,

1.132. In units with non-predicative instrumental modifiers the transformation T:
+ 8!, byl- S§2; is impossible, e.g. bar¥i tjanulis' rjadami 'the barges moved in

rows' + *bar%i byli rjadami ‘the barges were rows', but one or more of a number of
prepositional transformations T: + Sl Vg pS2 is possible, e.g. + bar3i tjanulis'
v rjadax 'the barges moved in rows'. S2; is always either a temporal or a spatial
modifier; the individual words occurring as Szi can be listed as temporal or spa-
tial according to other formal criteria (e.g. whether or not the word can be used

in the accusative to modify verbs in -gja, etc.).

1.2. The possibility or impossibility of a particular units undergoing each of

the set of possible transformations can be represented in tabular form as follows:
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TABLE 1A: Transform Features of S!;, Vg S2; Units
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- + - - - - - ufreZdenie rukovoditsja rabotnikom
(+) - + - + - - student zarezalsja britvoj
(=) - + - - + - Ivan vernulsja starikom
(-) - - - - - + barZi tjanulis' rjadami

1.3. The network of correlated transforms in which units of type S!j, V5 S§2; par-

ticipate can be represented schematically as follows:

TABLE 1B: Transform Network of Sl, v S2; Units
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2. Phrase Type S, V 5%;.

2.1. Units of type Sln \' Szi can be classified as containing central or marginal

instrumental modifiers,“7

according to whether the instrumental substantive cannot
or can be omitted from the given unit (i.e., whether T: Szi <+ @ is impossible or
possible), e.g. on the one hand on &ital vederom 'he read in the evening' + om Ci-
tal, ona vyla 8akalom ‘*she howled like a jackal® - ona vyla, but on the other ra-
botnik rukovodit udreZdeniem ‘the worker manages the establishment' =+ rabotnik ru-
kovodit, on pokadal golovej 'he nodded his head' + *on pokaZal. Units with cen-
tral instrumental modifiers fall into two, and units with marginal modifiers into

several, sub-groups.

2.11. Units in which T: Szi + @ is impossible contain central instrumental modi-
fiers, e.g. rabotnik rukovodit udreiZdeniem 'the worker manages the establishment',
kapitan upravljaet batal'omom ‘'the captain commands the battalion', on pokaZal go-
lovoj 'he nodded his head', on podergival nosom 'his nose twitched'. There are
two obvious sub-groups, the principal formal distinction between which lies in the
high vs. low number of restrictions upon the adjective modifiers which can be
added to S%j (i.e., whether for certain types of A the transformation T: @ + A; is

possible or not).

2.111. Units in which Szi can rarely be modified by an adjective, and never by a
possessive pronominal adjective referring to other than Sln. contain as S‘n ani-
mate substantives usually referring to persons, as V verbs expressing a motion of
some kind, and as Szi inanimate substantives referring either to a part of the
body of S'p, or to an object which can be held in the hand of S!p, e.g. on pokadal
golovoj 'he nodded his head', ona 8evelila gubami ‘she moved her lips', on brosal
karmjami ‘he was throwing stones', onti marali platkami 'they waved their ker-

chiefs'. There are two minor sub-groups.

2.1111. Units in which the instrumental substantive can be replaced by the same
substantive in the accusative (T: S2j + S23) contain such units as e.g. on pokadal
golovoj ‘he nodded his head' + on pokacal golovu, ona brosala karmjami 'she threw
stones' + ona brosala kamti, on razvel rukami 'he spread his hands' + on razvel
ruki. The Sln \Y Sza transforms are not limited in T: ¢g - Aj; transformations, e.q,
on razvel ruki 'he spread (his) hands' + on razvel ix ruki 'he spread their hands'

(cf. on razvel rukami + *om rasvel ix rukami).

2.112. Units in which T: Szi -+ Sza is impossible do not differ noticeably in
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meaning from 2.1111 units, e.g. on podergival nosom 'his nose twitched', on povel
brovjami ‘'he raised his brows'.

2.1121. Units in which Szi can with very few restrictions be modified by adjec-
tives (i.e., where T: @ + Aj is possible for many types of A) usually contain as
S’n an animate substantive referring to a person, as V a verb with the general
meaning of directing, exercising influence over, and as Szi an inanimate substan-
tive most frequently referring to a collectivity, e.g. rabotnik rukovodit udre3-
dentem 'the worker manages the establishment', kapitan upravljaet batal’onom 'the

captain commands the battalion'. There are two sub-groups.

2.1121. In most cases no active + passive transformation T: + $2, Vg S!i is pos-
sible (since there is no Vg form of V), e.qg. kapitan komanduet batal'onom 'the
captain commands the battalion' -+ *batal’on komanduetsja kapitanom.

2.1122. 1In a few cases T: + 582, V S!; is possible, e.g. rabotnik rukovodit udreZ-
deniem 'the worker manages the establishment' + udre3denie rukovoditsja rabotni-
kom. Cf. 1.113.

2.12. Units in which T: Szi + @ is possible contain marginal instrumental modi-
fiers (this label actually being only a restatement of the possibility of T: Szi +
&), e.g. Ivan priexal starikom ‘'John arrived an old man', ona vyla Zakalom 'she
howled like a jackal', oni 5li verenicej 'they went in a row', oni &li lesom 'they
walked through the forest', Boris &ital velerom 'Boris read in the evening', on
govoril Zopotom ‘he spoke in a whisper'. There are two principal and several

smaller groups of unit with marginal modifiers.

2.12]. Units in which the transformation T: + S2, V is possible, e.g. Jvan pri-
exal starikom 'John arrived an old man' =+ startk priexal, ona vyla 8akalom 'she
howled like a jackal' + Zakal vyl, oni &li verenicej 'they went in a row' + vere-
ntca 3la can be termed analogous units (in the sense that each contains an anal-
ogy). which express a temporary identity or similitude between S! and S2. Anal-
ogous units are subdivided into predicative and non-predicative units, and the

latter further divided into comparative and metamorphic.

2.1211. Units in which the transformation T: + Sl byl- Sli is possible contain
predicative instrumental modifiers, e.g. Ivan priexal starikom 'John arrived an
old man' + Jvan byl starikom ‘John was an old man'. The label ‘predicative’ is
itself obtained from a form of this transform, e.g. T: =+ kogda sty v, Psln byl-
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S2;, (where Pg1_ = a pronominal substantive referring to Slh), e.g. kogda Ivan
priexal, on byl starikom ‘'when John came, he was an old man'. Predicative units
can always be derived from a combination of two simpler units with common S!,,
e.g. (Jvan priez3aet 'John comes' + Jvan starik 'John is an old man') Tpast =
(Ivan priexal + Ivan byl starikfoml) = Ivan priexal starikom, cf. the similar de-
rivations Ivan zdeg' 'John is here' + Ivan sud'ja 'John is a judge' = Tvan zdes'
sud'’ej 'John is here as a judge' and perhaps even Jvan durak 'John is a fool' +
ITvan durak = Ivan durak durakom 'John's an awful fool', although such mechanisms
should not be insisted on too much. It is this combination of predication within
predication that permits the addition of such degree modifiers as sovsem ‘com-
pletely' to Szi, e.qg. Jvan priexal sovsem starikom 'John arrived a real old man',
whereas such modification is impossible in e.g. Boris 3ital velerom 'Boris read in
the evening' =+ *Borig &ital sovsem velerom. There may be a connection between the

possibility vs. impossibility of such degree modification and the derivational

N

framework of Szi: if, e.g., there exists for the given Szi the transformation T:
+ A (starik 'old man' »> staryj ‘old') and for the resulting A the transformation
T: Apss * Acomp (Staryj 'old' -+ starde 'older'), then one can add sovsem to the
Sln \" Szi unit (it is interesting to note that such degree modification is only
possible at the extremes 'completely' and 'not at all'; although we have all de-
grees — on govsem star 'he's quite old', on dovol'mo star 'he's rather old', on
nemo3ko star ‘'he's a bit on the old side', on otnjud' ne star 'he's not in the
least old' — we can derive only on priexal sovsem gtarikom 'he was quite an old
man when he arrived' and on priexal otnjud' ne starikom 'he wasn't at all old wher
he arrived', but not *on priexal dovol'mo starikom 'he was rather an old man when
he arrived' or “on priexal nemoZko starikom 'he was a bit of an old man when he

arrived'); such modification is impossible or unlikely in units for which no T: S'
+ A is possible (e.g. when S2; = verenicej 'in a row', opotom 'in a whisper') or
if such T is possible, where no degree transformation T: Apos + Acomp 1s possible
(e.g. veder 'evening' (noun) + vedermij ‘evening' (adj.), but no vedernij - *ve-

dermee). Note that in the very similar Sln v Sza Sai units a case of construc-

tional ho*:nonyrru‘.t:y"8 obtains whenever the unit can be derived from two different

sets of simpler units; e.g., the unit Jvan anal Borisa studentom 'John knew Boris
as a student' can be derived from both Ivan znaet Borisa 'John knows Boris' + Jva

student 'John is a student' and [van znaet Borisa 'John knows Boris' + Borisg stu-
dent 'Boris is a student', and consequently only the context can tell us whether
gtudentom refers to Ivan or to Borisa.
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In a broader sense of the term, many other Sl V S2; units could be called
predicative, since they too can be derived from pairs of simpler units, e.g. ont
3l1 lesom 'they were walking through the forest' = ont{ ¥I1 'they walked' + oni v
lesu 'they are in the forest', Borig &ital vederom 'Boris was reading in the eve-
ning' = Boris &ital 'Boris was reading' + bylo veferom 'it was in the evening'; in
none of these other cases, however, can the Sln v Szi unit be derived from two
simpler units with identical S!5, which is the case with Tvan priexal starikom

'John arrived an old man' = Ivan priexal 'John arrived' + Ivan byl starikom 'John
was an old man'. Cf. 1.131.

2.1212. Units in which T: + S, byl- S2; is impossible, e.g. ona vyla Zakalom
'she howled like a jackal' + *ona byla 8akalom 'she was a jackal', oni ¥li vereni-
cej 'they went in a row' + *oni byli verenicej 'they were a row', contain non-

predicative modifiers, either comparative or metamorphic.

2.12121. Non-predicative units in which the transformation T: + Sl V kak S2, is
possible contain comparative instrumental mcodifiers, which describe V rather than
S'h, e.g. ona vyla 8akalom ‘she howled like a jackal' + ona vyla kak 8akal (kak
'like, as'); note that T: + S!, byl- kak S2;; is not the same, e.g. ona vyla kak
Bakal = (i.e., can be transformed to) ona vyla, kak vyl by Zakal ‘'she howled as a
jackal would howl', not ona byla kak Zakal kogda ona vyla 'she was like a jackal

when she howled'.

2.12122. 1In certain non-predicative units there obtains, in addition to the com-
parative T: + S!,, V kak S2,, just mentioned, an additional, prepositional transfor-
mation T: + S!,, V pS2, e.g. oni ¥li verenicej 'they went in a row' + oni 3li v ve-
renice (v 'in'). Such units can be called metamorphic, since Sln, in performing
the action V, takes on temporarily the form of SZ: in other words, in metamorphic
units S2?; characterizes neither S! alone (as in 2.1211) nor V alone (as in

2.12121), but Sl as engaged in V.

2.122. Units in which the transformation T: + S, V is impossible are non-analo-
gous, e.qg. oni 811 lesom 'they were walking in the forest' + *les el 'the forest
walked', Boris 3ital vederom 'Boris read in the evening' <+ *peder Zital 'the eve-
ning read', on govoril Sopotom 'he spoke in a whisper' + *3opot govoril ‘'a whisper

spoke'. They are divided into two groups, temporal-spatial and semi-tautological.

2.1221. Units in which some prepositional transformation T: -+ Sln Vv p62 is pos-

sible contain either temporal or spatial instrumental modifiers, e.q. oni &I{
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lesom + oni 3li v lesu 'in the forest', po lesu 'through the forest', etc., Boris
3itaet veferom 'Boris reads in the evening' -+ Boris &itaet pod veder ‘towards eve-
ning', po vederam 'in the evenings', v 2tot veder 'this evening', etc. The furth-
er division into units containing temporal vs. spatial modifiers is made on the
basis of formal features of S2j not directly connected with this paper, e.g. pos-

sibility or impossibility of modifying verbs in -gja by accusative substantives.

2.1222. Units in which no T: + Sl V pS? is possible, but for which on the other
hand an interclass transformation T: = S]n Vg2 (where Vg2 is a verb derived from
82) is possible, can be called semi-tautological, since the derived Vg2 is a form
of the action expressed by V, e.g. on govoril Bopotom ‘he spoke in a whisper' can-
not * + on govoril v 3opote, but can + on &eptal ‘'he whispered', and Feptat’ is a
manner of govorit’. There are very few such units, all of which correspond to the
more frequent constructions with obligatory adjective modifier of Szi, e.g. on go-

voritl tixim golosom 'he spoke in a quiet voice' (cf. 3.I1f.).

2.2. The transform features of Sl V S?j units discussed above can be summarized

in tabular form as follows:

TABLE 2A: Transform Network of S!', V S?; Units

c
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e w h % w 147] w wn wn w w
- + 4+ - = - e - - - rabotnik rukovodit ufrezdeniem
(<) + - = = = = = =« = kapitan komanduet batal'onom
- (5) - = + = = = = - on pokacal golovo)
- (=) - - = - - - - = on povel brovjami
+ + - + - + - - (#) - Ivan priexal starikom
+ + = + = = 4+ = = - ona vyla sSakalom
+ + =+ - - - + - - oni S5li verenicej
4 = e e e =+ =+ Boris Citaet vecCerom
+ o+ - - - = =+ = (=) oni 51i lesom
+ o+ - = = - e - - on govorit Sopotom

2.3. The network of correlated transforms in which units of type slh v 8%;
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participate can be represented schematically as follows:

TABLE 2B: Transform Network of S!, vV S2; Units

|
Slh v s%; S%n Vs Sl
rabotnik rukovodit udreZdeniem uCrezdenie rukovo-
ditsja rabotnikom
1 2 kapitan komanduet batal'onom
S'h V 84,
on pokacdal golowvu on pokadal golovoj“?
po g Po g J Sln byl- sZi
sl_v on povel brovjami'? Ivan byl starikom
n
!
Ivan priexal Ivan priexal starikom I
| s, v
ona vyla ona vyla Sakalom starik priexal
sakal vyl
oni 31i oni $li verenicej
verenica sla
Boris Citaet Boris Citaet vecderom
S‘n v pSZ
oni 31i oni Z1li lesom oni §li v verenice
on govorit on govorit Sopotom Boris citaet po ve=
ceram
oni 31i po lesu

2
3. Phrase Type S', V A; S%;.

3.1. Units%% of morphologic type Sl V A; S2; (rarely, S}, V4 A; S?j) are di-
vided into two types, according to whether or not the adjective modifier of Szi
can be omitted (formally, whether or not T: Aj + @ is possible). Where Ai can be
omitted (e.g., kaptitan komandoval pervym batal'onom 'the captain commanded the
first battalion' -+ kapitan komandoval batal'onom, student zarezalsja ostroj brit-
voj 'the student killed himself with a sharp razor' =+ student zarezalsja britvoj),
such omission produces units of types S]n v Szi or S, Vg Szi, of which the orig-
inal unit with A; must be considered an expansion. Units in which T: A + @ is
impossible, however, form an entirely separate group, being in themselves minimal
units, of which Aj; is an integral part (e.q., ona pogljadela svetlymi glazami
'she looked with her clear eyes' =+ *ona pogljadelu gluzami, on govoril spokojnym

tonom 'he spoke in a calm tone' + *on govoril tonom). 1In all such units there is
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an obviously close semantic connection between V and Szi. Unless the meaning of
the term 'metonymy'’ is stretched beyond its usual limits, there is no established
term to describe such a connection; however, the semantic relationship between V
and Szi is so close that this type of unit can be called 'semi-tautological'. The
instrumental substantive adds no new information of its own, but instead serves
simply as a sort of syntactic middleman, enabling the information content of A; to

be introduced into the unit.>!

3.11. All units where T: A; + @ is impossible are predicative units. The differ-
ence between these units and those of the type Jvan priexal starikom 'John arrived
an old man' (cf. 2.1211) is that whereas the latter derive from two predications
with common subject (e.q., Ivan priexal starikom = Ivan priexal 'John arrived' +
Tvan byl starikom 'John was an old man'), the former derive from two predications
with separate subjects (e.g., on govoril spokojnym tonom 'he spoke in a calm tone’
= on govoril 'he spoke' + (ego) ton byl spokojnym 'his tone was calm'); there is
always a synecdochic relﬁtion between these two subjects and hence also between sl
and S2 of the derived unit (e.g., on govoril serditym golosom 'he spoke in an
angry voice', Tat'jana dikimi glazami oaziraetsja ‘'Tat'jana gazes about with wild
eyes', ona gljadela bol'3imi glazami ‘she was looking with her big eyes'). This
derivation of the Sl V Aj Szi unit from two simpler units is formally demonstra-
ble by the transformation T: -+ kogda S‘n V. A, Szn byl- Aj/m (where A, is a posses-
sive pronominal adjective moj 'my', tveJ 'thy', na¥ ‘our', vad 'your', or substan-
tive ego ‘'his', ee 'hers', ix 'theirs' and byl- is any tense form of byt'), e.g.
kapitan smotrel ostoro3nymi glazami 'the captain looked with cautious eyes' + kog-
da kapitan smotrel, ego glaza byli ostoroZnymi 'when the captain locked, his eyes
were cautious'. Various nonproductive sub-types of this transformation are pos-
sible, according to whether Aj/, is in the short or long form (svetly/svetlye),

nominative or instrumental (svetlye/svetlymi) .52

3.12. That the instrumental adjective modifies the substantive S?j is obvious.
It is less obvious, however, that this same instrumental adjective either does or
can modify (by implication, due to the transform correlations into which the giver
unit enters), in addition, the verb V, the subject Sl;, or both. 1In fact, all
distinctions within the group of Sl V A; S2; units are made on this basis, namel)
which of the other two items V or S!,, the information content of Aj can and cannof

be applied to. We will discuss the relation of A; first to V, then to Sth.
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3.121. Units of type S', V A; Szi can be divided into two groups, according to
whether or not the information content of Aj can be applied to the verb V (formal-
ly, whether or not the transformation T: - Sln AgV is possible, where A¢ is the

zero or adverbial form of Aj).

3.1211. Units in which the adverbial transformation T: -+ Sl, A4V is possible can
be said to contain semi-adverbial instrumental modifiers. This is the case with
the majority of S!, V A; S2; units, e.g. on kri¥al gromkim golosom 'he shouted in
a loud voice' + on gromko kridal 'he shouted loudly', kapitan smotrel ostoroZnymi
glazami 'the captain looked with cautious eyes' -+ kapitan ostoroZno smotrel ‘the
captain looked cautiously', on ufel bystrymi 3agami ‘he went off with rapid steps'’
+ on bystro ufel 'he went off rapidly'. Adjectives occurring in units for which
this adverbial transformation is possible can be called (if a general term is
needed) ‘qualifiers’, since they are specifically opposed to the 'visible quanti-

fiers®' discussed just below.

3.1212. Units in which the adverbial transformation T: ~+ Sln Ag V is impossible
are fewer than the units just discussed; they can be said to contain non-adverbial
instrumental modifiers. 1In all such combinations the adjective A; is what can be
somewhat cumbersomely called a ‘visible bi-polar quantifier', by which is meant
that such an adjective measures its modified substantive as being at one or the
other end of some visible scale, such as big—1little, wide —narrow, long-—short,
high—1low. Examples of such units are: ona gljadela bol '8im. glazami 'she looked
with big eyes' + “ona veliko gljadela 'she looked greatly', on vagljanul uskimi
glazami 'he glanced up with narrow eyes' + “om usko vagljanul 'he glanced up nar-
rowly', on uel dlinnymi Bagami 'he went off with long steps' + *on dlinno udel
'he went off lengthily': such transformations are impossible even when an origi-
nally visible quantifier is used figuratively, for example 'high', 'low' referring
to voice tone, e.qg. on govoril nizkim tomom 'he spoke in a low tone' =+ *on nizko
govoril ‘he spoke lowly', ona otvedala vysokim golosom 'she answered in a high

voice' + “ona vysoko otvedala ‘she answered highly'.

3.122. A second division of S!, V A; S?; units is made according to whether or
not the information content of Aj can be applied to the subject Sln (formally,
whether or not T: + Sln byl- A is possible).

3.1221. Units in which the transformation T: + Sl byl A is possible can be said

to contain pseudo~predicative instrumental modifiers, in the sense that Aj rather
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implies the statement S!, A (e.g., kapitan smotrel ostoroinymi glazami 'the cap-
tain looked with cautious eyes' implies kapitan byl ostoroZen ‘the captain was
cautious'), but does not make this statement outright; in fact, the implication
can always be explicitly denied (e.g., om govoril veselym tonom, xotja on sam
vovge ne bul vesel *he spoke in a gay tone, although he wasn't in the least gay
himself'). Examples of such units: on govoril serditym golosom ‘he spoke in an
angry voice' + on byl serdit 'he was angry', on doloZil uverennym golosom ‘he an-
nounced in a confident voice' + on byl uveren 'he was confident', on skazal vese-
lym tonom 'he said in a gay tone' -+ on byl vesel 'he was gay', on govoril spokoj-
nym tonom 'he spoke in a calm tone' + on byl spokoen ‘he was calm'. This trans-
formation is impossible for all units for which the adverbial transformation (cf.

3.1212) is impossible.

3.1222. Units in which the transformation T: -+ Sln byl- A is impossible imply
nothing about the subjec; Sln and_contain purely adjectival instrumental modifiers
which describe only the semi-tautological instrumental substantive Szi, e.g. ona
pogliadela svetlymi glazami ‘she looked with her clear eyes' -+ *ona byla svetla
‘she was clear', Gavrila tupymi glazam pogljadyval ‘'Gavrila looked with dull
eyes' + "Gavrila byl tup *Gavrila was dull', on govoril nizkim tonom ‘*he spoke in
a low tone' + *on byl nizok 'he was low'. This group includes all units for which
the adverbial transformation T: =+ S‘n.Ad'V is impossible, e.g. on usel dlinnymi
dagami 'he went off with long steps' + "on dlimno udel 'he went off lengthily' and
+ *on byl dlinen ‘he was long', om vzgljanul uskimi glazami 'he looked up with
narrow eyes' + "on uzko vagljanul 'he looked up narrowly' and + *on byl uzok 'he

was narrow'.

3.13. Another type of transformation, which can be called that of synecdochic in-
version, is possible in certain cases (formally, T: -+ A, S2, V and variants there-
of), e.g. on doloXil uverennym golosom 'he announced in a confident voice' + uve-
rennyj golos dolo¥il ‘*a confident voice announced', ona gljadit svetlymi glasami
*she looks with clear eyes', -+ svetlye glaza gljadjat ‘'the clear eyes look'. The
possibility or impossibility of synecdochic inversions depends primarily on the
particular lexical units involved, e.g. on uiel bystrymi Zagami ‘'he went off with
quick steps' can probably not + “bystrye Sagi uBli 'the quick steps went off', buf
the very similar on udaljalsja bystrymi Zagami ‘he moved off with quick steps'
probably can + bystrye 8agi udaljalis' 'the quick steps moved off'. Since synec-

doche always remains a device, a deliberate aberration from normal speech, the
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acceptability of which is largely a matter of individual taste, it would probably

be futile to seek structural rules underlying its use.

3.2. The transform features of S!, V A; S?; units can be summarized in tabular

form as follows (synecdochic transformations are omitted):

TABLE 3A: Transform Features of Sl, V A; S2%; Units

< <
) -3 1
— -
> b >
N re) < o
c c =]
.. o~ — -
E )] w wn
+ + + kapitan smotrel ostoroZnymi glazami, on skazal serditym
golosom, etc.
+ + - on krifal gromkim golosom, ona gljadela svetlymi glazami,
etc.
+ - - on govoril nizkim tonom, ona smotrela bol'Simi glazami,
etc.

3.3. The network of correlated transforms into which units of type Sln V A Szi

enter can be represented schematically as follows:

TABLE 3B: Transform Network of Sl  V A; S2; Units

on govoril nizkim tonom ton byl nizok
ona smotrela bol'Simi glazami glaza byli bol'sSie
on uSel dlinnymi Sagami sagi bili dlinny
on gromko kridal on krical gromkim golosom golos byl gromok
ona svetlo gljadela ona gljadela svetlymi glazami glaza byli svetly
on bystro usel on udel bystrymi Sagami Sagi byli bystry
on ostorozno smotrel on smotrel ostoroZnymi glazami glaza byli ostorozny
on serdito govoril on govoril serditym golosom golos byl serdit
on byl ostorozen
on byl serdit

4. Phrase Type S}, V §2, §3,.

4.1. Units of type Sln \Y Sza S§3; are divided into two groups, according to
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whether or not the accusative direct object can be omitted (formally, whether or
not T: Sza + @ is possible). Where S2; can be omitted (e.g., on govoril 2to So-
potom *he said that in a whisper' + on govoril Bopotom 'he spoke in a whisper',
Ivan &ital knigu velerom *John was reading a book in the evening' -+ Ivan &ital
vedferom 'John was reading in the evening'), such omission produces units of type
Sl, V S2{, of which the original Sl V S2; S3; must be considered an expansion.
Units in which such omission of Sza is impossible, however, are themselves mini-
mal units (at least from the point of view of the present analysis, which deals
only with instrumental modifiers; a full transform syntax would consider many Sln
V 52, S3; units to be instrumental expansions of original Sl V Szn units; cf.
4.1233 below).

sl v s2, 83, units for which T: S%; + @ is impossible (e.g. ja e3itaju ego
durakom '1 consider him a fool' + “ja s¥itaju durakom 'I consider a fool', om za-
kryl dver’ rukoj 'he closed the door with his hand' + “on zakrul rukoj ‘'he closed
with his hand') are divided into predicative and non-predicative units, according
to whether or not the unit posits an identity between Sza and S3i (formally,

whether or not a transformation T: SZ, # §3,, is possible).

4.11. Predicative units are those in which T: =+ 82n ¥ S3n is possible, e.g. oni
vybrali ego prezidentom ‘'they elected him president' + on # prezident ‘'he is pres-
ident', Petrovy nazvali syna Ivanom 'the Petrovs named their son John' =+ Ivan #
ayn 'John is the son', ja sditaju ego durakom 'l consider him a fool' + on # durak
‘he is a fool', ja anal ego studentom 'I knew him as a student' » on # student 'he
is a student'. There are a number of sub-types of predicative unit, all of which

are highly restricted lexically.

4.111. Units of inceptive status contain verbs which themselves create the iden-
tity of Sza and S3i, e.g. ont delali ego sekretarem 'they made him secretary':

this inceptivity can be demonstrated by transformations containing a form of stat'
'‘become', e.g. oni vybrali ego prezidentom ‘'they elected him president' + on stal
preaidentom 'he became president', etc. Personal names are a special case within
this group, e.g. Petrovy nazvali syna Ivanom 'the Petrovs named their son John' -+

syn gtal (nazyvat'sja) Ivanom 'the son began to be called John'.

4.112. Pseudo-predicative units express a certain attitude on the part of Sln
toward the predicative identity of S2 and Sa, but this identity is not posited as

truth, e.g. ja e3itaju ego durakom 'l consider him a fool', druz'ja veliZali (ego.
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statejku (udenym) trudom ‘his friends honored his little article with the name of

scholarly opus’'.

4.113. 1In temporal units the instrumental substantive S3j is predicated as iden-
tical to Sza during the time span in which the action V occurs, but only during
this time, e.g. ja znal ego etudentom 'I knew him as a student' (derived from ja
znal ego 'I knew him' + on byl studentom 'he was a student', cf. 2.1211), Ivan
vstretil Petra (e3%e) lejtenantom 'John had already met Peter as a lieutenant', my

uvideli ego (snova) docentom 'we saw him again as a young professor'.

4.12. Non-predicative units of type Sln v Sza S3i for which no T: + S%, # S3, is
possible, are the largest single group of units containing instrumental substan-
tive modifiers, and contain what are generally if somewhat loosely referred to as
"instrumentals of means," e.g. on zakryl dver' rukoj 'he closed the door with his
hand', ona nabila podusku puxom 'she stuffed the pillow with down'. Within this
group there are two rather clearly opposed sub-groups, distinguished by the quite
different relations between S? and §3 expressed in the one and the other sub-
group. These two sub-groups will be said to contain 'true instrumentals' on the
one hand and instrumentals of 'resultant contiguity' on the other. These two sub-
groups will be described briefly in 4,121 and 4.12&; the transformation features

which distinguish the one from the other will be taken up in 4.123.

4.121. In units containing true instrumental modifiers, S¥j is really the means
or instrument by which Sl accomplishes the action V, e.g. on zakryl dver' rukoj
‘he closed the door with his hand', roditeli portjat detej balovetvom 'parents
spoil children by over-indulgence', Ivan vylerknul slovo karandagom ‘'John crossed
out the word with his pencil', publika vstretila ego aplodismentami 'the audience
greeted him with applause'. 1In all such cases the relation between S3 and §? is
temporally limited to the duration of the action V; once the time span of V has
passed, there is no further connection between S3 and S2. This temporally limited

relation between S3 and 52 can be represented graphically as:

s3

SZ
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In other words, S3 is intimately associated with $2 during the time occupied by V,
but this asscciation ceases with the cessation of V. Other examples of true in-
strumental modifiers include tetja vyzyvala smjatente (loZnymi) spletnjami 'my
aunt caused confusion with her false gossiping', on pri&ingjaet besporjadok (svoi-
mi} Balostjami 'he causes disorder with his pranks®', Ivan pugal menja blefom *John
scared me with his bluff', kuder vabodril kljadu (gromkim) ponukan'em ‘the coach-
man encouraged his nag with loud urgings-on®', on toptal pol sapogami 'he got the
floor dirty with his boots', on obter lico platkom 'he wiped his face with a
cloth®, gsoldat prikolol ranenogo 8tykom 'the soldier finished off the wounded man
with his bayonet', on udivil menja otvetom ‘he astonished me with his answer'.

4.122. 1In units containing instrumentals of resultant contiquity, the action V
itself establishes a relation of spatial contiguity between S2 and S3, and this
contiguity continues indefinitely after the action of V has ceased, e.qg. raboie
pokryli ulicu asfal’tom 'the workers covered the street with asphalt®, monaxr na-
polnil kuvgin vodog 'the.monk filled his jug with water', Ivan zakryl lico vorot-
nikom 'John covered his face with his collar', oni posypali rel’sy peskom ‘'they
sanded the rails'. The establishment of this spatial continguity can be repre-

sented graphically as:

S3
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4.123. This difference in the relations between 52 and S3 expressed in units con-
taining true instrumental modifiers and those containing modifiers of resultant
contiguity finds formal expression in a number of transform features, some of
which are obvicus and almost absclute, others of which are only more or less cleal

tendencies.

4.1231. The most obvious and consistent formal feature of units containing in-
strumentals of resultant contiguity is the possibility of forming prepositional
transforms T: + pS2 S3, e.g. rabo¥ie pokryli ulicu asfal'tom ‘the workers covered
the streets with asphalt' -+ na ulice asfal't ‘asphalt is on the street', ona na-
bila poduBku puxom 'she stuffed the pillow with down' =+ v podufke pur 'there is
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down in the pillow', on zakryl lico vorotnikom 'he covered his face with his col-
lar' + pered licom vorotnitk 'the collar is before his face'. Such transformations
are usually impossible for units containing true instrumental modifiers, e.g. on
zakryl dver' rukoj 'he closed the door with his hand' + *na dveri ruka 'his hand
is on the door', roditeli portjat detej balovetvom 'parents spoil children by
over-indulgence' + "u detej balovstvo ‘'children have over-indulgence', on vyJerk-
nul slovo karandadom '‘he crossed out the word with his pencil' -+ *na glove karan-

da% 'on the word is a pencil', etc.

4.1232. The temporal limitation of the relation between S3 and 52 (to the time
span during which the action V occurs) brings S3 closer to the role of a subject
in true instrumental units than in units with resultant-contiquity modifiers.

This greater subjectivity is formally expressed in the relative ease with which
such subjective transformations as T: + S3, Slyv S2, are effected, e.qg. roditeli
portjat detej balovetvom 'parents spoil children By over-indulgence' + balovstvo
roditelej portit detej 'the parents' over-indulgence spoils the children', publika
vstretila ego aplodismentami 'the audience greeted him with applause' + aplodis-
menty publiki vstretili ego 'the applause of the audience greeted him', on 3akryl
dver' rukoj ‘he closed the door with his hand' + ego ruka zakryla dver’ 'his hand
closed the door' (with special WO rules for original pronominal Sln). Such trans-
formations are usually much more awkward, if possible at all, for combinations
with instrumentals of resultant contiguity, e.g. rabodie pokrtli ulicu asfal'tom
'the workers covered the street with asphalt' =+ (*)asfal'’'t rabodix pokryl ulicu
‘the workers' asphalt covered the street', ona nabila podudku pwrom 'she stuffed
the pillow with down' + (*)ee pur nabil podudku 'her down stuffed the pillow', on
zakryl lico vorotnikom ‘he covered his face with his collar' + (*)ego vorotnik za-
kryl lico 'the collar covered his face'. This feature, of course, is not one of
absolute possibility vs. impossibility of a certain transformation, but rather a
relative feature of greater or less ease of transformation (which may equal a

higher or lower degree of grammaticalness).

4.1233. The lack of any temporal limitation on the relation established between
S3 and S? in units with instrumentals of resultant contiguity (in other words, the
permanency and hence the importance of this newly established relation) makes s3
itself more essential to the Sl V S2, S3; unit than in the case of units with
true instrumental modifiers. This relatively greater importance of S3 in the

former case is expressed in the difficulty with which S3i can be omitted from such
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units (formally, the quasi-impossibility of T: S3; + @), e.g. rabodie pokryli uli-
cu agfal 'tom 'the workers covered the street with asphalt' =+ (*)rabodie pokryli
ulicu 'the workers covered the street', oni posypali rel'sy peskom 'they sanded
the rails' =+ (*)oni posypali rel'sy 'they scattered the rails', on napolnil sunduk
bel'’em 'he filled the trunk with laundry' -+ (*)on napolnil suwnduk ‘he filled the
trunk'. Such omission of S3; is on the other hand almost always possible for
units containing true instrumental modifiers, e.g. on zakryl dver' rukoj ‘he
closed the door with his hand' + on zakryl dver’' ‘he closed the door', roditeli
portjat detej balovstvom 'parents spoil children with over-indulgence' + roditeli
portjat detej 'parents spoil children', on udaril menja palkoj 'he struck me with
a stick' » on udaril menja 'he struck me'. As was the case in 4.1232, this is a

relative, not an absolute feature.

4.124. A particular sub-group of resultant-contiguity units obtains with a lexi-
cally restricted number of verbs expressing the physical transfer of S3i to a per-
son (more rarely a creation by a person) S2a, e.g. on nadelil menja podarkami ‘'he
showered me with gifts', avtor snabdil knigu primelanijami 'the author provided
the book with notes', 3juri nagradil ego premiej 'the jury awarded him the prize’,
(expressing lack of such transfer) tetja obdelila menja nasledstvom 'my aunt de-

prived me of my inheritance’'.

4.2. The transform features of S! V §23 §3; units can be summarized in tabular

form as follows (units in which Sza can + @ are omitted):

TABLE 4A: Transform Features of S!, v s?, s?; uUnits

L]
- -~ o~
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] . ] >
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+ ™ r o 0 o w +
4 o~
] ] ] £ o 77} c ot
[ ™~ o~ o~ o (8. - ™ o
3 ] wn w0 wn w 10)]
- + + + - - - + oni vybrali ego prezidentom
- + - + - - - + ja znal ego studentom
- + - - - - - - ja sfitaju ego durakom
- - - - - - (+) + on zakryl dver' rukoj
- - - - - - + + on udivil nas otvetom
- - - - + - -) (=) rabofie pokryli ulicu asfal'tom

- - - - + + - - tetja nadelila menja nasledstvom
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4.3. The network of correlated transforms into which units of type S!, V 82, §3;

enter can be represented schematically as follows (certain minor groups are omit-

ted):
TABLE 4B: Transform Network of S!, vV S2, S3; Units

on prezident oni vybrali ego prezidentom on stal prezidentom
on byl prezidentom

on student ja znal ego studentom on byl studentom

on durak ja sCitaju ego durakom

on zakryl dver' rukoj ego ruka zakryla dver'
na ulice asfal't rabocie pokryli ulicu asfal'tom

5. Phrase Type Vg4 S5i .

5.1. Units of the type V4S;, e.g. zateklo krov’ju 'blood began to flow', sverk-
nulo rjab'ju 'a ripple flashed', xolodom paet 'there's a breath of cold', parxlo
osen'ju 'it smelled of autumn’, are formally characterized by the fact that V can
occur only in neuter past or third person singular non-past (formally, the trans-
formation T: V4 + V is impossible, e.qg. produvalo vetrom 'a puff of wind blew' -+
*produvaem vetrom ‘we blow with the wind' or + *produvali vetrom '(they] blew with
the wind', etc.). There are two sub-groups of type Vg Sj unit, according to
whether or not a personal transformation T: + S, V is possible, e.g. aateklo
krov'ju *blood began to flow' + krov' zatekla, but popaxivaet dymom 'it smells a
bit of smoke' + “dym poparivaet 'smoke smells a bit'.

6,11, Units for which the personal transformation T: + S, V is possible occur
with a small number of verbs expressing physical and usually visible actions,
e.g. zateklo krov'ju 'blood began to flow' + krov' zatekla, produvale vetrom 'a
puff of wind blew' + veter produval, sverknulo rjab'ju 'a ripple flashed' - rjab'
sverknula, skosilo gradom 'the hail cut down' + grad skogil,

5,12, Units for which T: + S, V is impossible occur with verbs expressing the

transfer through the air of (a) an odor, e.g. degot'kom potjanulo 'there was a
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smell of tar', figuratively pazmet vesnoj 'it smells of spring' or (b)cold, damp
or other touch-perceived sensation, e.g. povejalo syrost’ju 'there was a breath

of dampness', proxladoj dunulo ‘there was a puff of coolness'.

5.2. The transform features of Vg Sj units can be summarized in tabular form as

follows:

TABLE 5A: Transform Features of V4 Sj Units

lvd-)v
\Y

o
14)]
+ zateklo krov'ju

- - popaxivaet dymom

$.3. The network of correlated transforms into which units of type Vg4 S; enter

can be represented schematically as follows:

TABLE 5B: Transform Network of V4 Sj Units

zateklo krov'iju krov' zatekla

sverknulo rjab'ju rjab’ sverknulal

—— —  —————— T —— oy —— -

popaxivaet blizost'ju

povejalo syrost'ju

6. Phrase Type S', V4 S2;.

6.1. Units of type S!, vg,szi. like the type V, Sj units discussed in 5., are
impersonal constructions characterized above all by the impossibility of changing
the verb to a personal form agreeing with a subject, e.g., ¥Fljapu wneslo vetrom
'the hat was carried off by the wind' + *3ljapu wnesut vetrom 'they will carry the
hat off with the wind', + *§ljapu unesla vetrom 'she carried the hat off with the
wind', etc. In some cases, however (specifically, where Szi refers to an object
which can be at the disposition of human beings), a transformation to what might
be called an anonymous construction (with subjectless third person plural verb
form) is possible, e.g. otea pereexalo avtomobilem 'father was run over by a car'
(*it ran over father ...'} + otca pereexalt avtomobilem ('they ran over father
Lea ')
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6.11. 1In all units of type Sij, V¢5821 the personal transformation T: + Szn \Y S‘a
is possible, e.q. otca ranilo oskolkom ‘father was wounded by a fragment®' -+ osko-
Lok ranil otea ‘'the fragment wounded father', lodku razbilo burej 'the boat was
smashed by the storm' + burja razbila lodku ‘the storm smashed the boat', luga za-
lilo vodoj 'the meadows were flooded with water' -+ voda zalila luga 'water flooded
the meadows'. Since all S!, Vg S2; units can be derived from S2, V S!; corre-
lates, but not vice versa, the impersonal constructions must be considered deriva-

tions from the ‘personals'.

6.12. In a few cases, the S]a V,;Szi unit is characterized by the possibility of
a further transformation T: + Sl; Vg S2;, e.q. luga (ace.) zalilo vodoj ('the
meadows it flooded with water') + luga (nom.) zalilis' vodoj 'the meadows were
flooded with water' (cf. 1.114 above).

6.2. The transform features of S!, Vg S?; units can be summarized in tabular form

as follows:

TABLE 6A: Transform Features of S!, V4 S2?; Units

i
] el
=% %
n
> o n
> > >
+ +
. - L B
& > wn )] D
- + - - §ljapu uneslo vetrom
- + + - otca pereexalo avtomobilem
- + {(+) + luga zalilo wvodoj

6.3. The network of correlated transforms into which units of type Sla‘Vé Szi en-

ter can be represented schematically as follows:

TABLE 6B: Transform Network of 8!, V, S2?; Units

gljapu uneslo vetrom veter unes Sljapu

e —— oy — o -

ptca pereexali avtomobilemk——otca pereexalo avtomobilem-——kvtomobil' pereexal otca

- ——————— — . ——— ——

(luga zalili vodoj) luga zalilo vodoj voda zalila luga

luga zalilis' vodoj
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7.0. Conclusion. The traditional approach to Russian syntax, an example of which
was given in (.1, has a number of weaknesses, the most obvious of which is the ab-
sence of consistent classificatory criteria. Groups are described on the basis
now of substantive meaning, now of verb meaning, now of some combination of the
two; the presence or absence of other modifiers, the degree of concreteness or ab-
straction of verb and substantive, the morphology of the verb itself (reflexive or
not, passive participle or not), and the degree of semantic identity between verb
and substantive are all determining factors in one or the other group. To the
very large extent to which this traditional approach is based on meaning clusters
alone, it suffers from further weaknesses. For one thing, given the enormous va-
riety of individual word meanings and the difficulty of labeling these with preci-
sion, a classification based on groups of similar meanings must employ labels
which are themselves very imprecise; to attain an interesting degree of generali-
zation (i.e., to set up large enough classes), this classification must use labels
of almost meaningless imprecision (e.g., the class label "objective" covers such
variegated combinations as parxat' traktorom ‘'cultivate with a tractor', nadelit'’
talantom ‘endow with talent', Jevelit' gubami ‘move one's lips', porafat' krasotoj
‘astonish by one's beauty', nabit’ genom ‘stuff with hay', ljubovat'sja prirodoj
‘admire nature', upravljat' buksirom 'run a tugboat').53 Further, a classifica-
tion of word-combinations based on the meanings of the words contained therein
would seem dangerously circular, since the meaning of each word itself depends at
least partly on its context, the most important part of which are those very words
with which it is syntactically connected,

Perhaps the major flaw in the traditional approach, however, has lain in the
fact that it has divorced meaning from form, and in so doing has departed from the
realm of the demonstrable fact to enter that of the unprovable assertion. The
discussion of differences of meaning and of semantic clustering is surely a fasci-
nating endeavor, but as long as such discussion does not occur within some stat-
able formal framework, it is hard to see how it can culminate in a convincing de-
scription. Transformation analysis provides this formal framework, using a clas-
sificatory procedure which is uniform throughout the entire analysis, and all the
class labels and semantic interpretations of which are firmly grounded in demon-
strable formal features., It substitutes for semantic generalizations a genuinely
formal description; this is accomplished by expanding the concept of form itself

and by recognizing the existence of a different level of linguistic structure.
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While the formal rigor of transformation analysis would by itself be a suffi-
cient justification thereof, this approach has a number of further advantages. In
some cases it produces more refined groupings, recognizing subtypes beyond the
reach of traditional methods, e.g. the division of Sln VA Szi phrases into semi-
adverbial and non-adverbial (on kridal gromkim golosom 'he shouted in a loud
voice' + on gromko kridal 'he shouted loudly', but on vagljanul uzkimi glaaami 'he
glanced up with his narrow eyes' cannot + “on uzko vzgljanul 'he glanced up nar-
rowly') in 3.12], or the establishment of the two categories "true instrumental®
and "instrumental of resultant contigquity” (on udivil menja otvetom ‘'he astonished
me with his answer' : oni posypali rel’sy peskom 'they sanded the rails'). 1In
several cases transformation analysis permits a type of sentence analysis impos-
sible with older methods, for example the derivation of certain predicative con-
structions from combinations of two predications, e.g. Ivan vernulsja starikom +
Ivan vernulsja + Ivan byl starikom in 2.1211, and is apparently the only explana-
tion of syntactic homonyms such as ja znal ego studentom 'I knew him as a student'
(either 'when I was a student' or 'when he was a student'), cf, 2,1211, 4.113. 1t
may provide additional syntactic characteristics of categories defined on other
levels, e.g. the interrelation of perfectivity in verbs and animation in substan-
tives expressed in the transform features of such phrases as s&et sostavljaetsja
burgalterom 'the account is made up by the bookkeeper', 1.112, or demonstrate the
syntactic parallelism of phrases of quite different morphological structure, e.q.
the impossibility of T: A + & in certain types of Sl V A; Szi and Sl v 8§24 S3g
phrase (on govoril spokojnym tonom 'he spoke in a calm voice' = on govoril tonom
nagtavntka 'he spoke in the voice of a tutor'), 3.1, or the irrelevance of the
presence or absence of -gja in such transformationally identical pairs as Jvan
priexal starikom 'John arrived an old man' = JIvan vernulsja starikom 'John re-
turned an old man' or on govoril tixim golosom 'he speaks in a soft voice' = on
vyraZaetsja tixim golosom ‘he expresses himself in a soft voice', cf. Tables la,
2a. Further, transformation analysis provides the most consistent formal frame-
work for describing whether or not certain types of modifier are obligatory (by
giving a yes-or-no answer to the question whether, e.g., T: A; + @ is possible for
phrases like ona govorila vysokim golosom 'she spoke in a high voice') as well as
for describing restrictions on the type of modifiers which can be added to certain
phrase types (by answering whether or not T: g + A is possible, and if so, for

which classes of A, etc.). Although deliberately chosen to avoid non-formalized
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semantic generalities, it may even suggest the existence of new semantic catego-
ries, e.g. the "bipolar visible quantifiers" of 3.1212. Even where a classifica-
tion by transformation features produces groups identical to those of traditional
classifications, it provides those groups with specific formal characteristics,
e.g. the restrictions on T: ¢ + A transformations in the group containing on poka-
&al golovoj 'he shook his head', 2.1111; the fact that there are a number of such
cases sugdests that the traditional semantic classifications were in part based on
formal features unrecognized at that time and perhaps unrecognizable except

through transformation analysis.

7.1. Transform Potential. Perhaps the greatest single advantage of an analysis in
terms of possible and impossible transformations is that it reveals the existence
of a level of linguistic form superior to that of mere morphological description.
It has been shown that within each morphologically defined phrase type there exist
from a few to several transformationally defined sub-types, each of which is cha-
racterized by a particular set of transformations. The possibility of being
transformed to all and only the members of a particular set of correlated phrase
types can be called the transform potential of a sub-type. This potential is in-
herent in the sub-type and is as much a formal characteristic thereof as, say, thi
fact of belonging to a particular set of correlated morphemes is characteristic ol
membership in a certain word class. Each of the individual transformational pos-
sibilities or impossibilities which make up the total potential can then be termes
a distinctive feature of transform potential ("distinctive,” of course, because
onhe such feature is enough to distinguish between otherwise identical sub-types).
As transformational analysis uncovers the sub-types of all morphological phrase
types in Russian, there will probably appear certain transformations of fundamen-
tal importance, whereas others will be seen to be of secondary or even redundant
nature. Only after such a complete analysis has been effected and the set of
basic kernel phrases and fundamental transformations established will it be pos-
sible to begin building up a complete syntax of Russian. This complete syntax
will have to describe (1) a set of minimal sentence types and (2) a set of trans-
formations by which these minimal types can be expanded (T: ¢ + F), altered (T: F
+ F'), and combined {(T: F + F' + F") to form the actual sentences possible in the
language. The present discussion is offered as a step in the direction of such a

syntax,
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FOOTNOTES
l Russian forms are given in the standard transliteration. The English transla-
tions are given as an aid to readers unfamiliar with Russian, but since, like all
translations, they compromise between literalness and literacy, the reader is
hereby warned against interpreting Russian syntactic structure on the basis of
English translations. For example, one cannot equate the active —passive trans-
formation in English with the Sln V 82, + 82, V5 S} (see footnote 31 for symbols)
transformation of Russian, since the latter turn out to be genuine passives only
in 2 minority of cases (for a traditionally couched but penetrating discussion of
this problem, see V. V. Vinogradov, Russkij jazyk, Moskva-Leningrad, 1947, pp.
629-641).

2 The work that goes the farthest in the direction of eliminating nonformal
categories is M. N. Peterson's concise Sintaksis russkogo jazyka, Moskva, 1930.

3 Akademija Nauk SSSR, Institut jazykoznanija, Grammatika russkogo jasyka, II,
Sintaksis, parts 1-2, Moskva, 1954. The most important earlier works with the
same general approach are A. A. Saxmatov, Sintaksis russkogo jazyka, 2nd ed.,
Leningrad, 1941, and A. M. Pe3kovskij, Russkij sintaksis v naulnom osvedlenit,
7th ed., Moskva, 1956. The latest syntactic works repeat on a smaller scale the
same semantic approach, e.g. E. M. Galkina-Fedoruk, ed., Sovremennyj russkij Jja-
zyk. Sintakgis, Moskva, 1957, A. N. Gvozdev, Sovremennyj russkij literatwurmyj ja-
zyk. Cagt' II. Sintakeis, Moskva, 1958. The Academy grammar discusses instrumen-
tal constructions in different sections: as word-combinations, i.e. slovosoleta-
nija (Grammatika russkogo jaasyka, 11, 1, 132ff.), as parts of sentences (predlo-
Zenija), especially after copulative and semi-copulative verbs such as byt' 'be’,
kazat'sja 'seem', gtat' 'become', etc.(op. eit., II, 1, p. 427ff.), and as various
kinds of circumstantial description, i.e. obstojatel'stvo (op. cit., 11, 1, p.
527£f.); some constructions appear in more than one section, e.g. rasstalis’ sol-
datami 'they parted as soldiers' (p. 137), rasstalis' bol'8imi prijateljami *'(we)
parted great friends' (p. 433).

“  Grammatika russkogo jazyka, 11, 1, 132.
5  Op. eit., 133.

®  Loe. cit.

7 Op. eit., 13a.

& Loc. eit.

9 Op. eit., 135. The semantic unity of this group is not as obvious to this
writer as it was to the compilers of this grammar.

10 Loe. eit. It is not clear how one is to distinguish between this type of
combination and those of the fifth major class, labeled causative.

11 ogp, eit., 136.

12 All such combinations of passive participle and instrumental substantive are
perfectly straightforward transforms of one of two types of phrase: (1) nominative
substantive + transitive verb + accusative substantive, e.g. Vse zdes’' soadano
nami ‘Everything here has been created by us' + My soadali vee zdes' 'we created
everything here'; (2) phrases already containing instrumental substantives and
discussed elsewhere in this paper, e.g., kniga, prikrytaja trjapodkoj 'the book,
covered by a rag' + X prikryl knigu trjapodkoj 'X covered the book with a rag'.



00051582

-38-

The first of these two transformation types corresponds exactly to the active—
passive transformation in English (on the latter, see Noam Chomsky, Syntactic
Structures, The Hague (19571, pp. 77ff.; Robert B. Lees, review of Chomsky, Lan-
Juage 33.375-408 [1957), esp. 388, and 2Z2ellig S. Harris, "Co-occurrence and Trans-
formation in Linguistic Structure,” Language 33.283-340 [19571, esp. 325ff.;
further literature will be found in these works) and differs from the second just
as "The wine was drunk by the guests” differs from "John was drunk by midnight"
(examples from Chomsky, 80).

13 soviet linguists consider all such words to be adverbs when they occur without

modifiers, e.g. 3itmoj 'in winter', nod'ju ‘'at night'. However, there seems to be
no good reason for considering forms such as + ogsen'ju, + vederom, etc. to be ad-
verbs but the second half of the forms glubokoj + osen'ju, pozdnim + vederom to be
substantives, since these forms occur in identical environments and one is always
free to add or subtract the adjective modifier (transformations of the type T: &
+F, T: F+¢g, c£. 0.221). 1In our opinion they are obviously a special subclass
of substantives, formally characterized by (1) the fact that they can medify in
the accusative case non-transitive verbs in -sja, e.g. on otdyxalsja vsju zimu ‘'he
rested all winter long' and (2) in certain environments they can be mcdified only
by a limited number of guantifying adjectives (restrictions on the transformation
T: 4+ A, cf. 0.221), e.g. on vernulsja pozdnej ogen'ju "he returned in late
autumn' cannot =+ *on vernulsja pozdnej, xolodnoj, no vee-taki dovol'no prijatnoj
ogen’'ju 'he returned at a late, cold, but nonetheless rather pleasant time of
autumn' (note that the English restrictions rather parallel the Russian).

1% Grammatika russkogo jazyka, II, 1, 138.
15 Loe. eit.

16 Loec. eit., fn.

17 0Op. eit., 138-39.

18 The grammar does not mention the essential structural fact that in almost all
such combinations there is an obligatory adjective modifier of the instrumental
substantive. Note for example the impossibility of *tanki goreli plamenem ‘the
tanks were burning in flame®'., Cf. footnote 22 below.

19 op. eit., 139.

20 Loe. eit.

21 Loe., eit., footnote.

22 This time the need of modifiers is mentioned (cf. footnote 18 above).
23 Op. eit., 139f.

24  On the applications of transformation analysis to diachronic syntax, see 0.31.
and fn. 44 below.

25 por further comparison of these two approaches, see 7.0.

26 gee footnote 12. The present writer made a few brief steps toward the use of
transformations in syntactic analysis in his unpublished dissertation, "A Contri-
bution to the Study of the Syntactic Binary Combination in Contemporary Standard

Russian,” Harvard University, 1956.

27 The units analyzed here were culled from some 16,000 syntactic combinations
excerpted from Soviet literature by collaborators on the Russian Language Researc
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Project directed by Professor Roman Jakobson of Harvard University and the Massa-
chusetts Institute of Technology and supported by the Rockefeller Foundation,
whose help is gratefully acknowledged. This material was supplemented by instru-
mental constructions taken from the works cited in footnote 3 above and from D. N.
USakov, ed., Tolkovyj slovar' russkogo jasyka, I-IV, Moskva, 1935-40.

28 1n a highly inflected language like Russian, class membership can in most
cases be determined by purely morphological criteria; none of the cases where
such determination is impossible is pertinent to the present investigation.

29 see Leonard Bloomfield, Language, New York, 1933, p. 194f.

30 Within the framework of transformation syntax, this process of reduction can
itself be considered a series of transformations of the forms F‘, F2 etc. to zero
(T: F! + & etc.); the opposite process can then be called expansion and considered
a series of transformations T: ¢ + Fl, T: ¢ + F2, etc. Cf. 0.221.

31 he following symbols are used in this paper: Sp, Sg, Sa, Si = substantive in

the nominative, genitive, accusative and instrumental cases respectively, pS =
preposition + governed substantive; A = adjective (same case subscripts as for
substantives), Ay = zero (adverbial) form of adjective; V = verb, Vg = so-called
"reflexive" verb in -gja or -s', Vp = perfective aspect verb, Vg = "impersonal"
verb in neuter past or 3d sing. nonpast, Va = "anonymous" or subjectless verb in
plural past or 3d plural nonpast, # = zero nonpast form of byt' 'be' or any zero
form, byl- = any past form of byt'; @ = absence of a form (opposed to its presence
in a particular construction); F = any form (single word, phrase, etc.), F' = a
transformational variation of F; Fl, Fz, F3 = instances of F; NP = noun phrase;
superscript numerals = consecutive occurrences of members of a single class, e.g.
s!, s? = consecutive substantives; + = is transformed to, + = is transformed from;
+ and - = dividers between members of a string (graphic device; no grammatical
significance); * = impossible form; WO = word order. Other symbols will be ex-
plained as they occur in the text.

32 cf, 7.1 for some of the implications of these operations.

33 wWwe shall mention interclass transformations, which shift a word from one form
class to another (kurit' 'to smoke' =+ kuren'e 'smoking', zelenyj ‘'green' + zele-
net' 'to show green', etc.) and are of great importance for problems of complete
syntactic description (v. J. Kurytowicz, "Dérivation lexicale et dérivation syn-
taxigue (contribution 4 la théorie des parties du discours),"” Bulletin de la Soci-
été de Linguistique de Paris, XXXVII, 2, [1952] pp. 79-92), but which have only
occasional significance for this paper (cf. 2.1211, 2.1222); word-order transfor-
mations are of more importance in English than in Russian, where their use is
primarily stylistic (Ja znal eto 'I knew that' =+ 2to ja anal 'l knew that', etc.).
It should perhaps be noted that all transformation operations in Russian presup-
pose a set of morphophonemic rules which (by making verb agree with subject, etc.)
will produce grammatical phrases from the transforms produced by the transforma-
tion rules.

34 Tense is irrelevant in this transformation; cf. 0.211.

35 such procedures are considerably less artificial in Russian, the elaborate
case system of which makes possible many intraclass transformations for each sub-
stantive.

36

Barring some particular environment, this will usually be interpreted as a re-
sultative (where "was chewed" could be substituted by "had been chewed,” which
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could not be done in the case of "The man was bitten by the dog"); this is a cas
of noncorrelation of meaning as explained in ¢.3.

37 Such differences in the ability to undergo transformations are one of the mo
productive, if not the most productive, means of distinguishing between synonyms
(if indeed such exist). For example, the verbs "like" and "enjoy" are probably
considered synonymous by most English speakers. However, transformation analy
sis reveals a marked difference: whereas the phrase "The critic enjoyed the play
can undergo passive and/or progressive transformations (+ "The play was enjoyed
the critic", + "The critic was enjoying the play", + "The play was being enjoyed
by the critic"”), the superficially synonymous phrase "The critic liked the play"
can undergo only Tpas' not Tprog (+ "The play was liked by the critic", but nei-
ther + *"The critic was liking the play"” nor + *"The play was being liked by the
critic").

38 One cannot of course have recourse to meaning alone, but a sharp difference
meaning may well be the clue to an equally sharp, if not equally obvious, diffe:
ence in form. A good many sceming differences in meaning unaccompanied by forme
distinctions may be due primarily to our as yet rather naive conception of lin-
guistic form.

39 oOne finds such features, e.g., in the fact that "John eats the apple noisily
can + "John is eating the apple noisily”, but "John sees the boy clearly" cannoi
*"John is seeing the boy clearly"; such features will probably eventually separ:
out and formally characterize all verbs of perception.

“0 fThe principal difference is that Jvan vernulsja starikom is a case of simull
neous double predication resulting from the combinatory transformation of two ki
nel sentences Ivan vernulgsja 'John came back' and Ivan starik ‘'John is an old m
whereas the other phrases are simple passive transforms (e.g., one cannot deriv
zala osveddaetsja fonarikami from a combination of zala ogsveslaetsja and zala f
narikt) .

%1 This argument, goes on to say that had the kernel verb been imperfective (Vo
vraddal), the transformation would have been possible. This is not quite true,
however, since the phrase JIvan vosvradcalsja starikom is, if not impossible, at
least restricted to a few specific contexts, regardless of its meaning ('John ¢
back an old man' or ‘'John was brought back by the old man'), i.e. regardless of
its derivational history (+ Ivan vosvradfalsja + Ivan starik or + startk vozvra
§2al Ivana). A more accurate statement might be that Sl V §23 = §%;, V5 S!; is
impossible wherever S? is animate; with inanimate $2 and animate S!, e.g. buxga
ter sostavljaet s®et ‘the bookkeeper is making up the account', the same transf
mation is possible provided only V is not perfective; cf. 1.112. For other re-
strictions on this type of construction, see V. V. Vinogradov, Russkij Jazyk, 6

%2 Por arguments concerning English, see Noam Chomsky, Syntactie Structures, 8

“3 as an example of this process, consider the replacement of the "instrumenta
of cause", e.qg. sdelat' 0&ibkoju 'do by mistake', by various analytic construc-
tions of the type pS, e.g. po ofibke 'by mistake', tz-za gluposti ‘'because of s
pidity*, ot ustalosti ‘from tiredness'. Taking one of the latter, we let F =t
phrase type V S and F' = the phrase type V iz-za Sq. and we can fix the broad a
lines of the historical development as follows:

(1) F 0ld Russian, through l6th century

(2) F(=F") 17th century

(3) F «— F' 18th century
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(4) (F «)F' 19th century

(5) F' Modern Russian
For details of dates and examples, see T. P. Lomtev, O2erki po istorideskomu gin-
taksisu russkogo jazyka, Moskva, 1956, pp. 247f., 386f.

“% TPhe second half of the suggested solution to the problem posed by Ivan vernul-

sja starikom -+ starik vernul Ivana is also open to criticism. There is no good
reason to assume that instrumental constructions are per se secondary forms, de-
rived from kernels of different structure. This assumption, which may be based on
a faulty equation of the Russian instrumental substantive Sj with the English
"passive actor" byS (cf. footnote 1), fails to take into account the many instru-
mental constructions which cannot, to my knowledge, be derived from other phrase
types, e.g. kapitan komanduet batal’'onom 'the captain commands the battalion', on
povel brovjami 'he raised his eyebrows', studemt zareaal professora britvoj ‘the
student killed the professor with a razor'. Eventually it will probably prove to
be the case that, within a morphologically defined phrase type, some of the units
will be kernels and others secondary transforms derived from other phrase types.

The present paper cannot go into this problem of categorial hierarchies in any de-
tail.

45 a1l examples given for this and the following morphologically described clas-
ses are distinguished from each other by transformation features described in the
individual sections to follow.

“6 1t was Roman Jakobson who first called this fact to the author's attention;
cf. also V. V. Vinogradov, Rugsktj jaayk., 633.

47 In another sense all instrumentals can be considered marginal; see Roman Ja-

kobson, "Beitrag zur allgemeinen Kasuslehre: Gesamtbedeutungen der russischen
Kasus”, Travawr du Cercle Linguistique de Prague, VI (1936), pp. 240-288.

“8 Cf. Chomsky, Syntactic Structures, 85f.

“9 units characterized by many restrictions on T: ¢ + A; these restrictions can-
not conveniently be represented schematically,

50 some of the transformations discussed in this section were first worked out in
conversation with Professor Morris Halle of M.I.T. in 1955-56.

351 These units are closely related to units of phrase type Sl V §2; Sag, e.g. on
govoril tomom nagstavnika 'he spoke in the tone of a tutor'; the essential is that
Szi be mecdified, and just how it is modified is a secondary matter. This is one
of the cases where transformation classification cuts across the lines of, and
even contradicts, morphological phrase-type classification.

52 cf. Morton Benson, "Predicate Adjective Usage in Modern Russian," Word, 15
(1959), no. 1, pp. B9-100.

53 oOne suspects that this is a catch-all category consisting mostly of combina-
tions which cannot be squeezed into the rubrics "temporal" and "spatial," the
meanings of which are more homogenous and the formal characteristics of which more
obvious.
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GRAMMATICAL AND LEXICAL QUANTIFICATION

IN THE SYNTAX OF THE RUSSIAN NUMERAL

The normal rules and methods of combining words into groups (binary syntactic
combinations or more complicated groups) sometimes undergo special restrictions or
complications. This is especially the case when one and the same concept can be
expressed grammatically and/or lexically in both of two words belonging to normal-
ly combinable word classes (parts of speech). By "concept" I mean a semantic field
or general conception more comprehensive than that expressed in any one grammatical
category or lexical cluster, and expressed in several otherwise unlike categories
and clusters. The concept by its very generality defies precise description, and
yet finds very precise and demonstrable formal expression in syntax, creating an
almost systematic series of exceptions to general syntactic rules. The concept of
time, for example, whether relative or durative, expressed grammatically in verb
tense and lexically in certain adverbs, prevents the formation of such combinations
as *vdera pridft, *zavirq priEél,‘ and on the other hand, expressed lexically in
such substantives as den’, no®', permits such otherwise impossible combinations as
that of nontransitive verb and accusative substantive (on bojalsja veju nod') or
transitive verb combined simultanecusly with two accusative substantives (Veg' den'
on dital knigu). A concept which causes unusual complications in contemporary Rus-
sian is that of gquantity (by which I mean any form of counting, of limitation in

time, degree, etc.}.

Quantifiers. Any word which expresses the concept of quantity is a quantifier.
There are both lexical and grammatical quantifiers. Lexical quantifiers are words
whose non-grammatical, referential meaning (signatum) is not an object, quality of
an object, action, or quality of an action (i.e., none of the usual signata of sub-
stantives, adjectives, verbs, and adverbs respectively), but rather some quantita-
tive limitation, some specification of number, order, temporal sequence, degree,
etc., applied to other, non-quantifying words. Lexical quantifiers include series
of substantives, which define how much or how many of other substantives is or are

present (dva, troe, massa); adjectives, which define the order in a sequence or
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relation of part to whole of a substantive (pervyj, poslednij, ostal 'moj, sleduju-
837j); verbs, which limit the action of another verb in respect to its beginning,
continuation, end, etc. (nafat’, kondit', prodolZat’'), and adverbs, which limit in
time or degree an action or quality (3asto, tnogda, dolgo, oden'). Grammatical
quantifiers include such diverse grammatical categories as number (the most obviou
quantifier, marking plurality)}, case (with the genitive marking a limitation on th
connection of the substantive to other units), aspect (with perfective limiting an
action with respect to its completion),2 degree (with the comparative marking a
higher development of action or quality), negation (with ne — opposed to the ab-
sence thereof — marking the non-connection of substantive, verb, adjective, etc.
with other units), and even word order (with reversed word order limiting the pre-
cision of the numeral contained in numeral combinations, see p. 47 below).

These lexical and grammatical quantifiers often interact in such a way as to
permit the formation of otherwise impossible combinations (see above) or, more
often, teo hinder the formation of otherwise productive types of combination. For
example, aspect is usually irrelevant in combinations of verb and governed infini-
tive (xodu pit' / xodu vypit' / zaxodu pit' / zaxodu vypit'), but if the head word
marks quantity lexically the subordinate term cannot do so grammatically (nadal
pit' but not *nadal vypit' ). Similarly, aspect is irrelevant in most combinatior
of verb and modifying adverb (gromko skazal / gromko govoril), but within the grou
of lexically quantifying adverbs there are several sub-groups which are not always
combinable with all aspects (fasto prixodil but not *dasto pri8el, odnaZdy 8el or
xodil but not *odna3dy zaZival, etc.). It should be noted that restrictions due t
lexical quantification alone (incompatibility of lexical morphemes) can never be
absolute, but only relative, rendering a particular combination unlikely (statisti
cally highly infrequent), but not forbidding it entirely (e.g. gromadnyj karlik,
nodnoj den'); absolute restrictions (*nadal vypit') occur only when the limiting

concept finds grammatical expression in at least one of the two words.

The Russian Numeral System. Complications due to this interaction of lexical and
grammatical quantifiers are particularly evident in syntactic structures combining
the lexically quantifying numerals with substantives and adjectives expressing
grammatical quantification in genitive case and/or plural number. These complica-
tions, however, are not as chaotic as often pretended, and the syntax of the Rus-
sian numerals forms a more coherent system, more understandable in purely syn-

chronic terms, than is often supposed.3 The structural outlines of this system, :
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terms of the mutually opposed marked and unmarked categories and the general mean-
ings thereof," are as follows: plurality is opposed not to singularity, as our
usual thought habits might suggest, but to unmarked non-plurality; singularity is
but a special case of non-plurality. Within the unmarked non~plural category there
obtains in certain cases a further opposition which can be called — in the absence
of a better term — that of quantified and non-quantified categories. The cases in
which this opposition obtains are those in which the numeral + substantive (N S)
combination can be substituted by a single substantive in the nominative or, if the
substantive S is inanimate, in the accusative (i.e., when the N S combination func-
tions as subject or object respectively). The gquantified category is marked as
such syntactically by a particular combination of plural and genitive morphemes in
the substantive and adjective (if present) entering the numeral combinations; the
general meaning of this category is non-unity, non-sinqularity opposed to unmarked
unity or singularity. The numerals which occur in combinations of this category
are 2, 3, 4 and compounds thereof, lb@,b@(pol—. but not polovina), and to a more
limited extent oba, obe and the fractions I/L, 1/5 . In schematic form this system

of oppositions appears as:

NON-PLURAL PLURAL
5,6,7...
(25, 26,27...)
NON-QUANTIFIED QUANTIFIED
1 2, 3,4
(21, 31,41...) (22, 23,24)
1, ., 1,
oba
4, 14

It is this expression of non-unity (whether greater or less than one), this insis-
tence on quantity in spite of non-plurality, that explains the grouping together by
common syntactic (and occasionally morphologic) features of such seemingly dispar-
ate series as fractions, small whole numbers, and compounds of the latter. This
paper will discuss briefly the syntactic peculiarities of the combinations in which
numerals of this quantified category occur.

The particular types of N S combination are best understood against a back-

ground of general rules which obtain for all such combinations. The numeral, in
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the nominative-accusative function mentioned above, is a substantive® which cannot
itself express grammatical quantity (plurality), but which absolutely requires
such expression of quantity (by genitive and/or plural morphemes) in all substan-
tives and adjectives syntactically combined with it.® The particular forms of
grammatical quantification vary according to the particular types of combination
(type of numeral, whether or not a modifying adjective is itself a lexical quanti-
fier, etc.) and to the sentence function (subject or object, etc.) of the combina-

tion itself. With a few possible exceptions, however’ :

any non-pronominal substan
tive combined with a numeral must express genitive case and may in some cases also
express plural number; conversely, any adjective combined with a numeral must ex-
press plural number and may in some cases also express genitive case.

Numerals of the quantified category are (with the partial exception of the
fractions 14‘,l/§,see pp- 53-54 below) syntactically distinguished from all other sub
stantives, numeral and non-numeral, by the fact that they can combine with genitiv
singular but never with genitive plural substantives (komata / vos'muska / Set-
vert' / mwgo / pjat' / dvoe studentov, but not *pol- / poltora / oba / dva / tri
gtudentov). They are opposed to the non-numeral (8tol, gtudent ...) and fractiona
(5%, Ké; Uh,lla) series, and joined to the adverbial (mmogo, malo ...), collectiv
(dvoe, troe ...) and plural cardinal series (5,6,7 ...) by the three facts that (1
they cannot be modified by singular adjectives in combinations of the type bol'doj
stol, pervaja vos'muska, (2) they cannot be modified by cardinal numerals in combi
nations of the type dva stola, dve treti, and (3) they cannot be modified by non-
neuter singular past tense verb forms in combinations of the type stol stojal,

ostalas' pjataja. Each set of numerals of the quantified category has, in additic

its own specific syntactic features.

Structures with 2, 3, 4. The numerals 2, 3, 4 and their compounds are syntactical
ly distinguished from the plural series 5, 6, 7 ... by the facts that (1) substan-
tives combined with 2, 3, 4 can never express both plural number and genitive cas¢
whereas substantives combined with 5, 6, 7 ... must do so, and (2) combinations
with 2, 3, 4 which can be substituted by a single accusative substantive distin-
guish the categories animated— non-animated in the substantive S (Ja videl dva
stola / dvuxr studentov), whereas combinations with S5, 6, 7 ... do not do so (Ja
videl pjat' stolov / studentov); this is another way of saying that combinations
with 2, 3, 4 have different forms in the different sentence functions of subject ai

object, provided S is animate (Ogtalog’' dva studenta / Ja videl dvux studentov),
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whereas combinations with 5, 6, 7 ... maintain the same form in both functions re-
gardless of the animation or non-animation of S (Ostalos’ pjat' studentov / stolov
/i Ja videl pjat' studentov / stolov). Structures with 2, 3, 4 are distinguished
from all other structures of the quantified category, and joined to those of the
pPlural category, by the fact that their syntactic features are repeated in com-
pounds (2 / 22 / 32 studenta), whereas the features of combinations with A, ]/3,
Y2, 1V2 are not so repeated (Jetvert’ 3asa, but dvadeat' s 3etvert'ju Zasov;
poltory versty, but dvadcat' odna (-nu) s polovinoj versta (-tw), etc.).®

The simplest type of numeral combination is that of quantifying numeral (N)
with non-numeral substantive (S). With a few exceptions,9 the substantive is in
the genitive singular (dva mesjaca, tri okna, Jetyre knigil?). Neutral word-order
is NS; the reversed word-order S N quantifies the combination as such and means
.approximately” (dva mesjaca nazad "two months ago" / mesjaca dva naszad "about two
months ago”). If the combination contains an adjective functioning as substan-
tive, this adjective is always in the genitive plural if masculine (dva portnyx)
but occasionally nominative plural if feminine (tri prostornye kladovye, dve bol'-
&ie masterskiell).

The simple NS combination can be expanded by the addition of an adjective or
participle (A). There are two types of adjectivally-expanded combination, corre-
sponding to two essentially different types of adjective. A non-pronominal non-
quantifying adjective (i.e. a qualifying adjective) modifies the substantive S and
stands just before S (type NA S, dva xorodix studenta, tri ploxie knigi); it
usually agrees in case with S (see pp- 48-49 below). On the other hand, a lexical
quantifier or a pronoun modifies either the numeral or the NS combination as such
(if a pronoun) and stands before N (type A'NS, poslednie tri dnja, ostal'nye
detyre knigi, &ti dva studenta): it usually agrees in case with N. The two types
of expanded combination are then NA S and A'N S, containing non-quantifying and
quantifying adjectives respectively:; a change in word-order (to AN S or NA'S)
cannot of course change the nature of the adjective, but it can and does change
the presentation. A quantifier can be presented as a qualifier and vice versa.

In such reversals the adjective usually takes the case of the type it is presented
as. Novye dva studenta does not qualify the students as new but isolates them
from the remaining non-new students; dva pervyr studenta are not isolated from the
remaining students as is the case with pervye dva studenta but rather joined by

the “quality” of being first just as dva wmyx studenta are joined by the quality
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of intelligence. It is to be noted that pronominal adjectives, which modify the
entire NS combination as such, and which are for the most part outside the oppo-
sition of quantifier — non—quantifier, can almost never be presented as gqualifi-
ers, placed between N and S {(vse tri dnja, but not *tri vse dnja or *tri vsex dnja;
with possessives, however, tri motx gtudenta beside mot tri studenta). Most exam-
ples of vacillation between nominative and genitive case, and between the word-
orders NA S and A'N S, are explainable as these two basic types or presentational
inversions thereof.

Pronominal and lexically quantifying adjectives in A'N S combinations are
almost always in the nominative plural (svoi tri procenta DS 320,!2 2ti Jetyre
dnja, poslednie dva mesjaca, ostal'mye tri vagona): only the indefinites kakoj-to,
kakoj-nibud' and the quantifier eelyj occur frequently in the genitive plural, and
then usually when the combination serves as a temporal modifier (kakix-nibud’' dve
minuty, celyxr dva mesjaca). Qualitative adjectives are almost always in the geni-
tive plural if S is a masculine or neuter substantive (tri bol’8ix okra, dva xoro-
§ix studenta). 1f S is a feminine substantive, two factors influence the case of

A: (1) the specific numeral, A occurring in the nominative more often with 2 than

with 3, 4:
NUMERAL NOM. PL. ADJ. GEN. PL. ADJ.!3
2 21 8
3 3 3
4 1 2

(2) the sentence function of the combination, A occurring more often in the nomi-
native plural when the combination functions as subject of a sentence and more

often in the genitive plural when the combination functions as object:

FUNCTION NOM. PL. ADJ. GEN. PL. ADJ.
Subject 16 4
Object S 8
Other!® 4 1

Combinations of types N A S and A'N S can be further expanded in two ways, by the
addition of like or unlike adjectives, creating combinations of the types NAA S
and A'A'N S with the addition of like adjectives and A'N A S with the addition of
unlike adjectives. All like adjectives in like position must be in the same case

(tri odnotipnyx, noven'kix avtomobilja DS 307, dve Llunnye, golubye figury 2T 442,
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vge éti tri dnja), but unlike adjectives in different position (type A'NA S) must
not necessarily agree in case, but instead follow the rules for quantifiers and
non-quantifiers described above (te Jetyre Jturmovyxr gruppy DN 219; cf. with plu-
ral numerals vse Zetyresta Jestnyxr sposobov ZT 466); this demonstrates clearly
enough that the N S combination is nmot an indivisible quasi-idiomatic unit.l%

N S and N A S combinations can also be expanded by the addition of one or
more apposed participles di.(more rarely) adjectives, creating combinations of the
types N S,P or N A S,P etc. (dve malen'kie figurki, podymavdiesja po nasypi ZT
566). Like all adjectival forms syntactically connected with numerals, the ap-
posed participle or adjective must be in the plural. Participles apposed to N S
combinations are usually (7/8) in the nominative plural (Jetyre risunka, podpisan-
nye glavjanskoj vjaz'ju DS 36), but occasionally in the genitive (V kabinete ...
pri3ilis' dva pufika, obityx ... delkom 2T 336). Participles opposed to N A S
combinations usually (7/9) agree in case with A. If A is in the nominative plural,
P is always nominative plural (dve obyknovennye bolki, napolnennye ZT 533), but if
A is in the genitive plural, P can be either nominative or genitive (napigat' pro
dva stradnyx sludaja, proisdedfix so mmoju DS 260; tri neftjanmnyx bar3i, svjasan-
nye v rjad DS 255); the farther removed P is from the genitive S, the more likely
is it to be in the nominative, cf. the two appositions in vydeljalis' dut' vidnye
v temmote tri bol'3ix zdanija, zanjatyx nemeami DN 33,

If the NS or N A S combination functions as subject of a sentence, the verb
is almost always in the plurall® (proexali na avtomobile tri komgomol'ea DS 105,
dve surovye staruri razgovarivali po-francuzski 2ZT 333). Statements of age, how-
ever, require the singular (emu bylo tri goda, but not *emu byli tri goda). State-
ments of the passage of time are usually in the sinqular (dva dnja udlo na ras-
klepku vorot DS 77), but can be in the plural if there is insistence on the pro-
cession of individual units of time (muiitel 'no medlenno proxodili 2ti Jetyre ne-
delt). General statements of existence are indifferently in the singular or the
plural, with of course a presentational difference, emphasizing the collectivity
or the individuality of the units counted (U lejtenanta bylo tri syna zT 341, v
gorode bylo dve Sovetskix ulicy DS 43; U Varvary byli dva suddestvermyx dosti-
Zenija ZT 445).

Structures with Oba, Obe. The quantifier oba (masculine and neuter), obe (femi-
nine) is often lumped together with the cardinal dva, dve not only because both
distinguish gender (dva / oba stola, dve / obe knigi) or refer to two objects, but
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alsoc because it is assumed, and sometimes even explicitly stated,l7 that the syn-
tax of these two pairs is identical. This is far from being the case. There are,
in fact, many more features which oppose dva to oba than there are which join
them. Dva and oba are joined primarily by the fact that they can both combine
with genitive singular substantives.!8 Further, they both distinguish animation —
non-animation in the accusative (dva / oba studenta prigli // Ja videl dvux / oboix
studentov), can combine with verbs in the plural (dva / oba studenta sideli), and
can combine with qualitative adjectives in N A S combinations (dva / oba xoro3ix
studenta). An interesting fact is that neither dva nor oba can be modified by the
pronominal adjective vse !9 (*vse dva stola, *vse oba stola), this apparently be-
ing the only syntactic feature which opposes dva and oba to all higher numerals
(cf. vge tri, detyre stola; vse pjat' stolov, etc.) and the only formal vestige of
the category of duality. Some of the more important syntactic differences between
dva and oba are: (1) oba can combine with the nominative plural pronoun ont, which
dva cannot (oni oba prigli, but *oni dva prigli); (2) N S combinations with oba
cannot be expanded by adding quantifying adjectives as can combinations with dva
{pervye dva studenta but *pervye oba studenta); (3) oba cannot occur in general
statements of existence as can dva (U nix bylo dva syna but *U nix bylo oba syna):
(4) combinations with oba cannot be quantified to mean 'approximately' by revers-
ing the word-order, as can combinations with dva (dva mesjaca / mesjaca dva but
oba mesjaca / *mesjaca oba), nor can oba be substituted for dva in such expres-
sions as dva mesjaca nazad; (S) oba cannot combine with neuter singular past tense
verb forms in statements of the passage of time as can dva (dva mesjaca progli /
proélo but oba megjaca progli / *proslo); (6) oba usually precedes the pronominal
adjective 2t{ whereas dva usually follows it (oba &ti raznorodnye predprijatija
DS 74, but 2ti dva raznorodnye predprijatija; cf. &ti dva studenta but *dva 2tt
studenta)29; (7) oba is more autonomous than dva and is consequently used more
often elliptically, without substantive (oba ne mogli govorit' DN 259); (8) the
feminine obe is used more often than the feminine dve with the plurals rfki, §&8k:
stdrony.

Oba, obe can combine with non-pronominal substantives in the genitive singu-

21 ysual-

lar (oba studenta, obe knigi) and with the nominative plural pronoun ont,
1y preceding the former and following the latter, in combinations of types N S
(oba brata, obe gestry) and PS Nor N pS (oni oba, oba oni).

N S combinations can be expanded by adding a qualifying adjective (type NAS
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oba vmeénix posta DN 249, obe perednie noZki DS 72), the pronoun 2ti (types N A'S
and A'N S, 2ti oba proisdestvija DS 260, oba 2ti tipa 2T 496), or both types of
adjective together (oba 2ti rasznorodnye predprijatija DS 74); combinations with
oni cannot be expanded in this way. Combinations with both S and pS, however,
can be expanded by apposition (types N S,P and pS N, P, oba brata, utomlénnye; oni
oba utomlénnye). The case of adjectives and participles in both internal and ap-
positive expansions follows the same rules as given for dva, dve (cf. p. 47 ff.
above) .22

Combinations with oni occur with either oba or obe, depending on the anteced-
ent of oni; the masculine — feminine gender hierarchy of Russian is manifested in
the use of oba when there is one masculine and one feminine antecedent. Such
combinations are usually in the order pS N (oni oba gideli tak DN 259), but occa-
sionally in the order N pS (oba oni grustno pokacali golovami zZT 489), whereas
non-pronominal combinations are almost exclusively in the order N S (obe storony
ogtalis' na meate DN 263; cf. *storony obe ...). Combinations with the nominative
oni can of course function only as subject of a sentence (Oni oba videli menja but
Ja videl ix oboix), whereas combinations with non-pronominal substantives can
function as subject (oba tela le3at nogami k jugo-zapadu DS 281), object (Panikov-
skij soedinil obe linii tret'ej 2T 435), or marginal modifier (vajala ego za obe
ruki DN 169, proletali po obe storony DS 224).

When combinations of types N S and pS N function as subject, the verb is al-
most always in the plural (Oba brata iskosa pogljadyvali na predsedatelja 2T 338,
Oni oba na mig ogtanovilis' 2T 550). Oba cannot be used in statements of age or
general statements of existence (*Emu bylo oba goda, “U nego bylo oba syna); with
statements of the passage of time only the plural verb is possible (oba mesjaca
progli / *prodlo). In pronominal combinations oba occasionally follows the verb,
especially if there follows a second verb form subordinated to or coordinated with
the first (Oni uspeli oba vermut'sja DN 45; tak oni sideli oba i mol&ali DN 56).
Oba frequently occurs alone as subject of a sentence; in the rare cases where the
prior context has not made clear the antecedents, an explanation can be inter-

polated (Oba — i neznakomee, i kommisar — podymalis' DN 96).

Poltora, Poltory. The quantifier poltora (masculine and neuter), poltory (femi-
nine) "one and one half", often ignored in descriptions of the Russian numerals,?3
is grouped with the non-plural quantifiers by the basic syntactic features of

combining with genitive singular substantives and plural adjectives (pervyxr pol-
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tora kilometra, celyx poltory minuty). As is the case with 2, 3, 4, but not with
oba, the word-order of combinations with poltora can be reversed to add the mean-
ing ‘approximately' (kilometra na poltora ni3Ze "about l/2 Km. lower”). Poltora is
like the other fractions lﬁo.l/a in that its syntactic structure is not repeated
in compounds (poltora mesjaca but dvadeat' odin & polovinoj megjac), but is unlike
them in that it cannot combine with singularia tantum (tret' muki, but *poltory
mukzi). On a different level one also notes that, when the N S combination is
placed in an environment requiring the genitive, the substantive combined with
poltora can remain in the genitive singular, which is never the case with combina-
tions containing 2, 3, 4 (tri 3asa / v tedenie tréx Jasov but poltora 3asa / v
tedente polutora 3asa); in other words, the opposition of nominative —accusative
to all oblique cases does not obtain in combinations with poltora, which is there-
fore much closer than 2, 3, 4, oba, etc., to the class of non-numeral substantives
(medok miki, iz me8ka muki, etc., where the syntactic relation of the two substan-
tives each to the other is guite independent of the relation of either one to out-
side units). Perhaps the most obvious specific feature of poltora, however, is
that it combines almost exclusively with lexically gquantifying substantives,
whether temporal (poltora mesjaca, poltory minuty), spatial (poltora kilometra,
poltory verety), or other (toldok v poltory tomny vesom bs 67). Poltora occurs
particularly frequently with quantifiers expressing only the concept of quantity,
uncomplicated by other concepts such as time, space, etc. — i.e., with numerals
{(desjatok, tyeja®a). Such combinations are themselves combined with a genitive
plural substantivejy=and therefore function exactly as compound numerals (8razu
nadalo bit' desjatka poltora tjaZelyx minometov DN 251, sideli v krulok desjatka
poltora seden'kiz starudek DS 582"; cf. trista dvadcat’' Sest' geden'kix starudek) .
Among the consequences of this inability of poltora to combine with other than
quantifying substantives are the facts that, unlike 2, 3, 4 and oba, poltora can-
not usually combine with animate substantives, and therefore cannot distinguish
animation —non-animation in the accusative, as do 2, 3, 4, and oba (tri studentki
/ trdx studentok but ®poltory studentki?®), and that combinations with poltora,
like the pronominal combinations with oba (ont oba), can only rarely be expanded
by non-quantifying adjectives; even such a typical qualifier as dobryj “good" can
modify poltora only when presented as a quantifier with the meaning "full"™, "“com-
plete” (dobryx poltora kilometra, cf. celyx p. k.), see however Vy ukrali u menja
lignix poltory minuty ZT S53. When combined with the "pure® quantifiers desjatok
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tysjada, poltora does not admit any modifier (Pozadi, odna za drugoj, razorvalis'
desjatka poltora min DN 175). With initial stress pdltora can combine with the
genitive plurale tantum gutok (p6ltora sutok)?2®; this feature joins pdltora to

mnogo, dvoe, and opposes it to all other numeral and non-numeral substantives.

Pol-. Combinations whose first element is the morpheme pol- and second element a
substantive in the genitive singular have features which can be considered both
morphologic and syntactic. Although usually represented graphically as a single
word (polgoda, polbutylki, polslova)?’ these units have morphologic and syntactic
features characteristic not of single words but of numeral combinations. This is
apparent not only in the great freedom with which such combinations can be
formed,28 but also in their declension, where the nominative —accusative is op-
posed to a single oblique-case form (pol-goda / pol-u-goda like pol-tora-goda /
pol-u-tora-goda?9:; cf. also gorok / soroka, sto / sta etc.), and particularly in
their syntactic relation to other units. Units in pol-...-a (~y) in the nomina-
tive —accusative combine with plural adjectives {usually quantifiers or pronouns)
in the nominative or genitive, just as do combinations with 2, 3, 4, etc. (kaZdye
poldasa, celyx polgoda, 2ti polbutylki); here one sees a syntactic opposition of
nominative — accusative to oblique cases, in which units with pol- combine with
singular adjectives (posle 2togo polugoda, 8 2toj polubutylkoj). The dual status
of these units as word and as combination is underlined by the fact that they can

be used in the plural (poludasy, polubutylki, etc.).

Tret', Cetvert’. The fractions tret' nlpn, Zetvert’ "lA" are peculiar in that
they can function as numerals of the quantified category or as non-numeral quanti-
fiers; in the one case they form combinations with the same syntactic features as
combinations formed with 2, 3, 4, etc. (namely, genitive singular substantive and
plural adjective), and in the other are in no way different from other fractions
or adverbial quantifiers (vos’'mufka, mmogo, skol'ko, etc.). They are unlike
numerals in that they have a full set of plural forms (treti, tretej, etc.) and
can themselves be modified by cardinal numerals (dve treti, tri Xetverti); if the
firgt unit of such two-numeral combinations is lower than the second, the combina-
tion as such can combine with substantives in the genitive singular or plural (tri
Betverti komnaty / tri Betverti kommat, but *sem’ tretej kommaty). Tret’, et-
vert’, and the non-quantified fractions such as vos’mufka, pjataja, etc., can, un-
like all other numerals (2, 3, 4, 1, §, dvoe, mwogo, etc.), combine with both

singular and plural genitive forms of the same substantive (tret' komaty / tret’
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kommat) or adjectives (usually inanimate) used as substantives (Getvert' stolovoj
/ stolovyx). This vacillation between numeral and non-numeral status — or, more
exactly, this simultaneous participation in two different systems, numeral and
non—-numeral — is reflected in the feminine/ plural vacillation of adjectives and
the feminine / neuter vacillation of past tense verbs combined with these fractions
(dobryx / dobraja Betvert' Bask; ostalos' Betvert Basd / takix soldat u nego byla
tret' batal'ona DN 110), and in the stress vacillation Jetvert’' 3asg / Setvert'’

casa.

Conclusion. As has been made clear in the discussion of separate types of combi-
nation above, the number of syntactic features which distingquish between various
numeral and non-numeral substantives is large, and these features themselves are
obviously of varying importance for purposes of classification. The classifica-
tion of substantives into numerals and non-numerals,3® and within the numerals in-
to plural and non-plural, quantified and non-quantified, has been made on the
basis of the most important features, namely the number and case (i.e., the mark-
ing or non-marking of quantity grammatically) of substantives and adjectives with
which the substantives being classified can combine, regardless of the history of
any particular numeral or numeral construction. The following table of syntactic
features distinguishing among the numeral and non-numeral word classes, which is
intended to be illustrative rather than exhaustive, demonstrates the not always
obvious fact that there are many syntactic features which cut across the lines of
usual classifications (including the one presented here), joining words of dif-
ferent classes and making subdivisions within one or the other class. While this
by no means invalidates the classification into syntactically determined groups,
its importance must be emphasized, since it is probably just such as yet ungeneral-
ized (or not yvyet disappeared) syntactic peculiarities, such unsystematized or con-
tradictory features, which provide the starting point for the migration of words
from one class to another, and ultimately for the decay of old and the rise of new

syntactic categories.

Table of Features. The abbreviation "Ccw" used in the list of features means "can
combine with”. The plus means "yes", the minus "no", and the parentheses "with
certain restrictions"” (most of which have been discussed in the text above). The
zero means that the particular criterion is not applicable to the word in question
{(e.g., since the morpheme pol- is bound to the genitive singular substantive it

combines with, the question cannot be put, whether or not a qualitative adjective
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can be interspersed between N and S). The syntactic features themselves are
grouped not in relation to each other, but in an order which brings out as clearly
as possible the classes or groupings within the numeral class. Other groupings of

these features would of course emphasize other similarities and differences.

9 £
N Y 1
"k s 38
<L 5 S
Féshmg ‘J‘§6 <r
- J S . .
SRR
Ccw singular adjective. . . . . | + + (&) - - - - - - - -
Ccw cardinal numeral. . . . . . §{ + + (+) - - - - - - - -
Ccw non—-neut. sing. verb., . . . ] + + (4 - - - - - - - -
Ccw gen. sing. subst. (ex-
cept singularia tantum). . . . + + + - - - + + + + +
Cow gen. plur., subst. . . . . . { + + + + + + - - - - -
Ccw animate sing. subst. . . . . (=) (=) (=) = - (=) (=) + + +

Ccw non-quant. adj. (NAS). . . + o+ + o+ + o+ 0 - + + +

Distinguishes animate-inanimate

in the accusative (NS). . . .| - = = (=) (#) - - - + + +
Cow ONT. v v & o v o o v o o v & T T S O
Ccw quant. adj. (A'NS). . . . . + + + - + + + + - + +
Ccw neut. sing. verb. . . . . . (-) - + + + + + + - + +
Wd. order reversible. . . . . . - - - - - + 0 + - + +
Lof W 5 A . T € I S S S S O N T
Cow VBE. . . « +v o v o o o o o = - - - - + + - - - - +
Ccw plural verb. . . . . . . . . - - + (+) + + (=) + + + +
Ccw singularia tantum. . . . . .| (=) + + + - - - - - - -
Cow pluralia tantum. . . . . . .| (=) + + + + - - - - - -
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FOOTNOTES

1 An asterisk will be used throughout this paper to indicate that a particular
combination cannot occur.

2 On the genitive case as a quantifier see R. Jakobson, "The Relationship be-
tween Genitive and Plural in the Declension of Russian Nouns", Scando-Slavica,
I1I, p. 181 f., on aspect as quantifier idem, Shifters, Verbal Categories, and the
Russian Verb (Harvard University, 1957), pp. 3-6.

3 The peculiarities of numeral syntax, as was pointed out by V. V. Vinogradov,
Russkij jaayk. Grammatileskoe udenie o slove (Moskva-Leningrad, 1947), pp. 296-
297, are usually considered explainable only in terms of their historical develop-
ment; cf. this point of view in A.M. PeSkovskij, Russkij sintaksis v naudnom
osveddenit, 7th ed. (Moskva, 1956), p. 438, and more recently E. A. Zemskaja in
Akademija Nauk SSSR, Grammatika russkoge jasyka, 1I, Sintaksis, 1 (Moskva, 1954),
pP. 343; this historical approach is particularly apparent in the only recent spe-
cial study of the Russian numerals, Arne Gallis, "Tallordenes syntaks i russisk”,
Fegtechrift Olaf Broch (Oslo, 1947), p. 63 f.

b See the discussion by R. Jakobson of marked and unmarked categories in "2Zur

Struktur des russischen Verbums", Charisteria Guilelmo Mathesio (Prague, 1932),
and "Signe zéro", Mélanges Bally (Geneva, 1939); there is a summary of this dis-
cussion in his Shifters, Verbal Categories ..., p. 5.

5 In other functions the numeral is of course an adjective, agreeing in case
with the modified substantive (okolo trex studentov, s tremja studentami, etc.);
references to the numeral as a hybrid part of speech, e.g. by PeZkovskij, Rusgkij
gintaksis, p. 437, are based on this functional distinction.

6 It must be noted that the word odin "one", as was pointed out by Jury Serech,
Probleme der Bildung des Zahlwortes als Redeteil in dem slavischen Sprachen (Lund,
1952), p. 56 et al., and despite the Academy Grammatika rusgkogo jaasyka, II, 1,
343, or more recently E. M. Galkina-Fedoruk et al., Sovremennyj russkij jazyk
(Moskva, 1957), pp. 295 f., is not a numeral at all: odin expresses neither plu-
rality nor quantification lexically, but does express plurality grammatically
(odni sideli, drugie stojali, etc.), and is therefore the very opposite of a
numeral.

7 In particular the suggestion, advanced among others by Vinogradov, Russkij
Jjaayk, pp. 303-304, that combinations with fixed-stress feminines (tri bednye
dévudki) are felt as plural; cf. also the exceptions in fn. 9 below.

8 There is an interesting (and of course purely synchronic) type of syntactic
vigesimality in the fact that structures of both non-plural categories (quanti-
fied and non—quantified) repeat the unit structure only in the twenties and above:
1, 21, 31, 41 ... (but not 11) student; 2, 22, 32, 42 ... (but not 12) studenta.
In plural, however: 5, 15, 25, 35, 45 ... studentov.

9 There are two series of stress-conditioned exceptions, both perhaps influenced
by plural forms: (1) the end-stressed masculines in ~/4/ (dva 3asa, ¥8aga, rjada,
marginally razd), perhaps connected with the nominative plural forms in -/&/ (see
N. van Wijk, "Der slavische Dual auf -a und der russische Nom.-Akk. Pl. Mask. auf
-3", Indogermanische Forschungen, LI (1933), pp. 200 f.; the discussion of intona-
tion is summarized by Serech, Probleme der Bildung des Zahlwortes, p. 56, f.n. 1,
cf. further literature there), seem to be bound to the numeral (pervye dva *asé&
but dva pervyx 3dsa; cf. the vacillation in Zetvert’ lasd / Zetvert' 3&sa); (2)
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the initially-stressed feminines in -/i/ fall into two groups, (2a) two fixed
forms with the preposition 2a and the quantifier obe (2a obe rfiki, za obe §38ki)
and (2b) a slightly less restricted but hardly productive group of polnoglasie
forms with original long rising intonation in the nom. sing., combined with the
pronominal adjective vge and the numerals 3, 4 (vse tri pblosy, vse tri gblovy, vse
detyre stérony, cf. Vinogradov, Russkij jazyk,303); the form préstyni (0Otdaj praZke
vee tri prbstyni) is probably from dial prostyn'’, not prostynja. For some of
these examples I am indebted to Valerie Tumins, whose help I acknowledge with
thanks.

10 Serech, Probleme der Bildung des Zahlwortes, p. 56, correctly refutes the un-
founded treatment by Saxmatov and others of these forms as other than genitive
singular; admitting the quantifying function of the genitive case makes it impos-
sible to agree with Vinogradov, Rusekij jazyk, pp. 302-303, that the numerals 2,
3, 4 are combined with "takoj formoj imeni suScCestvitel'nogo, kotoraja ne naxodit
semantieskogo opravdanija v sisteme Zivyx padeznyx form i funkcij suSlestvitel'-
nyx".

1 y. Tumins informs me that the nom. pl. occurs with (1) fem. animates (tri
starye gornidnye, Puskin), and (2) completely substantivized inanimates (tri pro-
stornye kladovye, but not *dve bol'Bie detskie), cf. Galkina-Fedoruk et al. Sovre-
mennyj russkij jazyk, p. 304.

I2 1llustrative examples have been taken from: DN = Konstantin Simonov, Dni 1
nodi (Moskva, 1951); DS = Il'ja I1'f and Evgenij Petrov, Dvenadcat'stul'ev (Moskva,
1956); 2T = I1'f and Petrov, Zolotoj telenok (Moskva, 1956) (the latter two bound
together). Other numeral combinations upon which this paper is based were taken
from M. ZoSCenko, Povesti i rasskazy (New York, 1952); Konstantin Fedin, Pervye
radogti (Moskva, 1946); K. A. Trenev, P'esy (= Izbrannye proiavedenija, II)(Moskva,
1947); V. Dudincev, Ne xlebom edinym (Moskva, 1957).

13 Arne Gallis, "Tallordenes syntaks i russisk”, gives the following figures:

with dva, oba nom. pl. 28, gen. pl. 36; with tri nom. pl. 10, gen. pl. 20; with
éetyre nom. pl. 2, gen. pl. 11; no distinction is made between masc.-neut. and
fem., and 40% of the examples are from 19th c. literature or byliny.

14 Temporal modifiers, etc.

15 as stated or implied, for example, in the Academy Grammatika russkogo Jazyka,
II, 1, p. 343 n.; Vinogradov, Russkij jaayk, p. 295 n., p. 302; A. A. Saxmatov,
Sintakeie russkogo jazyka, § 582 (reprinted in Iz trudov A. A. Sammatova po sovre-
mennomu russkomu jasyku, Moskva, 1952, p. 128); Galkina-Fedoruk et al., Sovremen-
nyj russkij Jaayk, p. 296, etc.

16 The preponderance of plural verb forms in such combinations lends further sup-
port to Vinogradov's refutation (Russkij jazyk, PP. 300 f.) of Saxmatov's view of
the cardinal numerals as "syntactic adverbs", since the adverb — ceteris paribus -
combines with neuter singular forms.

17 For example, Paul Boyer and N. Spéranski, Manuel pour l'étude de la langue
rugge (Paris, 1951), p. 32 f.n.

18 Even here there is no complete equality: the fem. obe has a greater tendency

to combine with nom. plural substantives than has dve; see B. 0. Unbegaun, Russian
Grammar (Oxford, 1957), pp. l41-42.

19 Exceptions occur with lexically quantifying substantives, usually in combina-

tions containing &ti{, e.g. vge 2ti dva dnja.
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20 mhis feature lends support to the interesting suggestion of Galkina-Fedoruk et
al., Sovremenny;j rusekij jazyk, pp. 299-300, that oba, obe be considered a pro-
noun.

21 The fact that oba combines with a substantive not in the genitive supports the
assertion of Galkina-Fedoruk et al., Sovremennyj russkij jazyk, pp. 299-300, that

oba is not a numeral at all; against this are the constructions with the genitive

singular (oba stola etc.).

22 If nom. pl. adjectives are somewhat more frequent with oba than with dva, this
may be attributed to the fact that oba occurs more often than dva in combinations
functioning as subject; cf. the figures for dva etc. on p. 48,

23 por example by Gallis, "Tallordenes syntaks i russisk®, and PeZkovskij, Rus-
gkij sintaksis v naulnom osveddeniti.

24 The reversed word order S N is usual in such combinations, and has the meaning
"approximately"; desjatka poltora is opposed not to poltora desjatka but to pjat-
nadeat', as the Fr. quinzaine / quinze.

25 fThe only exception seems to be the idiomatic expression poltora deloveka, "al-
most nobody", called "kalamburnyj" by Galkina-Fedoruk et al., Sovremennyj russkij
Jazyk, p. 310.

26 p. N. USakov, ed., Tolkovyj slovar' russkogo jazyka, II1 (Moskva, 1939), p. 542,
gives the regular polftora as standard for the oblique cases (po proigdestvit
politora sutok), but Boyer and Spéranski, Manuel de langue russe, p. 269, note
that the colloquial language uses the invariable pdltora in all cases (ne men'Ze
pbltora sutok, pro¥ivi on pbltora sutkami bol'ge).

27 There is a tendency to preserve graphically the independence of pol- in the
hyphenated spellings before -1 and vowels (pol-ligta, pol-oborota, etc.), see
UZakov, Tolkovyj slovar', 111, p. 510.

28 yZakov, Tolkovyj slovar', ibid. This freedom of formation, creating as it
does a large productive class of words in masc.-neut. pol-...-a, fem. pol-...-y
makes it difficult to agree with Vinogradov, Russkij Jjazyk, pp. 292-93, that the
"okon&anija -a, -Y... dlja sovremennogo jazykovogo soznanija v poltora — poltory
grammatileski ne osmysleny"; given the series pol-gtol-a, pol-kirpid-a, pol-Gas-a,
pol-tor-a and pol-verst-y, pol-ruk-i, pol-sten-y, pol-tor-y, and granting that the
origin of -tor- (< vwvtor-) is nc longer obvious for speakers, one might say that
it is not the grammatical -a, -y, but rather the lexical -tor-, which is incompre-
hensible. This morphologic parallelism is of course to some extent counterbal-
anced by syntactic differences.

29 e specifically numeral end-stress of Zasd, ¥aga etc. usually reverts to
34sa, 84ga in the genitive (poluddsa, poluBdga), although Boyer and Spéranski,
Manuel de langue russe, p. 268, also note poludasd and even poltlasa, cf. polidnrja.

30 Space does not permit a syntactic examination of the degree to which the con-
cept of quantity is extended throughout the lexical system of non-numeral substan-
tives (e.g., the syntactic features of gtol vs. medok etc.).
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THE ROLE OF TRANSFORMATIONS IN THE DEFINITION

OF SYNTAGMAS IN RUSSIAN AND OTHER SLAVIC LANGUAGES

The structural varieties of sentence which can be observed in the Slavic lan-
guages, like those of many other language families, obviously range from very sim-
Ple types (e.g., to mention only one widespread type in Slavic, the mononuclear
verbal sentence like Polish B#yska 'There is lightning', Russian Morosit ‘It driz-
zles', and Bulgarian Gigr [8¢] 'It thunders') to extraordinarily complex con-
structions with nested series of subordinate clauses. Even the best of the tradi-
tional syntactic descriptions, e.g. that of the Soviet Academy of Sciences,! have
been concerned largely with cataloguing this variety of sentence types and some of
their constituent elements, especially the word-combination. Lately, the term
"taxonomic" has been applied to descriptions of this type,2 although an accurate
taxonomy would as a matter of fact seem to imply the existence of a far more con-
sistent set of hierarchically organized classificatory criteria than these tradi-
tional studies have generally manifested. Syntax often appears to be an ill-
defined area floating midway between morphology and semantics, without any gener-
ally accepted set of structural units or even any generally accepted terminology
of its own. In the absence of genuine syntactic criteria for the classification
of utterances and their constituents, such works as the Soviet Academy Grammar
have recourse to criteria from the neighboring but only indirectly related realms
of morphology and semantics. Morphological details and vague semantic “relations"
are treated as if they were the expression and content planes of the syntactic
level of language, instead of the marginal (though not entirely irrelevant) areas
they obviously are. The inadequacies of this kind of syntax have been discussed
in some detail in another article;3 here it need only be said that it is the con-
cept of a syntactic SYSTEM that has been missing from most traditional studies.

In our opinion, the transformational approach to syntax may help to uncover some
of the systematic aspects of this linguistic level, i.e. it may help to delimit
some of the structural entities and patterns of arrangement of the syntactic sys-

tem itself. 1In the present paper, we shall attempt to show how this approach can
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result in a revised definition of the syntagma. It is to be emphasized, however,
that transformational syntax is only one approach among many, that it is still ven
new and almost entirely in the realm of theory (that is, it has yet to be tested t¢
any appreciable extent on the concrete material of many languages), and that much
time must still pass before its strengths and its weaknesses can finally be evalu-
ated."

There are guite disparate types of operation which have presented themselves
under the label "transformation" in recent years, but all of them share the basic
view that the syntax of any given language is to be seen as an internally cocherent
system which consists of a rather small inventory of basic units and a certain num
ber of operations which can or must be performed upon these basic units (sometimes
in a certain order, and sometimes recursively), in order to result in the extremel
large number of actually occurring sentences. Just which units are to be taken as
basic, and which types of operation are to be placed at which stages of the devel-
oping structure, has yet to be decided,5 but it seems clear already that the trans
formational approach has given rise to a new and broader concept of syntactic form
based on the hierarchical organization of sentence types and sentence constituents
which goes beyond the often banal details of morphology without, however, losing

® fTransformational de-

itself in the still uncharted reaches of semantic space.
scriptions of syntactic structures are also much closer to mathematical models tha
the more traditional descriptions. There is, of course, no necessary advantage in
a rapprochement of linguistics and mathematics, and the mere transposition of lin-
guistic facts into symbols borrowed from mathematics obviously does nothing to
deepen our understanding of these facts; there may, in fact, be some danger of
oversimplifying and overlooking the enriching complexities of real language.7 The
great advantage of such modeling is that it imposes a rigid internal consistency
on whatever descriptive framework may have been adopted, and concentrates attentio
on the structural relations among the various components of the system without be-
ing distracted by irrelevant factors from levels cother than the one under consider
ation. It goes without saying that there will always be problems connected with
the interpretation of such symbolic models, problems, that is, of correlating the
coherent but abstract model with the real but sometimes incoherent facts of living
speech.8 In the remainder of this paper, we shall investigate one type of model
which can be abstracted from the linguistics units arising in the course of a

transformational grammar, namely SYNTACTIC PARADIGMS. Syntactic paradigms arise
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in the course of the generation of sentences, both in the process of filling in the
final symbols of a phrase structure tree with specific morphemes (e.g., in the pro-
cess of converting the structural framework "NOUNpominative + Verbfinite” to the
actual sentence Solnce vsxodit in Russian), and in the process of transforming one
type of string to another (e.g., in Russian, On genij + On slyvet geniem). Syntac-
tic paradigms consist of either the correlated results of alternative choices at
some node in the phrase structure tree (golnce vsxodit ~ solnce vsxodilo) or the
correlated set consisting of an original unit and the result of some operation per-
formed on this unit (burja wnesla lodku ~ lodku wieslo burej). The syntactic para-
digm is, then, some set of correlated syntactic structures which share certain
lexical and grammatical morphemes, but which differ in at least one grammatical
morpheme, and often in more essential ways. The simplest syntactic paradigms are
little more than ordinary morphological paradigms in a given syntactically defined
setting, but the more complicated syntactic paradigms show structural relations
clearly beyond the realm of morphology. We shall look first at the simpler and
then at the more complicated types of paradigmatic relationship, first as they are
illustrated in certain frequent sentence types in the Slavic languages, and then in
terms of more abstract models. These models will then be compared to the models
which can be abstracted from the morphological level of language, and the general-
izations resulting from the comparison of syntactic and morphological paradigms

will be used to provide a suggested definition of the syntagma.9

Simple Linear Paradigms. The simple linear paradigm, which as was just mentioned
is really only a segment taken from a flexional paradigm and placed in a fixed syn-
tactic setting, consists of the total of all possible replacements for some gram-
matical symbol in the string of symbols representing a sentence, e.dg. the choice of
person in a pronominal object noun phrase as in Russian Student vidit nas ~ vas ~
ix, or of tense as in Ja pidu ~ pisal ~ budu pisat' pig'mo. The simplicity or
complexity of such paradigms obviously depends on the number of correlated opposi-
tions of marked and unmarked sub-categories within the grammatical category in
question; cf. the simple Russian tense system (past :: non-past, and within the
latter inchoative :: non-inchoative)!? with the extraordinarily rich oppositional
network of the same system in Bulgarian (sentences containing pfsa, pf¥ex, pistr,
pisal (siml, pt¥el (sliml, pis&l bex, pisdl (sim] bil, ¥te pf3a, §te sim pisél,
etc.).!! The variation in such simple linear paradigms takes place within some

grammatical category, and includes concomitant shifts in agreeing forms (e.qg.,
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Student Bitaget ~ Studenty ¥itajut), but it does not involve anything beyond this
category itself, that is it does not involve any of the rules governing the other
forms, and the arrangments thereof, within the paradigm. The following are exam-

Ples of such simple linear paradigms:

Russian Polish
Ja ego videl My ego videli Widziaiem go widzielismy go
Ty ego videl Vy ego videli Widziate§ go Widzieligeie go
On ego videl Oni ego videli Widziat go Widztieli go

In these simple examples, the paradigms vary horizontally in number and vertically
in subject person. They could be made multidimensional by adding the variant tens
or object person forms, but all such variation is strictly linear, i.e. all such

variation is restricted to a particular grammatical category expressed by a partic
ular word in a particular position within the sentence. Such variation is of lit-
tle interest for the study of syntax, and is described here only in order to con-

trast with the more complicated types of synparadigmatic wvariation below.

Simple Non-Linear Paradigms. A somewhat more complicated type of syntactic para-
digm obtains in cases where variation within a grammatical category of some given
item has an effect reaching outside the given item, i.e. affects somehow the rules
governing the structure of the paradigm itself. As a simple example, consider the
singular half of the Serbocroatian paradigm corresponding to the Russian and Polis

paradigms above:

Serbocroatian
Ja sam ga video
Ti 81 ga video
On ga je video (not *On je ga video)
in which the paradigmatic variation in subject person is not linear, but affects
the word-order rules as well. If the object pronoun is feminine rather than mas-

culine, there obtains the even more complicated paradigm
Ja sam je video
Ti 8t je video
On ju je video
in which the shift from first or second person subject to third person requires ng

only a reversal of word order, but also the form Ju rather than je of the feminine
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object pronoun. In such cases, the paradigmatic relations are no longer purely
morphological. Whereas, in the Polish paradigm above, the choice of the forms
widziatem, widziated, widziat depended only upon the choice of 1lst, 2nd or 34
person subject, the choice of Serbocroatian je vs. ju cannot be made without taking
syntactic factors into account: a symbol such as "3d person sing. fem. acc. pro-
noun” must be rewritten as je in one set of syntactic environments (including Ti 8i
... video), but as Ju in another set of syntactic environments (including Om ... je
video) .

Another example of the difference between linear and non-linear syntactic par-
adigms is furnished by the treatment of case in predicate nouns in Serbocroatian,
Polish and Russian. This treatment will also serve to demonstrate the often ig-
nored fact that exact correspondence of individual linguistic elements is by no
means an indication of corresponding linguistic systems. If we consider first the

Serbocroatian and Polish paradigms with variable tense

Serbocroatian Polish

On je profesor On jest profesorem
On je bio profesor On byt profesorem
On &e biti profesor On bedztie profesorem

we note that these two languages are different in one respect, but alike in another
and structurally more important respect. Serbocroatian requires the nominative
case profesor in the predicate noun, the instrumental being archaic in such sen-
tences of definition,!? whereas Polish requires the instrumental profegorem, the
nominative being archaic except for definitions containing proper names and certain
fixed expressions containing to.!3 However, the synparadigmatic structures of
these two languages are identical in this case, since, both in Polish and in Serbo-
croatian, tense is an independent paradigmatic variable, a linear variable with no
effect on the remainder of the sentence. An essentially different situation ob-

tains in the corresponding Russian paradigm:

Russian
On professor
On byl professorom
On budet professorom!"

Individual units (sentences) within the Russian paradigm correspond to individual

units in both Serbocroatian and Polish paradigms (Russian On professor = Serbo-
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croatian On je profesor, whereas the past On byl professorom = Polish On byt
profesorem), but the paradigmatic structure of Russian is basically different from
that of the other two languages taken together, since tense in Russian is not an
independent linear variable, but an interdependent variable, i.e. a category, vari
ation within which affects rules ocutside of the form in which the category itself
is expressed, namely the rules for case in the predicate noun: the same rule which
inserts a past tense morpheme into the basic sentence On profbssor must also permi
a facultative change of nominative to instrumental.l® wWe have, then, an instance
where the syntactic structure of Russian differs in an essential way from that of
Polish and Serbocroatian together; this syntactic structure is evident only in the
syntactic paradigm, and exists quite independently of whether, in the individual
sentences comprising the paradigm, certain morphemes (nom. or instr. case) are the
same or different in these languages. We shall see similar distinctions of syn-

paradigmatic structure in the complex paradigms below.

Complex Paradigms. The simple paradigms examined above were all alike in one way;
variation within the paradigm was restricted to grammatical categories expressed
in every member of the paradigmatic set. Further, all the above paradigms con-
sisted of fixed lexical sets, i.e. no unit in a paradigm contained any lexical
morpheme not found in every other unit of the same paradigm. These simple para-
digms are generated within the phrase structure component of a grammar, coupled
perhaps with certain elementary transformations (to account for word order and Jju
in the Serbocroatian sentence On ju je video and similar cases). More complicated
transformations will obviously generate more complicated sets of correlated sen-
tences and hence more complicated syntactic paradigms. We shall examine a simple
and widespread type of double-base transformation (i.e.,a transformation which com
bines two simple sentence structures into one more complicated structure) in Serbo
croatian, Polish and Russian, attempt to define some of the similarities and dif-
ferences among these languages in their complex synparadigmatic relations, and the
point out one way in which the simple non-linear paradigms of Russian resemble the
complex paradigms of all three languages.

The grammars of many Slavic languages must contain rules for combining simple
equation-like sentences of the type X = ¥ with a number of factitive and other
verbs meaning ‘make', 'consider', ‘nominate', ‘elect', etc. to produce sentences o
the type 'Z considers (makes, elects, etc.) X = Y'., If we begin with such simple

equation-like sentences as 'He is a teacher' and 'He is a substitute (replacement,
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Serbocroatian On je uditelj (zamenik)
Polish On jest naucaycielem (zastgpcq)
Russian On uditel' (zamestitel')

we shall have to posit in all three languages one double-base transformation which
has the effect of making a "shifter"!® ocut of the predicative connection between X

and Y, and the result of which are sentences meaning 'I consider X to be my Y',e.qg.

sCr. Smatram ga svojim uditeljem

(or) Smatram ga za svog uditelja

Pol. Ja go wwazam za swojego nauczyciela
Russ. Ja séitaju ego svoim uditelem

and another, more clearly factitive double-base transformation in which the action
of Z itself creates the predicative connection between X and Y, e.g. sentences with

the meaning 'He named him (as) his surrogate':

SCr. On ga je proglasio svojim zamenikom
(or) On ga je proglasio za svoga zamenika
Pol. On go ogtosit swoim zastgpeq

Russ . On ob"javil ego svoim zamestitelem!?

In Serbocroatian one and the same transformation will generate both the sentences
with smatram and those with je proglasto; this transformation must permit a choice
of either of the two constructions (instrumental, or 2za + accusative) in both
cases. Polish, on the other hand, has polarized the functions of the instrumental
and 2a + accusative: only the shifter wwalam requires a change in the structure of
the predicate noun, whereas the factitive ogiogi? preserves the instrumental of the
original kernel On jest zastgpeq: Polish therefor requires two distinct transforma-
tions. Finally, Russian requires only one transformation to generate both the
8ditaju and the ob"javil sentences, and in this it is like S.-Cr.; on the other
hand, Russian is obligatory in requiring the instrumental whereas S.-Cr. was, as we
have seen, only facultative, and permitted 2za + accusative as well. Furthermore,
the changes occasioned by the Russian transformation with sditaju and ob"javil are
identical with those occasioned by the tense variation from unmarked present to
marked past (byl) or inchoative (budet), whereas tense variation in Polish and

Serbocroatian shows nothing in common with the smatram / wwakam and proglagio /
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ogtosit transformations in these languages.
One can summarize in tabular form the synparadigmatic differences among these

three Slavic languages:

TABLE 1
Subject Pronoun!?8 Predicate Noun
K: nom instr
Kpast H nom instr
Polish .
F: ace instr
S: acc 2aQ + acc
K: nom nom
Kpast= nom nom
Serbocroatian .
F: acce instr (or) za + acc
S: acc instr (or) za + acc
K: nom nom
Russian .
F: acc instr
S: acc instr

K = kernel sentence, SCr. On je uditelj, etc.; Kpast = the same kernel in the past
as discussed under "Simple non-linear paradigms” above; F = factitive transform,

SCr. proglasiti, etc.; S = shifter, SCr. smatram, etc.

It is clear from this table that the function of the instrumental is quite differ-
ent in the three lanquages.19 In Polish, the instrumental simply marks the predi-
cate, whether this predicate is in a present or past kernel, or in a factitive con
plex transform; only the shifter-type complex requires that the instrumental becon
2a + accusative. In Serbocrcatian, the instrumental carries a very low functional
load, since it is used only facultatively, along with 2a + accusative, to mark com
plex transforms of both types. In Russian, the function of the instrumental has

been specialized in a very interesting way. It is often said that the instrumenta
in Russian is developing as a mark of the predicate, but this is only partially

true. There is no tendency to develop the instrumental in the direction of Polish
i.e., for simple equation-like X = Y sentences to develop an instrumental predicat
noun (e.g. *On studentom, etc.), but there is already a highly developed and spe-
cialized function of the instrumental as the marker of what might be called a re-

striction upon the validity of the predicative connection between X and Y. Russia
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has, as a matter of fact, two distinct types of equation-like sentence: (l) an
unmarked, unrestricted predicative equation X = Y, e.g. On student, Brat inZener,
etc., and (2) a marked, restricted-validity predicative equation X (=)F Y, with Y
at least facultatively and usually obligatorily in the instrumental, e.g. On byl
studentom, Brat stal inZenerom. The restriction or restricting element ( )Y can
be of several kinds (temporal, spatial, semi-modal) and arises in the course of
both single-base and double-base transformations of an original unrestricted ker-
nel of type X = Y. Following are brief jillustrations of some of the principal
types of ( )T restrictive transformations of X = Y predicative equations in Rus-

sian:
I. ( )T restrictions in single-bagse transformations

These are of three types, depending on whether the restricting element r is tempo-
ral, spatial, or modal; a first rule would rewrite r as one of three subtypes
rtemp‘ Tspat’ Tmod’ and further rules would specify items from the lists of which

samples are:

A. Temporal regtrictiong. — ( )Y is expressed by a marked tense form of byt',
by any form of such verbs as gtat’, ostavat’sja, or combinations such as prodol-
Z2at' byt', the primary meaning of which is temporal, or by one of the so-called
adverbial modifiers like teper', snova, vse edle.

Examples:20 On byl rebenkom, Otec stal voemnym, Ja snova posudnikom na paro-
xode "Perm'” (Gor'kij), Ved' on teper' u nee velikim vizirem (Turgenev), I budeg'
ty caricej mira (Lermontov), Ostavajsja polnoj xoazjajkoj vsego, &to ja imeju (Ler-
montov) , etot kusodek perestanet byt' Rossiej i stanet nemeckoj zemlej (Simonov).

B. Spatial restrictions. — ( )T is expressed by one of the so-called spatial
adverbs or by a combination of preposition + substantive. These restrictions are
less frequent than the temporal restrictions above.

Examples: Ja gtarogtoju zdes' nad vodjanym narodom (Xrylov), U menja mat'
z2deg' uditel'nicej (Fedin), A u nafego soldata Adresatom belyj svet (Tvardovskij),
On v Jtabe divizii svjazistom (Kazakevifl).

C. Modal restrictions. — ( )T is expressed by one of a number of semi-copula-
tive verbs, the general meaning of which is to restrict the validity of the predi-
cative connection between X and Y, e.g. 8lyt', prikidyvat'sja, kazat'sja, etc.

Examples: On glyvet gor'kim p'janicej, Sperva on kazalsja otlidnym studentom,
On prikidyvaetsja bol 'mym, Pes drulestva slyvet primerom 8 davnix dnej (Krylov).
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There are a number of sentence types which by their external form appear to
belong to this group, but which upon closer inspection appear to be passive trans-
forms of the double-base restrictives in II1. A. below, e.q. sentences of the type
X delaetsja Y, nazyvaeteja Y, 8ditaetsja Y, etc., which are transforms of sen-
tences like Z delaet X Y.

Examples: Pod starost' oni delajutsja libo mirnymi pome&dikami, libo p’'jani-
eami (Lermontov), Rodinki na levoj 83eke poditajutsja na Rusi zudoj primetoj (Tur-

genev), [gimuazijal 8koloj teper' nazyvaetsja (Fedin).
II. (¢ )P pestrictions in double-base transformations

There are twe basic types of double-base transformation which generate predicative
restrictions causing the predicative noun to go into the instrumental. The first
type combines into onhe sentence two sentences with different subjects, and the
second type combines into a single sentence two kernel sentences with the same

subject.

A. Douwble-subject transformsg. —1in transforms of this type the predicative re-
striction is imposed from outside, as it were. The sentence containing ( )T, witl
the instrumental predicate noun, is a combination of the simple unmarked predica-
tive equation X = ¥ and a factitive sentence of the type Z makes (X = Y), 2 calls
X Y, etc., containing verbs such as delat', zvat', nazyvat', s&itat’, in which the
object of the verb is not-a single noun, Put the first predicative kernel X = Y,

Examples: My sditaem ego lul¥im studentom, Tovari8di vybrali ego presidentom
organizacii, Professor naznadil ego svoim asgistentom.

As was mentioned above, the passive transforms of such sentences coincide in
external form with the single-base modal sentences containing kazat'’sja, etc.,
e.qg., My s3itaem ego xorodim studentom + On gitaetsja (u nas) rorodim sgtudentom,
etc. Cf. also such passive participial transforms as Polkovnik roZden byl zvatom

(Lermontov) , Ja byl zapisan v Semenovskij polk seriantom (PuZkin).2!

B. Single-subject trangforms. — In transforms of this type the predicative
restriction arises from within, as it were; both kernels contain the same subject,
and the effect of the combination of these kernels is to limit the validity of the
X = Y equation to the context in which this same X is subject of some action or i:

some state.
Examples: Tvan Zivet bednjakom, On uXe poltora goda kak sidit veoevodoj v Dub.
ne (Gogol'), Cto, Akulina, ni¥3enkoj Zived'? (Gor'kij)., Nikto ne roditsja geroem
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(03anin), My rasstalis' bol'¥imi prijateljami (Pu¥kin), On ... priexal ottuda
mlad8im lejtenantom (Simonov), U nego-to vot ja kuBerom i ezdil (Turgenev), Do
vojny on rabotal agentom po snabZeniju (Simonov).

It should be clear from this cursory survey, which of course does not pretend
to exhaust all types of predicative restriction in Russian, that unlike Polish and
Serbocroatian, tense in Russian is only one of a complicated set of restrictions
on the validity of the predicative connection of simple, equation~like kernel sen-
tences. This structural difference between Russian on the one hand and Polish and
Serbocroatian on the other hand could not have been derived from a comparison of
individual sentences in these languages, but only from the paradigmatic sets which
arise in the course of generating first the phrase structure and then the trans-
formational component of the grammar.22

Before proceeding to examine the internal structure of some of the paradig-
matic types discussed above, we shall look briefly at cne other way in which a
transformational grammar brings to light a difference in the syntactic structure

of Russian and Polish.

The Ordering of Rules. 1f a generative device in either syntax or morphology is
required to produce actual sentences, suffixal derivatives, etc., then it will
have to work on real material (kernel sentences, word-family heads, etc.) and ap-
ply its rules to this material in a stated order. The order of application of
grammatical rules may be either arbitrary or motivated. It is arbitrary if for
any two rules R, S there is no difference in clarity or insight between the re-
sults of applying the rules in the two orders R, S and S, R;23 it is motivated if
one of these two orders permits some significant generalization or some new in-
sight in the temporal or spatial planes (i.e., if this ordering helps to explain
the historical development of a language or language group, or helps to establish
typological relationships among the structures of various languages).?" As an
example of motivated ordering of rules, consider the following case of word-forma-
tion in Russian and Polish.2%

As is well known, deverbative nouns in -anie, -ente can be formed in Polish
from so-called reflexive verbs in 8i¢ as well as from non-reflexives, e.qg. upomi-
naé 'admonish, warn' + wpominanie, upomina#® si¢ ‘claim, demand' + upominanie gig.
In Russian, on the other hand, the corresponding deverbative nouns never occur
with the suffix -8ja, -8'. Considering the Russian facts alone, it might at first

seem that the deverbatives in -enie etc. simply represent a neutralization of the
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opposition non-reflexive :: reflexive, e.g., that razmolenie is a deverbative of
both razmoZit' and razrmoZit'sja; n.b. that such nominalizations also either neu-
tralize (in most cases) or lexicalize (rarely) the aspectual opposition of the
parent verbs. If this were the case, the deverbative noun could be generated from
both -8ja and non-8ja verbs, with a rule requiring that -8ja be dropped whenever
nominalization occurs. This solution is unsatisfactory, however, because there
are many cases in which the deverbative is clearly correlated only with the non-
reflexive verb, whereas the -8ja verb has a specific meaning of its own (gpan'e,
for example, is obviously a nominalization of 8pat’, and has little to do with the
semantics of spat'sja). A somewhat more sophisticated approach might be to note
that the non-gja verb is the ummarked member of the oppositional pair (e.g., raz-
mno3it' is unmarked as to reflexivity, reciprocity, etc.) and, while it does not
specify the category marked by -gja, it does not specify the absence of this cate-
gory either; the deverbative would then simply remain unmarked as to the -8ja cate
gory, neither specifying nor denying its presence.26 Although adequate for Rus-
sian, this approach will obviously require a separate set of rules for Polish,
where the 8ig¢ :: non-8i¢ opposition is maintained in the deverbative nouns (upomi-
nanie :: upominanie 8ig, etc.). On the other hand, the rules for the formation of
these deverbatives are so similar in Russian and Polish that it is obviously de-
sirable to describe the facts of both languages in the same framework if possible.
Such a description is in fact possible, providing that we permit the rules to oc-
cur in different orders in the two languages.

Nearly identical rules can be formulated for the generation of both reflexive
verbs and deverbative nouns in Russian and Polish (such differences as exist are
on the allomorphic level, e.g. the -gja ~ -3’ alternation in Russian, and do not
affect the description in any significant way). These rules, which can be con-
sidered either as parts of more elaborate transformations operating on entire
strings, or as independent operations within the derivational apparatus, can be
summarized as follows: Tpom is a nominalization transformation operative on verbs
(finite or infinite, with or without the reflexive markers -sja/-g', sie¢) to pro-
duce deverbative nouns in -ante, -ente, etc.; Tref is a reflexive or reciprocal?’?
transformation operating on verbs (only!) to produce derived verbs in -gja, etc.
There is no one order in which these rules can be applied to both Polish and Rus-
sian without doing violence to one or the other language. The order (1) Tpom. (2)

Tref Will generate the necessary forms in Russian (pisat’ -+ pisanie, pisat' —+
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pteat'’sja), but only some of the necessary forms in Polish (spotkaé -+ spotkanie
and spotkaé + gpotka# gig, but not gpotkanie 8ig, since Tref must operate only on
verbs in order to conform to the Russian facts). The opposite order, (1) Tyef,
(2) Tnom wWill generate all the necessary Polish forms (spotkad -+ spotkaé sie,
spotkaé - spotkanie, spotkaé sig¢ - spotkanie sig¢), but will also generate one
spurious Russian form (pisat' + pieat'sja, pisat' + pisanie, pieat'sja + *pisanie-
sja), since Thom operates on all verbs. Obviously, in order to give an accurate
description of both languages, one must either change the rules themselves (speci-
fying, for example, that Tref apply to both verbs and nouns in Polish but only to
verbs in Russian), or specify the order (1) Tpom. (2) Tref for Russian but (1)
Tref, (2) Thom for Polish. The former solution (changing the rules) permits only
differentiation (the rules for Russian are different from those for Polish),
whereas the latter solution (differently ordered rules) permits both generaliza-
tion and differentiation (Russian and Polish have the same rules, but apply them
in a different order). Since, in any case, the rules must obviously occur in some
order in each language, the advantage gained by adopting the latter solution seems
obvious. A description which provides for both significant generalization and ac-
curate differentiation is of particular value for typological studies.

After this slight digression concerning ordered rules, let us return to the
discussion of syntactic paradigms and attempt to examine the structural relations

which obtain within these paradigms.

The Structure of Syntactic Paradigms. We have already looked at several examples
of syntactic paradigm types, both simple and complex, and have pointed out that
different types of paradigm arise at different points in a generative process.
Each of these paradigm types is characterized by a certain internal structure, in-
dependent of the particular classes of words by which it happens to be represented
in any given instance. The internal structure of syntactic paradigms is wvery much
like that of paradigms found on other linguistic levels, and this parallelism of
paradigmatic structure can be used to help define the syntagma. In the remainder
of this paper, we shall examine first the abstract structure of syntactic para-
digms in terms of syntactic units (U), the forms (F) of which these units consist,
and the grammatical categories (g) which are expressed by these forms. The struc-
tures of these syntactic paradigms will be compared with those of morphological
paradigms (both flexional and derivational). The conclusions drawn from the anal-

vgies between the syntactic and morphological levels will then lead to a new
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definition of the syntagma, or (more accurately) tc a suggestion that the term
"syntagma" itself be abandoned in favor of a more accurate set of terms.

Any syntactic paradigm consists of some syntactically defined unit U (sen-
tence, noun phrase, etc.), which is made up of a certain number of lower-level
forms (words, word combinations, etc.) F!, F2, ..., FU'. Each of the units F! etc.
expresses one or more grammatical categories (tense, gender, number, aspect, etc.]
gl, 92' . gn.

The simplest type of syntactic paradigm is that in which variation is re-
stricted to some single grammatical category ¢ of one form F, within the limits ol
the syntactically defined unit U. Such simple paradigms have the internal struc-
ture:

Paradigm type A-1
U= ... F (g ...
... F' (g) ...,

e.g., with U = sentence, Russ. Student pil ~ Student vypil, Pol. Biyska ~ Bitysnet:
or, with U = noun phrase within verb phrase, SCr. On nas vidi ~ On vas vidi ~ On
th vidi, in which the variant category = aspect, tense, and person respectively.
In the case of agreeing forms, a single category g will vary in both of two forms
F!, F?, as in

Paradigm Type A-2

U= ... Fl (@ ... F2 (g ...
... Fl' (@) ... F?' @@g" ...,

e.g., Russ. Sobaka laet ~ Sobaki lajut. Despite the fact that such paradigms are
defined in terms of the syntactic units within which variation occurs, they are
almost exclusively of morphological interest, and are relevant to the study of syn-
tax only as they provide a type of paradigmatic structure contrasting with the mor
complicated types below. Somewhat more complicated is that type of paradigm in
which variation in one grammatical category gl of some form F! requires either
(B-1) concomitant variation in a different grammatical category 92 of some other
form F2, or (B-2) some rearrangement in the structural relationship of F! and F?
(in, say, word order or intonation contour), but still within the limits imposed

by the unit U. Such paradigms have the structure

Paradigm Type B-1
U= ... Fl (@Y ... FZ2 (g?
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e Fl: (gll) s F2» (ng) v,

e.g., Russ. On pil 3aj ~ On napilsja 3aju (variation in gl, non-quantitative —+
quantitative, requiring concomitant variation in gz, accusative + genitive case),
or Pol, Widze keiqike ~ Nie widze ksigzki (gl: non-negative ~+ negative, g2: acc.

+ gen.), or (with word order change)

Paradigm Type B-2
U= ...Fl (g ... F2 (g% ...
... F2 (g% ... Fl' (gln ...,

e.g., SCr. Ja sam ... (or) Ti 8i ga video ~ On ga je video (g!: 1lst or 2nd + 3rd
person, requiring reversal in order of enclitics) or Russ. Ja znaju studenta ~ Ja
ego znaju (with pronominalization reversing the usual word order). A paradigm
like sSCr. Ja sam ... (or) Ti 8t je video ~ On ju je video, in which the shift to
3rd person subject requires both reversed word order and the form change je + ju
in the fem. acc. enclitic, combines types B-1 and B-2. Although paradigm types
(A) and (B) differ from one another in some ways, they are identical in one im-
portant respect, namely that no matter what kind of paradigmatic variation occurs,
this variation takes place within the limits imposed by the structure of the syn-
tactically defined unit U. A considerably more complicated type of paradigm
structure obtains when the variation is not internal to (i.e., independent of) the
unit U, but rather causes one type of unit U! to change to a different type U2,

In such paradigms, the variation which obtains in the components F!, gl etc. has
an effect on the nature of the predefined unit U itself, thus creating a paradigm
of paradigms or "hyperparadigm", of which the component parts are paradigms them-

selves. Such hyperparadigms have the structure

Paradigm Type C
(Hyperparadigms)

ul = ... Fl (gl ..., etc.
U2

... F2 (92) ..., etc.

e.g., Russ. ditat'’ knigu ~ Stenie knigi, kniZnaja torgovlja ~ torgovija knigami,
etc. Type C paradigms arise in the course of transforming kernel sentences to
more complicated types of sentence, and can themselves be of various degrees of
complexity; cf. the paradigm formed by On president Akademii Nauk and ego preszi-
dentom Akademii Nauk, as in Vybrali ego ..., Nazna®ili ego ..., etc. All such

paradigms can be described precisely, in terms of the morphologically definable
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changes undergone by their constituent parts. They are of many kinds, but they
all share the common structural feature that their paradigmatic change is not in-

ternal to some given unit, but involves changes in the nature of this unit itself.

Morphological Parallels. The distinction which has just been discussed between
syntactic paradigms internal to a given linguistic unit on the one hand (types A,
B) and consisting of different units on the other hand (type C} finds a parallel
on the morphological level, where there is a major qualitative difference between
the paradigmatic types of the flexional system on the one hand and the deriva-
tional system on the other. Syntactic paradigms of types A and B are very much
like intraword or flexional paradigms (e.g., the paradigm of dom "house": dom + &,
dom + a, dom + u, etc.), in which the given unit U (now morphologically defined,
the word) remains constant and the forms comprising the individual instances of
this word vary within the limits imposed by the paradigm type, i.e. within the
limits of the noun declension, verb conjugation, etc. Syntactic units of type C,
on the other hand, are comparable, mutatis mutandis, to interword or derivational
paradigms (e.g., the paradigm of the word-family head or "hyperword" DOM "house":
dom ~ domik ~ domigde ~ domadnij ~ domovyj ~ domovmidat' ~ doma ~ domoj, etc.), ir
which the proportion of variant to invariant elements is greater than in the sim-
ple flexional paradigm, and in which the (here, morphologically defined) linguis-
tic units themselves (the U's) undergo change (in the examples just adduced,
change from neutral to marked diminutive or augmentative noun, from noun to adjec-
tive or adverb, from adjective to verb or noun), as the individual pre- and suf-
fixal forms (the F's) comprising the individual paradiqmatic elements are added,
subtracted, or exchanged. In both the syntactic and the morphological paradigms
there are some variant and some invariant elements, and all distinctions among the
various paradigm types in both morphology and syntax are made on the basis of
those elements which remain invariant, and those which are variant, respectively.
This high degree of parallelism between the internal structures of paradigms on
the morphological and the syntactical levels makes it possible to use the clearer
and better-known structural relations of the morphological level in order to de-
fine the corresponding structural relations on the syntactic level. Furthermore,
since the morphological level contains not one but several discrete linguistic
units (allomorph, morpheme, word-form or "alloword", word, word-family or "hyper-
word", etc.),2® it will not be surprising to discover that the syntactic level toc

contains several distinct units; in other words, the concept of the syntagma as a
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global term for any combination cof items above the word level is too undifferen-
tiated ¢to describe this most complicated part of linguistic structure.

Given the striking parallelism of paradigmatic structures on the morphologi-
cal and syntactic levels, we might well expect to find one type of syntactic unit
corresponding to the morphological word, and another corresponding to the word-
family or hyperword. Such is indeed the case: the syntactic stratum contains both
flexional and derivational syntagmas, To avoid any confusion with other uses of
the term syntagma, of which there are many,29 we shall take the liberty of intro-
ducing a slightly different terminology here. The syntactic unit corresponding to
the morphological word is the tagma. Just as the word is an abstraction derived
from and serving as a label for the totality of individual word-form occurrences
("allowords") of which its paradigm consists (e.g., the word dom "house" abstract-
ed from the individual allowords dom + g, dom + a, dom + u, dom + om, etc.), so is
the tagma an abstraction derived from and serving as a label for the totality of
the individual tagma-form occurrences ("allotagmas") of which its paradigm con-
sists. The syntactic unit "Nominative noun subject + finite transitive verb + ac-
cusative noun object", e.g. Student 3itaet knigu, is a tagma abstracted from the
totality of its individual allotagmas, some of which are (in the given case) Stu-
denty Sitajut knigu, Student 3ital knigu, Student proditaet knigu, etc. Just as
the allowords doma (gen.), domu (dat.), etc. are contextually conditioned variants
of the basic morphological unit, the word dom 'house', so are the allotagmas Stu-
dent 3itaet knigu, Student budet Zitat' knigu, etc., contextually conditioned
variants of the basic syntactic unit, the tagma.3u Just as the word is abstracted
from its paradigm of allowords without being identical with any one of the latter,
so is the tagma abstracted from its paradigm of allotagmas without being identical
with any one of the latter. Both the word and the tagma are paradigms of types A
and B; they are the U's of which their individual paradigmatic occurrences are the
F's. There are obviously many kinds of tagma, just as there are many kinds of
word; the individual types of tagma are defined by their paradigms, as are the in-
dividual types of word. Some tagmas, like the one just adduced, are sentences,
others are not, e.g. noun + genitive noun, adjective (agreeing) + noun, etc.

Both the word and the tagma are flexional paradigms, on the morphological and
syntactic level respectively. They are relatively simple, and since there are no
tagmic types which have not already been thoroughly discussed in traditional syn-

tactic studies (as word-combinations and sentences), there is no need to enter
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into further detail here. These flexional syntactic paradigms, or tagmas, have
been adduced primarily in order to provide contrast with the other and more com-
plicated syntactic paradigm, the derivational, which corresponds to the deriva-
ticnal "nest" or word-family in morpholeogy. The structure of these derivational
paradigms on the syntactic level has, to our knowledge, hardly been mentioned in
the literature.3!

The word family or hyperword BELYJ 'white' is an abstraction derived from and
serving as a label for the derivaticnal paradigm of which the individual constitu-
ent elements are the words belyj., belet', belet'sja, belit', belizna, belila,
belil'¥%k, belil'nyj, etc., i.e. all the words derived from bel- which are syn-
chronically and not merely etymologically related. Each of the individual items
of which such a derivational paradigm consists is itself an entire flexional para-
digm: the word belyj is a paradigm of allowords belyj, belogo, belomu, belaja,
etc.; the word belit' is a paradigm of allowords belju, beljat, beltl, etc. The
word-family thus represents a paradigm of paradigms or hyperparadigm on the mor-
phological level. The corresponding unit on the syntactic level is the syntac-
tically derivational paradigm (generated in the course of transforming kernel sen-
tences into passives, nominals, etc.), i.e. the syntactic hyperparadigm or hyper-
tagma. There are many kinds of hypertagma, just as there are many kinds of hyper-
word (derivational family):; as an illustrative example, consider the various
transformations undergone by a simple kernel sentence such as

(1) Studenty ditajut knigu
which consists of a substantive in the nominative, a finite wverb agreeing with
this substantive, and a second substantive in the accusative governed by the verb,
i.e.,
slnom v Szacc-
The rules for Russian must contain a passive transformation which converts sen-
tence (1) to sentence
(2) Kniga Sitaetsja studentami
S%nom Vsja Slinst
Russian grammar also contains several types of nominalization transformation whict
operate on the kernel (1) to produce nominal phrases of which the headwords are
the same as or derivationally related to the items within (1):
Thnom (S!) is a nominalization transformation "centered" on the subject of (1]

which produces the nominal phrase
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(3) Fitajuddie knigu studenty
A<y S%acc S'nom

Tnom (S%) is a nominalization transformation centered on the object of (1) which

produces another nominal phrase of which the headword is s?

(4) 3itaemaja studentami kniga
A-pass <v Slinst Sznom

Thom (V) is a nominalization transformation centered on the verb of (1) which pro-
duces a nominal phrase the headword of which is a deverbative substantive based on
V of (1)

(5) &tenie knigi studentam
s3 <v nom Szgen Slinst

Finally, a nominalization transformation very much like Tnom (S!) will operate on
the passive transform (2) to produce a nominal phrase centered on the first sub-

stantive of this passive transform, namely

(6) Eitajuddajasja studentami kniga

A<y Slinst S%hom

Other transformations will generate such forms as, e.g., (6a) kniga, Fitajuddajasja
studentami, (3a) studenty, Sitajuddie knigu, (2b) kniga, kotoraja Sitaetsja stu-
dentami, (lb) studenty, kotorye Sitajut knigu, (S5c) kniga, Etenie kotoroj studen-
tami, (5¢') kniga, &'e Xtenie studentami, etc., etc. There is no space and no
need to describe all such sentences and phrases in detail here. Each of these
transforms is of course itself a tagma, with its own paradigm of allotagmas. It
is important to insist on the fact that all these varied transforms share not only
certain lexical morphemes, but alsc a common element of syntactic structure, name-
ly the original syntactic structure of the kernel sentence, which can be summa-
rized as the subject—verb—object relationship. This particular syntactic struc-
ture is present in all the transforms which, taken together, form the hyperpara-
digm of the kernel Studenty &itajut kmigu, in exactly the same way as the "white-
ness" and "qualitativeness® of the hyperword BELYJ is present in all the indivi-
dual words (belyj, belit', etc.) which, taken together, form the morphological
hyperparadigm of BELYJ. The concept of such syntactic structures as the subject —
verb—object relation, which remains constant throughout such different tagmas as

sentences (1) and (2}, nominal phrases (3) - (6), etc., is an abstraction of a
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higher degree than that which joins, say, the allotagmas Student Zitaet knigu,

tudent Eital knigu, Studenty 3itajut knigi, etc., into the single tagma Studenty
Sitajut knigu; similarly, on the morphological level, the concept of such morpho-
logical structures as the hyperword (derivational nest, word-family) is an ab-
straction of a higher degree than that which joins the various allowords &itaju,
ditaed', Sitaet, etc., into a single word. It is the contention of this paper
that a transformational grammar, which organizes such syntactic units as sentence
and phrases into hierarchal order and specifies the structural relations among
these units, offers the possibility of describing such higher-level abstractions
on the syntactic level, and thus contributes to our understanding of the systema-
tic aspects of syntactic structure.

There remain, quite naturally, a great many problems connected both with the
theoretical basis and the concrete application of the synparadigmatic concept out
lined here. The foregoing paper has only touched upon certain selected problems,
and suggested only a few of the possible applications of this method. The extent
to which this method will prove useful cannot of course be predicted at this time
This paper has been intended as a stimulus to further discussion of synparadig-

matic structures.
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FOOTNOTES

1 Akademija Nauk SSSR, Institut jazykoznanija, Grammatika rugsskogo Jjazyka, Tom
II, Stntaksts, parts 1-2 (Moskva, 1954; 2nd ed. 1960).

2 E.g., by N. Chomsky at the IXth International Congress of Linguists, Cam-

bridge, Massachusetts, 1962; Chomsky's paper, "The logical basis of linguistic
theory", will appear in the Proceedinges of this Congress.

3 D. S. Worth, "Transform analysis of Russian instrumental constructions", Word,

XIV (1958), pp. 247-290 (Russian translation: "Transformacionnyj analiz konstruk-
cij s tvoritel'nym padeZom v russkom jazyke", Novoe v lingvistike, Vol. I1, ed, V.
A. 2vegincev, Moskva, 1962, pp. 637-683). This view is shared by F. Papp in
"Transformacionnyj analiz russkix prisubstantivnyx konstrukcij s zavisimoj ast'-
ju- suSCestvitel'nym", Slavica (Debrecen, 1961), pp. 55-83; cf. also his shorter
"Transformacionnyj analiz russkix prisubstantivnyx konstrukcij s zavisimoj cast'-
ju- susCestvitel'nym v roditel'nom padeZe", Studia slavica Academiae sctentiarum
Hungaricae, VI1, 1-3 (1961), pp. 195-206.

) . . . .
Of the considerable literature which has accumulated on transformational

theory in the past six years, one may note especially Noam Chomsky, Syntactic
Structures ('s-Gravenhage, 1957); 2Zellig S. Harris, "Co-occurrence and transfor-
mation in linguistic structure", Language, XXXIII (1957), pp. 283-340; Robert B.
Lees, The grammar of English nominalizations (Bloomington, Ind., 1960); S. K.
Saumjan, "Nasu$énye zadali strukturnoj lingvistiki", Izvestija AN SSSR, Otdel.
lit. 1 jazyka, XXI (1962), 2, pp. 103-111; R. P. Stockwell, “The place of intona-
tion in a generative grammar of English", Language, XXXVI (1960), pp. 360-367;
Paul Schachter, review of Lees' Grammar of English nominalizations, in Internu-
tional jourmal of American linguistics, XXVIII (1962), pp. 134-146; cf. also his
"Kernel and nonkernel sentences in transformational grammar", to appear in the
Proceedinge of the IXth International Congress of Linguists; on recent work in
the USSR see P. [A.] Sloboleval, "Konferencija po strukturnoj lingvistike, po-
svjasS€ennoj problemam transformacionnogo metoda", Iavestija AN SSSR, Otdel. lit.
1 jazyka, XXI (1962), 2, pp. 188-192; transformational grammar has been subjected
to criticism by several eminent linguists, e.g., Roman Jakobson in "Boas' view of
grammatical meaning", American Anthropologist, LXI (1959), 2, pp. 139-145; A. A.
Hill, “Grammaticality", Word, XVII (1961}, pp. 1-10; D. L. Bolinger, "Linguistic
science and linguistic engineering", Word, XVI (1960), pp. 374-391; cf. also his
"Syntactic blends and other matters"”, Language, XXXVII (196l1), pp. 366-38l1; Chom-
sky has replied to some of this criticism in "Some methodclogical remarks on
generative grammar", Word, XVII (196l1), pp. 219-239 (Russian translation, to-
gether with that of Hill's "Grammaticality", in Voprosy jasykoznanija, XI, 1962,
No. 4, pp. 104-122). This brief list by no means exhausts the studies which have
already appeared, and one may confidently expect a considerable increase in the
flow of this literature in the next few years, since (according to the observa-
tion of one scholar at the IXth International Congress of Linguists) “Transforma-
tional grammar is like an iceberg; it is still nine-tenths out of sight".

5 This problem is discussed with great insight by Paul Schachter in the two
studies mentioned in fn. 4 above.

6 The term is borrowed from Uriel Weinreich's witty and penetrating review
(Word, XIV, 1958, pp. 346-366) of The measurement of meaning by C. Osgood, G.
Suci and P. Tannenbaum (Urbana, Ill., 1957).
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7 Academician V. V. Vinogradov has often warned against such oversimplification,
e.g. in his "Nekotorye zadali izufenija sintaksisa prostogo predloZenija (Na mate-
riale russkogo jazyka)", Voprosy Jjazykosnanija, 1954, No. 1, p. 14.

8 The difficulties of correlating models with real speech have been discussed by
1. 1. Revzin, Modeli jazyka (Moskva, 1962), pp. 9 ff.

9 Another type of paradigm which might profitably be investigated in a syntactic
setting is that in which lexical rather than grammatical morphemes vary; one might
expect the study of lexical paradigms to cast some light on the interrelations of
lexical and grammatical systems, but this is a problem beyond the scope of this
paper.

10 por a different view of these oppositions, set within the system of aspectual
oppositions, see Roman Jakobson, Shifters, verbal categories, and the Russian verb
{Cambridge, Mass., 1957), esp. pp. 6-7.

11 The full paradigms are given in all standard grammars, e.g., L. Beaulieux
Grammaire de la langue bulgare, 2nd ed. (Paris, 1950).

12 A, schmaus, Lehrbuch der serbokroatischen Sprache (Miinchen-Beograd, 1961) pp.
250-252. A rich historical and synchronic survey of the problem will be found in
Milka Ivié, Znadenja srpskoxrvatskog instrumentala i njixov razvoj (sintaksicko-
semanticka studija) (= Srpska Akademija Nauka, Posebna izdanja, CCXXVII) (Beograd,
1954); cf. esp. pp. 147-158.

13 4. crappin, Grammaire de la langue polonaigse (Paris, 1949), pp. 125-127.

14  The instrumental is not absolutely obligatory in such cases in Russian, but
its use in marked-tense forms is becoming more and more frequent. Those instances
where the nominative is preserved are lexically conditioned (e.g.., Ona byla Ameri-
kanka) , and can be accounted for by recursive rules to reestablish the nominative
in special cases.

15 The nominative and instrumental predicate nouns are discussed with many exam-
ples in AN SSSR, Grammatika rusgkogo jazyka, 11, 1, pp. 423-436.

16 According to R. Jakobson, Shifters, ..., p. 2: "The general meaning of a
shifter cannot be defined without a reference to the message.” We use the term
somewhat more loosely here, to mean that the predicative connection X = Y is pre-
sented as valid only within the framework of the utterance with subject 2.

17  These two types of transformation are given only as illustrative examples. A
full description of predicative restrictions in the three languages would require
more finely differentiated rules; cf. the more detailed discussion of Russian on

pp. 67 £f£. below, and of the individual verbs used with and without the instrumen-
tal in Milka Ivié, Znadenja srpskoxrvatskog instrumentala ..., pp. 147-150.

18 7This original subject pronoun of course becomes an object pronoun in the
transforms.

19 The validity of these comments is of course limited to the sample structures
discussed in this paper. For a many-sided discussion of the instrumental in
Slavic, see S. B. BernStejn, ed., Tvoritel'nyj pade: v slavjanskix jaaykax (Mosk-
va, 1958).

20 gsome of the examples here and below are taken from AN SSSR, Grammatika russko-
go jazyka, 11, 1, pp. 427 ff.

21 Epxamples from Grammtika russkogo jazyka, p. 483.
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22 This statement may require some amplification, since the paradigms discussed

in this paper could of course be assembled from the stock of known sentence types,
without any appeal to generative grammar. The concept of the transformational and
paradigmatic structure of syntax is, in fact, quite independent of the concept of
generative grammar. The latter, however, imposes a hierarchical order on what
would otherwise be an unordered set of interrelated sentence and phrase types.
Whether the advantages inherent in such a hierarchical ordering will ultimately be

found to outweigh the cumbersome mechanisms necessary to generate it remains to be
seen.

23 The importance of the economy criterion has been, in our opinion, greatly
exaggerated in recent works. This criterion is in fact subordinate to a number
of other criteria such as accuracy, clarity, insightfulness, etc. Economy should
be a criterion only when all these other factors are equal; choosing a particular
description only because it requires fewer descriptive statements may be not only
irrelevant, but actually harmful, if it leads to obscurity rather than clarity.

2% The possibility of significant generalization along the temporal and spatial

axes is the most important criterion for choosing between alternative descriptions
of a language where the alternatives are egqually clear, accurate, and efficient
internally.

25 gsince derivational morphology plays such an important role in derivational
(transformational) syntax, it is not clear whether it should be considered simply
one aspect of the syntactic process, or an independent generative system correlat-
ed with the syntactic process. Cf. the stimulating discussion of these and other
problems by S§. K. Saumjan, "NasuS&nye zadadi strukturnoj lingvistiki®, Izvestija
AN SSSR, Otdel. literatury i jazyka, XXI (1962), No. 2, p. 104 ff.

26 on the neutralization of grammatical oppositions in Slavic see E. Stankiewicz,
"Grammatical neutralization in Slavic expressive forms", Word, XVII (1961), pp.
128-145.

27 The actual range of meanings of this "reflexive" morpheme is both complicated
and irrelevant to the present discussion.

28 A5 a matter of fact, the morphemic and word levels are entirely distinct from
each other, but the point need not be argued here. The author is now preparing a
study of paradigmatic structures on the phonemic, morphemic, logic (=word) and
syntagmatic levels.

29 cf. the discussion of many of these views in the article by V. V. Vinogradov,
"Ponjatie sintagmy v sintaksise russkogo jazyka", Voprosy sintaksiga sovrememiogo
russkogo Jjazyka (sbormik gtatej) (Moskva, 1950), pp. 183-256. More recently, cf.
the polemics of E. A. Sedel'nikov and R. F. Mikus' concerning Mikus' “syntagmatic
theory" in Voprosy jaaykoznanija, X (1961), No. 1, pp. 73-82, and XI (1962), No.
2, pp. 117-120 and earlier issues., An interesting structural approach to the syn-
tagma can be found in E. V. PaduCeva and A. L. Sumilina, "Opisanie sintagm russko-
go jazyka {(V svjazi s postroeniem algoritma maSinnogo perevoda)", Voprosy jazyko-
snanija, X (1961), No. 4, pp. 105-115,

30 This and further examples will be given with specific lexical morphemes (g8tu-
dent-, 3itaj-, etc.), but it should be understood that the syntactic paradigm is
independent of these lexical items. In a more rigorous presentation the tagmas of
which these paradigms consist would be described only in terms of the essential
categories they manifest, e.g., in the present case, Noun (subject),om, sing, masc
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+ Verbfinite, pres, sing, 3rd pers * Noun (object)acc, sing, fem-

31 5, K. Saumjan, "NasuSdnye zadafi strukturnoj lingvistiki", has insisted on the
interrelations of morphological paradigms with syntactic generative procedures.

Some discussions of so-called "syntactic synonyms", e.g. V. P. Suxotin, Sintaksgi-
Jeskaja sinonimika v sovremennom russkom literaturnom jazyke. Glagol'nye slovoso-
Zetanija (Moskva, 1960), provide a certain amount of material which might be used
in later, methodologically more rigid, investigations of syntactic paradigm types.
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ON THE REPRESENTATION OF LINEAR RELATIONS IN

GENERATIVE MODELS OF LANGUAGE

Recent years have seen a rapid but uneven development of the linguistic
theory known as generative grammar. This development, closely connected with the
generally recognized need for further formalization of linguistic descriptions,1
arose in the theoretica) work of N, Chomsky and his followers.? The concept of
generative grammar, incidentally, should be kept distinct from that of “"transfor-
mational analysis" or "transformational method." The frequent confusion of these
two concepts is due to the fact that the term “transformation” is used differently
by different authors. For Chomsky a transformation is that variety of rewrite
rule that is applied after the generation of all sc-called kernel sentences by
means of immediate constituent rewrite rules.’ For other authors, e.g. Zelig

Harris"

5

or the "applicational generative model” of S. K. Saumjan and P. A. Sobo-
leva,” a transformation is a symbolically expressed morphosyntactic correspondence
between similar sentences and phrases in a preexistent corpus. A closely related
use of the term "transformation" is found in recent attempts to utilize the pos-
sibility or impossibility of changing a phrase of one morphosyntactic structure
into that of another in an attempt to ascertain the deeper syntactic relations
{(Hockett's "deep grammar“s) hidden beneath overt surface morphology ("surface
grammar“).7 Finally, the presence vs. absence of particular types of correspon-
dence among various languages (i.e., the possibility or impossibility of certain

classes of "transformation," or significant differences in the morphological im-
plementation of existing classes) can serve as the descriptive basis for typolog-
ical confrontations. There are works which utilize transformations for more than
one of these purposes.8 As to the concept of generative grammar, it is used not
only in syntactic studies themselves (in the work of Chomsky and others), but
also in the description of word-formation? and inflexion,!® as well as in phonol-

11

ogy and morphophonemics. It is therefore only natural to observe a degree of

ambigquity in the use of both these terms.
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The present article's purpose is not to define these terms more closely, im-
portant as that would be. We shall restrict ourselves to the observation that a
generative model of language on the one hand and a transformational description
of syntactic phenomena on the other are in principle independent (though not mu-
tually exclusive) concepts: a generative grammar can exist without transforma-

tional rules,12

and there is no reason to restrict the concept of transformation-
al relations to one of the components of a generative mechanism. In this article
we shall leave aside the problems involved in the transformational description of
language and consider one as yet inadequately studied question of generative
models. This question arises in studying the relations between an abstract syn-
tactic model and the latter's realization in a concrete speech act.

It is obvious that human speech does not exist independently of time; in
other words, any speech act occurs on a temporal axis {(or, in written language,
on a graphic analogue of this axis). It is equally obvious, however, that speech
is not a simple linear chain of elements {(words, sounds), but is a much more com-
plex system of entities and relationships, many of which exist quite independently
of the temporal or graphic sequence into which their surface components are ar-
ranged. The basic relations between modifying and modified words (the "détermi-

nant” and "déterminé” of the Geneva school) are not changed by linear rearrange-

ment. For example, if one takes such paired sentences as

t t' t' t
{(la) On ljubit Ma3u (lb) On MaZu ljubit
t' t t t’!
(Za) Ivanov — dobryj Zelovek (2b) Ivanov — Zelovek dobryj
t t! t' 17
(3a) Ja pridu v letyre Tasa (3b) Ja pridu ¥asa v Zetyre

one observes two types of syntactic meaning. The first are basic, invariant in
both members of each sentence pair, and are created and expressed in the concat-
enation of ¢t and t'; roughly, these are the relations of action and object in
(1), of a quality and its bearer in (2), and of a quantity and the item quanti-
fied in (3). These invariant relations are unchanged by the linear transposi-
tions of t and t'. The second type of syntactic relation, unlike the first, is
not an irremovable component of the very combination of ¢ and t', but exists only
as a potential opposition between a neutral word order, in which only the invari-

ant relation of t and t' is present, and a marked word order, in which some addi-



00051582

-85-

tional meaning is expressed: a certain intensification in (1), a predicative
nuance in (2), approximation in (3). Syntactic meanings of the first, invariant
type exist in the given pairs independently of the temporal axis, while those of
the second (potential) type are conditioned by the existence of this axis and
cannot be expressed without it.

The distinction between temporal and extratemporal linguistic relations can-
not simply be reduced to that between parocle and lanque, since it is easy to
peint to a whole series of coded relations (i.e., relations of langue, not of
parole) which assume the temporal axis as a significant component of the lin-
gquistic system. It must be emphasized that the temporal axis helps express not
only secondary, potential syntactic relations, but also some which are at the
very center of sentence structure itself. Such, for example, are the subject —
object relation in English, e.q. John loves Mary — Mary loves John (Russian too
has classes in which word order ceases to be redundant and assumes a basic dis-
tinctive function, e.g. Dod' ljubit mat' — Mat' ljubit doZ').!3 Among the less
nuclear, although still extremely important syntactic meanings rendered by the
linear order of sentence elements, one can point to the "topic" and "comment" in

so-called functional sentence perspectivelh

and the relations among juxtaposed
entities of various kinds in so-called "suprasyntactic" operations (negation,
interrogation, emphasis; cf. Jvan ne poSel tuda — Ne Ivan po¥el tuda).l® we
could also point to the role of phrase intonation in sentence formation in all
languages, to the extraordinarily wide spectrum of syntactic nuances expressed by
word order in Russian and related languages, not to mention suprasegmental phe-
nomena of a morphological or phonological nature (French une femme sage — une
sage-femme, the distinctive role of length in Czech or of rising/falling intona-
tion in Serbocroatian, etc.).

Even from this simple list it is clear that a descriptive model which fails
to give a clear and complete account of linear phenomena cannot be adequate to
the object described and must remain merely a simplified skeleton scheme of the
extraordinarily complex and variegated linguistic organism. It turns out, how-
ever, that it is no easy task to reflect both temporal and extratemporal phenom-
ena in a single model. This task, as it appears, has not been solved in a com-
pletely satisfactory manner in the generative models proposed so far.

The unclear or inadequate treatment of linear, temporally conditioned lan-

guage phenomena is evident, so to speak, in two dimensions. The first of these
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is that of the separate sentence, in which the rules determining the linear order
of elements are mixed indiscriminately together with those which describe non-
linear, extratemporal relations. The second is found in the almost total neglect
of any phenomena whatsoever which do not fit into the framework of the separate
sentence.

The generative mcdel first proposed by Chomsky, which is still the most
widespread, inherited its treatment of linear relations from earlier descriptive
schemes. While quite correctly pointing out the essential inadequacies of the
immediate constituent model,!® Chomsky nonetheless adopted it as the first por-
tion of his transformational model, and adopted along with it the highly unde-
sirable (in our opinion) confusion of linear and non-linear rules. As is well-
known, in the IC portion of a generative grammar (i.e., in that portion, in which
sentence structure is defined in IC terms), entities are gradually broken down
("rewritten") into smaller entities, beginning with the full sentence and ending
with the ultimate morphological constituents of the kernel sentence, which can
then either be subjected to further rules of the transformational component or be
converted directly into phonetic units. The rewrite rules are required to follow
each other in a given order, and simultanecus application of more than one rule is
forbidden. In fact, however, the rules defining linear order are arbitrarily
mixed in with non-linear rules from the very beginning. Thus, for example, in the
rule £ - NP + VP (i.e., "sentence" is rewritten as "noun phrase plusverbphrase"ﬂ
one is actually dealing not with one, but with two rules, and these rules are
entirely different in their nature. The first of them talks about the fact that
the sentence is a binary construction consisting of a nominal phrase and a verbal
phrase, while the second says that the nominal phrase must necessarily precede
the verbal phrase on the temporal axis. Similarly, the rule NP + A + N defines
not only the fact that the noun phrase can consist of an adjective plus a noun,
but also the fact that the first precedes the second. All IC rewrite rules of
the form X - y + 2 are in fact dual in nature, determining not only the immediate
constituents of a given construct, but also the linear arrangement of these con-
stituents. Only there where the IC rewrite rules give rise to discontinuous con-
stituents does the transformational component contain special, purely linear
rules, the function of which is to correct the patently inaccurate linear order
generated by the IC component's X + y + 2z rules. For example, the English phrase

have taken can be regarded as a combination of the discontinuous constituent
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have...-en and the constituent take, but the rule which generates these constit-
uents and has the general form X +y + 2 (V +» Aux + V, i.e., "verb" is rewritten
as "auxiliary verb plus verb") is clearly counterfactual, since it prescribes the
linear order ¥ + 2, although in fact 2z is located in the interior of y. Contra-
dictions arising in this manner are eliminated by the special transformational
rules, but this is really nothing more than a mechanical patching-up of the re-
sults obtained from a poorly functioning mechanism. One may conclude that it
would be better to repair the mechanism itself, all the more so because rules of
the format X + y + 2 have additional essential weaknesses.

In the first place, the linear order of the elements y and z can depend on
factors external to the given sentence. This occurs when the "functional per-
spective” of the sentence does not coincide with its syntactic division; compare
Krovati stojali v ego kommate (one has previously spoken of some beds; cf. English
The beds were in his room with the definite article the) and V ego kommate stojali
krovati (one has previously spoken of the room; cf. English There were beds in his
room or His room contained beds). 1In belles-lettres, but also in unconstrained
conversation, the order subject — verb — adverbial alternates with the orders
A—8 —VorA—V —5 etc. These structurally interrelated alternations in lin-
ear order are not always easily amenable to precise scientific description, but
it is nonetheless obvious that their linear sequence depends primarily on the
structure of previous sentences, i.e. on contextual factors which simply cannot
be taken into account in rules of the type X + y + 3.

In the second place, the linear order of the elements ¥ + 2 can depend on
factors which are indeed internal to the given sentence, but which are as it were
still "unknown" at that stage in the generative process, at which X is rewritten
as ¥ + z. In Russian, for example, the order of subject and predicate elements
depends in part on specific lexeme classes: compare Jvan profel mimo doma 'Ivan
walked past the house' but Pro¥la nedelja posle znakomstva '[There] passed a week
since [their]) meeting' (the first class contains lexemes like Ivan, poezd 'train’,
armija ..., the second, lexemes like nedelja, den' ‘day', zima 'winter' ...).

In Polish, French and other lanquages the linear order of combinations of
substantive and modifying adjective can also depend on the specific choice of
lexemes; compare Polish pasaport dyplomatycany 'diplomatic passport' but dyplo-
matyeana odpowieds 'a diplomatic reply', French un homme fatigué 'a tired man' but

wn bel homme 'a handsome man', wn crayon noir 'a black pencil' but wne noire
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trahigon 'a foul betrayal', (de ses) propres mains 'by his own hands' but des
main propres 'by clean hands', etc. These and similar phrases, which have their
origins both in the lexeme classes of their constituent elements and in various
kinds of metaphoric and stylistic expressiveness, are all generated by the rule
NP + A + N; those lexical factors which dictate the linear order of A and N
appear only in later stages of the generative process, when 4 and N are rewritten
into specific lexical items. At the NP - A + N stage there is no reason whatso-
ever for assigning A and N either the order A N or the order N A.18

The situation is still more complex in the following case. In Polish a
three-member combination consisting of a substantive, an adjective determining
this substantive, and a second determining substantive in the genitive, has the
order A N' N?, for example ekonomiczne prayczyny wojny ‘economic causes of the
war'. Such a phrase has the following IC structure (slightly simplified in the
diagram), if it is divided as (ekonomiczne) (przyczyny wojny), i.e. if we have in

mind just the economic, and not, say, the political origins of the war:

Np!

T
SN

ekonomicane przyczyny wogny

se vy

However, if the same combination is divided (ekonomiczne prayezyny) (wojny), i.e.
is contrasted for example to the economic causes of the fall of Kievan Rus', then

it will have the following IC structure:

NP2 ’/”/’//,”Npi\\\\\\\\\\\‘NP3
N l

A N2
ekonomiczne prazyczyny wojny

It is irrelevant to our present purpose, which of the two structures is assigned

to this phrase, since they both require rewrite rules of the form NP - 4 + NP,
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NP +» A + N, that is, rules which place 4 before N. But if there is no second
substantive, the normal word order of Polish is N A, i.e. prayczyny ekonomiczne;
cf. krajowa produkeja samochodéw ‘regional (= national, not foreign) production
of automobiles', but produkeja krajowa.!? Here the generative apparatus really
shows its inadequacy: in the first of the two IC schemes above, when the orig-
inal NP! is rewritten as 4 + NP2, the adjective is eo ipso placed first, as if
the generative mechanism already knew that NP2 would later give rise to the com-
bination N! + N2, and not simply to a single N! (in which case the order would
have to be N-+ A). 1In the case of the second IC schema above, we have the rule
NP2 » A + N (ekonomicane prayczyny), although it is the opposite order N A which
is normal for Polish in the absence of a second substantive (wojny). It follows
that the rules for rewriting NP into N and A are mutually contradictory; one
cannot describe the Polish facts without both NZ? + A + N and NP + N + A, and
these rules are mutually exclusive. It is true that they could both be accom-
modated in a single model, if one were to appeal to more complex contextual con-
ditions, i.e. to rules of the type "X + y + 2 in the context Cl!" and "X » z + y
in the context C2". Such rules are no rarity in generative grammar, but would be
impossible in the given case: we would need a rule such as "NP + N + 4 in all
contexts except that in which ¥P is one of the ICs of a prior NP, the other IC of
which is also an NP (i.e., our second schema above), and this rule would give the
correct order ekonomiczme prayczyny wojny. But if the second NP is also rewritten
into a construct of adjective plus substantive, this very rule will generate, for
example, the incorrect *ekonomiczne przyczyny Bwiatowej wojny instead of the correct
ekonomicane praycayny wojny Bwiatowej 'the economic causes of the world war'.
Here again the problem is caused by the fact that the context which determines the
linear order of y and 2 is still nonexistent at that stage, at which these y and 2
are generated from x.20

In all the above cases — and one could easily multiply them — the usual IC
rewrite rules of the format X + y + 2 are simply incapable of representing ade-
quately those factors which determine the linear order of elements. It is for
this, and only this reason that it is undesirable to combine linear and ncn-linear
operations into a single rule. There is no logical reason for restricting a rule
to a single bit of information; this would lead to an absurd description with a
vast number of rules, each of which would contain a minimal amount of information.

On the contrary, if one has to choose between a description containing many petty
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rules and cone with fewer but richer rules, preference will obviously go to the
latter, provided that the explanatory power of the two is equal. But in the case
of our X = ¥ + 2 rules this proviso is not met, since these rules are incapable
of accounting for many essential facts of linguistic structure.

It seems to us that in the given case it is better to increase the number
of rules in the generative apparatus. In order to reflect more fully and accu-
rately the role of the temporal axis in the expression of various syntactic re-
lations, we would propose a minor change in the IC component of the generative
model, namely the division of the IC component into two
cycles.

The first cycle will contain only rules of the format X -+ y z;
these rules will define only the fact that X is a binary construct consisting of
¥ and 2z, without saying anything about the linear order of y and 2. The first
cycle is complete when the entire phrase structure tree has come into existence
and when the terminal word-class symbols (¥, A, etc.) have been replaced by
specific lexical classes. Only when all the morphological elements of the given
tree are at hand does the second cycle begin. This cycle first applies
to the results of the first rule of the preceding, first cycle. For example, if
the first rule of the first cycle is I - NP VP, then the first rule of the sec-
ond cycle will operate on the string NP VP. The second cycle's function is to
impose linear order on the non-linear combinations generated by the first cycle;
its rules will have the form "If Cl, theny z ~y + 2", "If C?, y 2 » z + y", i.e
in one context the set y 2 is arranged in the order y + 2z and in another context,
into the order 2 + y; the plus sign indicates the conversion of an extratemporal
construct ¥ 2 into a linear sequence ¥ + 2 or 2 + Y.

Since the second cycle begins only when the entire phrase structure tree has
been generated and supplied with lexical classes, those factors which, although
determining the order of y and 3, themselves appear only later in the generative
process than the construct y 2z itself, can be utilized in assigning linear order
to ¥ and 2. In other words, a generative apparatus with two cycles in the IC com
ponent can take into account all factors in the given sentence (and, for that
matter, external to that sentence) which combine to determine the linear order of
that sentence's elements (morphemes, words, phrases).

Let us assume that the first cycle generates a very simple binary sentence:



00051582

-9)-

1 .1 £+ NPVP
.2 NP - N nom. case
.3 VP + V past tenge
.1 den’, moment, zima,...
.2 poezd, bol', armija,...

.5 V + proxodit', nastupat', nastat’', ...2}

The phrase structure tree of this sentence is given below, for rules 1.1-.3
(further development depends on the choice of .4.1 vs. .4.2 and on further mor-

phophonemic rules which are of no interest in the given context?2):

E

NP’////’,/””’ \\\\\\\\\\\\\“VP
AN ~

nom.

past

- 3 -

CICREAR o

This tree represents only the IC structure of the given sentence but says nothing
about the linear order in which these constituents are to be arranged. The second

cycle would take a form like the following:

2 .1 If 1.4.1, then NP VP + VP + NP
! .2 If 1.4.2, then NP VP » NP + VP 23
(.2 VPNP+VP+ ... NP )2
.3 Nnom -» N + rom

.4 V past + V + past

(after which follow the morphophonemic rules). Rules 2.1.1 - 1.2, taking into
account the contexts generated by rules 1.1.1 - 1.2, arrange NP and P into
linear orders such that, after the morphophonemic rules have been applied, one ob-
tains the sentences Prodel den' 'a day passed', Nastupil moment *'the moment ar-
rived', Nastala zima 'winter set in', but Poeada pro&li 'the trains passed by',
Armija nastupila 'the army attacked', etc.2®

1f the first cycle generates a somewhat more complex sentence such as
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and includes rule 1.4.1 (i.e. chooses the word-class containing den', moment,
nedelja, ...), then the second cycle, in order to generate the correct word order
in the sentences Ivan pro¥el mimo doma 'lvan passed by the house' and ProBla ne-
delja posle znakomstva 'A week passed since [their] acquaintance', will have to
contain rule 2.1.1 (NP VP » VP + NP), generating the intermediate order *Pro¥la
posle znakomstva nedelja, and the new rule 2.2 (VP NP ~ VP + ... NP, i.e. "the
prepositional construction moves right to the first major juncture"), which rule
gives the correct order ProZla nedelja posle znakomstva. 1If in the first cycle
rule 1.4.1 (poezd, armija, ...) had been chosen instead, then rules 2.1.1 and 2.2
of the second cycle would generate, for example, Poezd pro¥el mimo polej.

In the case of the Polish phrase ekonomiczne prayczyny wojny 8wiatowe] linea:
ordering is accomplished as follows. Starting from the following phrase structure

tree (from which grammatical markers have been omitted):

T
RS RN

the second cycle will contain i.e. the following rules:
2 .1 NP NP ~+» NP + NP
.2.1 If an NP ig followed by another NP, A N of the firgst NP + A + N
.2.2 If NP ig not followed by another NP, A N of this NP + N + A

which gives the correct phrase ekonomiczne przycayny wojny Bwiatowej with the
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order A + N in the first NP but N # A in the second; i.e., such an apparatus takes
into account those real factors which condition the linear order of such phrases,
and what is more, this is accomplished in an intuitively satisfactory manner. An
actual speaker does not "generate” his sentence haphazardly, starting with some
such abstraction as I and unfolding it into lesser entities such as NP, VP, A, N
etc. and only then choosing his specific lexical classes; the speaker knows per-
fectly well in advance if not all, then at least most of the lexical units which
will appear in his sentence, and he chooses just those grammatical frames which
are needed for the already-chosen lexical units.?®

In order to give a complete and correct account of the linear order of ele-
ments in all types of sentences, the second cycle of the phrase structure com-
ponent will obviously have to contain a large and complex array of contextual
rules, covering all the variegated lexico-~grammatical factors which condition the
arrangement of linguistic units along the temporal axis. The examples adduced
here, of course, do not pretend to cover this variety, but have been chosen more
or less at random in order to demonstrate the advantage of a model with two cycles
of rules in the phrase structure component as compared to a model with a single,
undifferentiated set ¢f rules.

The two-cycle generative model, as we have tried to show, can account for
linear ordering determined by factors anywhere in the phrase structure tree of
the sentence. However, this is not enough: the second major flaw of existing
generative models, as was mentioned earlier, is their inability to take into
account factors outside of the bounds of the given sentence. In particular, the
linear order of NP and VP in a given sentence can depend on what was discussed
in the previous sentences. Such contextual factors can easily be formalized by
rules of the type "If cl, then y 2 +y + 2", that is, by rules of the second
phrase structure cycle, provided only that one expands the generative model it-
self to include not merely the isolated sentence, but some larger entity consist-
ing of a series of consecutive sentences. In other words, t h e genera -
tive model should take as its point of
departure not the isolated sentence, but
the utterance.

By "utterance" we understand some linguistic entity larger than the sentence,
i.e. a string of sentences, a fragment of a text or an entire text, among the

constituent sentences of which there obtain structured relations. There are
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weighty argquments in favor of an utterance (rather than a sentence) grammar, for
example its ability to explicate ellipsis, grammatical agreement between members
of neighboring sentences, many particularities of artistically structured lan-
guage (for example, poetry), and so forth. Space does not permit this view to be
argued in the present article, so we shall restrict ourselves to a few general
observations.

An utterance generative model would have the form U - 21, 22, cesy Zn, i.e.
the grammar describes an utterance consisting of a string of sentences, any one
sentence LT of which is subject to conditioning factors in the previous sentences
! — 11 (in rough paraphrase, what can be said in any given sentence depends in
part on what has already been said); an utterance-level grammar is thus reminis-
cent of a Markov chain.?’

This means that in rules of the type "If C, theny 2 -y + 2", C of a given
sentence LT can assume values specified in the sentences I !, T2, etc. To
illustrate this, let us examine the third and fourth sentences of Goncarov's nove.
Oblomov (numeration and italics are ours):

(3) Mysl' guljala vol'noj pticej po licu, porxala v glazax, esadilas' na polu-
otvorennye guby, prjatalas' v skladkax lba, potom sovgem propadala, i
togda vo vsem lice teplilsja rovmyj svet bespelnosti 'A thought moved
like a free bird about his face, floated in his eyes, settled onto his
half-open lips, hid itself in the folds of his brow, and began to fade
out altogether, and then his whole face glowed with the calm light of on

with no cares'

(4) S lica bespednost’' perexodila v pozy vsego tela, daZe v skladki ®Blajroka
'From his face this carefree look transferred itself into the posture of

his entire body, and even into the folds of his dressing-gown'

The fact that (4) contains the word order S lica bespednost’ perexodila ...
(i.e., adverbial — subject — predicate) instead of the neutral order Bezpednost'
perexodila & lica ... (subject — predicate — adverbial) is obviously due to the
lexical composition of (3): since (3) uses several units of the semantic field
‘face' (lico 'face', glasa 'eyes', guby 'lips', lob 'forehead'), the circumstan-
tial adverbial 8 lica 'from the face' is clearly a theme ("topic” in Hockett's
terminology) in relation to the other parts of (4), and as such must stand at the

head of the sentence. Such facts of functional sentence perspective will be re-
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flected in the second phrase structure cycle component of the model proposed

here. The first cycle will generate the phrase structure tree (grammatical

markers are again omitted) :
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bespednost'’ perexodila 8 lica v poay

The second cycle will have to contain a general functional-sentence-perspective
rule such as "If I: (Zx)y + SF(x%™ 1), then y z » #y... + 2", that is, "If in the
first IC cycle the phrase structure tree of a sentence el contains a constituent
rewritten as a word belonging to a semantic field represented in sentence Ex-l,
then this constituent is moved to the leftmost major juncture.“28 In other words,
in order to explain the linear order of elements in some given sentence (or, to
put it more accurately, in order to provide some measure of the probability of a
certain order) one must have recourse to information from the preceding sentences,
It follows that every sentence of the string U + 21, Ez, ceey £" must contain not
only syntactic and grammatical information, but also a certain amount of purely
lexical information, since the semantic content of one sentence influences the
grammatical structure (word order, intonation, etc.) of the following sentence(s).
To sum up: the model proposed here has the general form U -+ El, 22, e, LN,
Each sentence of U/ is described in a two-cycle phrase structure component, the
first cycle of which generates all the constituents of the given sentence (includ-
ing lexical classes) and the second of which arranges these constituents into the
correct linear order, utilizing for this purpose information obtained from the
first cycle of the given sentence and from first and second cycles of the pre-
ceding sentence(s).2? Such a model, of course, still contains much that is un-
clear or debatable (for example, the relation between the proposed second phrase-

structure cycle and the transformational componentao). Nonetheless, one may hope
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that the article has provided some material toward further discussion of the

optimal form of generative models.*
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Russian Instrumental Constructions,"” Word, XIV, 2-3, 1958 (Russian translation in
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formaciej (JaPT) i vozmoZnosti ix primenenija dlja strukturnoj tipologii," in the
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Issledovanija po struktuenoj tipologii, M., 1963; D. S. Worth, "The Role of Trans-
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E.g. S. K. Saumjan's "applicational” model.

13 A, I. smirnickij has keenly observed (Sintaksis anglijskogo jazyka, M., 1957,
p. 65) that sentences exist in which semantic factors alone are sufficient to
distinguish between subject and direct object even with complete grammatical homo-
nymy and a reversed word order; see: Ogrommoe bogatstvo prinocsit sneg, Mir budet
za¥3183at’ ves' mir. This is true, however, only in a small number of cases.
With the usual absence of semantic factors, the subject and object in sentences
with grammatically homonymic forms can be distinguished only with the assistance
of linear word order which, under such conditions, ceases to be redundant.

14 see: V. Mathesius, "O tak zvaném aktudlnim Zlen&ni v&tném," Ce¥tina a obecn§
Jazykozpyt, Praha, 1947. A survey of the voluminous literature on this topic is given
by 0. A. Lapteva, W/a, 1963, 4. See also: P. L. Garvin, "Czechoslovakia," Cunr
rent Trends in Linguistice, I, Soviet and East European Linguistics, The Hague,
1963, p. S02 ff.

15 see: D. S. Worth, "Suprasyntactics," Proceedings of the IX Intermational Con-
gresg of Linguists.

16 N, Chomsky, “"Three Models for the Description of Language," IRE Transactionsg
on Informational Theory, JT-2, 1956; , Syntactic Structures, pp. 26-48.

17 In this article the symbols following are used: I — sentence, ¥P — noun
phrase, VP — verb phrase, ¥ — noun, V — verb, A — adjective, P — preposition, U —
utterance, SF — semantic field, IC — immediate constituents, AUX — auxiliary, C -
context.

18 1n English, which has been used as the basis for most work on ICs and genera-
tive grammar, the order A + N just as NP + VP is, in almost all cases, the only
one possible. This evidently explains the lack of attention given by several
American researchers to the problem of mixing temporal and non-temporal factors i
rules of the type X + y + 2. But this is a peculiarity of one language and shoul
not detemine the structure of the generative mechanism generally.

19 This and several other Polish examples have been taken from Udebnik pol'skogo
Jjazyka, by D. Vasilevskaja and S. Karolak (Warsaw, 1962), pp. 239-244.

20 The root of the problem in these Polish examples is the compulsory binarity ik
posed on the material by the IC model. It is this compulsory binarity that pre-
vents the phrase ekonomiczne przyczyny wojny from being divided into segments by
the most neutral and unmarked method — in the form of two word combinations:
ekonomicane przycayny and praycayny wojny. In other words, the IC model princi-
pally excludes the possibility of two endocentric word combinations having one
and the same word as the main part. Such "welded" combinations are frequently
encountered. About the weaknesses of a strictly dichotomous analysis see: R. E.
Longacre, "String Constituent Analysis," Language, XXXVI, 1, 1960.



00051582

-99-

21 class 4.1 contains substantives which have a temporal meaning; this class is
structurally notable for the fact that words entering it can appear in the accu-
sative case with intransitive verbs (on spal ves' den'’) and with transitive verbs
which have a direct object (on 3itaet 2tu stat'ju ufe celyj mesjac). Roughly
speaking, all the remaining cases enter class .4.2, Verb class .5 contains those
verbs which can be combined with substantives of both substantive classes, .4.1
and .4.2. These classes are in need of much refinement and are given only as
preliminary examples. In a significant number of cases separate lexical combina-
tions turn out to be impossible or statistically extremely limited.

22 However, these morphological rules should come into effect only after the sec-
ond cycle, since the final phonetic arrangement of morphemes depends (in certain
cases) on the linear arrangement of morphemes: cf: the French, un bel homme ~
un homme beau, Je l'ai donné & elle ~ Je lui l'al donné and so on.

23 Actually the situation is somewhat more complex. Rule 2.1 should also take
into account the choice of a definite class of verbs in .5 (see Den' klonilsja k
vedferu with the usual order NP + VP). However, the principle remains unchanged.

2% The rules 2.3-2.4 are not so self-evident as might appear at first glance, If
the VP develops not into a verb but into one of the words of the so-called cate-
gory of state (CS), we obtain a tree such as:

L

T

N \\\dat Ccs \\\past

In this case, the second cycle will have to contain the rule “CS past tenge -~
past tense + CS"; subsequently, morphonological rules rewrite past temse as bylo
{(just as this obtains in all VPs not containing the personal forms of the verb,

cf: Nedego bylo delat') in order to obtain, say, Ivanu bylo skudno, Mne bylo
xolodno and so on. For the format of rule 2.2, see p. 92 below.

25 por the sake of simplicity, we have not taken into account aspect and number
because they are irrelevant for our purpose. One should remember, too, that sep-
arate lexical combinations can prove to be improbable (cf: Nastupilo trista let,
Nastalo polminuty). There is the opinion that generative grammar must produce
literally all the grammatical sentences of a given language and not one other;
the capability of the model to generate clearly improbable sentences of the type
Nastanet sem'sot pjat'desjat tri goda is considered proof of its defectiveness
(see, for example: P. Lackowski, "Words as Grammatical Primes,” Language, XXXIX,
2, 1963. But such demands, as it seems to us, are not legitimate., There is a
large number both of extraordinarily complex lexical and lexico-grammatical inter-
actions and of the most diverse types of interplay of linguistic and non-linguis-
tic situations, etc., which, all together, determine both separately and specif-
ically the occurrence (or markedness) of a given syntactic combination. Because
of these, it seems highly improbable that, in general, such a strong generative
mechanism will ever exist which could generate all and only these specific com-
binations. It is much more advisable and more realistic to demand that a struc-
ture generate all the correct TYPES of sentence and only these types.

26 None of the extant models correlates well with actual speech behavior, but one
can spetulate on the possibility of a psycho-sociological model of language and
speech, in which all the factors of the speech situation, including the actual
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developing utterance, might be (metaphorically) conceived as a television-screen
image fed back to the speaker, who can alter or develop his particular perfor-
mance within the limits imposed by a grammatical black box; in other words, a
performance model would consist of a competence model plus a feedback device
inputting speech-situation factors into the context-sensitive part of the com-
petence model.

27 1t is curious that the linguistic model which looks like a Markov chain and is
correctly described by Chomsky as the weakest model of the individual sentence
(Syntactie Structures, pp. 18-25) proves to be an extraordinarily strong model on
the utterance level.

28 This rule will also apply to the word bespednost', also found in the previous
sentence. But so long as the rule about requlating NP VP precedes the rule about
regulating NF NP, the phrase 8 lica will still appear in the correct place at the
very beginning of the sentence.

29 From this, it follows that the IC model by itself is not completely "connected
to the phenotype level,” as S. K. Saumjan writes ("O logilfeskom bazise lingvisti-
Zeskoj teorii," in the collection Problemy strukturnoj lingvistiki, p. 7).

30 In the article of E. Bach, "The Order of Elements in a Transformational Gram-
mar of German," Language, XXXVIII, 3(l), 1962, the linear transposition of words
engendered by functional sentence perspective is treated as a component of the
transformational component of the grammar.

* The author wishes to express his gratitude to 0. S. Axmanova for reading the
manuscript and making a number of valuable comments.
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THE NOTION OF "“STEM" IN RUSSIAN

FLEXION AND DERIVATION

It was Roman Jakobson who, in his seminal article on the Russian conjuga-
tion, first introduced the notion of a 'basic stem' into the description of Slav-

1

ic flexional morphophonemics. This work not only gave rise to a series of de-

rivative articles treating the conjugation systems of other Slavic 1anguages,2
but was also directly responsible for much of the subsequent development in gen-
erative phonology, in the work of Morris Halle and others.3 While the final
evaluation of these new directions in morphophonemics remains a task for the
future, there can be no doubt as to the fecundity of Jakobson's original obser-
vations; it remains for others to extend these ideas and, as Pavle Ivié has re-
cently put it, "to rectify the details and set the limits”.“

To date, these new developments in Slavic¢ morphophonemics have been con-
cerned almost exclusively with the flexional system, and specifically with the
Slavic verb. Flexion, however, is but one part of the morphological system of a
language, and can hardly be viewed in the proper perspective without reference to
the derivational system. The view, advanced by IsaCenko and others, that the
study of derivation belongs in lexicology, not morphology ("Die Bildung neuer
Worter hat mit der Morphologie, welche die Bildung von Formen ein und desselben
Wortes untersucht, nichts zu schaffen")5 cannot be accepted., Derivation, like
flexion, treats the rules for concatenation of morphemes and studies the meaning
and formal properties of the entities formed by such concatenation; the obvious
fact that the structured relations of morphemes and combinations thereof are far
more complicated, far less transparently evident on the derivational level than
within the flexional system, can only be regarded as a challenge to the investi-
gator, but not as a reason for relegating the study of word-formation to the
lexicon. Stankiewicz is correct in stating that the "derivational and paradig-
matic levels are both synchronically and diachronically in a state of interde-
pendence, and [that] neither level can be fully understood without considering

the ways in which it circumscribes and modifies the other".® These interrelations
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are overtly apparent in the migration of flexional forms into different parts of
speech, that is in the 'derivationalization' of paradigmatic oppositions (domoj,
krugbm, sduru, stolovaja, etc.), a phenomenon which is by no means of purely dia-

chronic interest,7

and are also clear in the near-impossibility of classifying all
formal changes in words as specifically flexional or specifically derivational
{participles from verbs, affectionate diminutives from substantives, aspect deri-
vation, etc.}). Stankiewicz has described Sapir's and Trubetzkoy's views of this
matter as "continuous" and "polar" respectively,8 but it seems that neither the
continuous nor the polar view can be supported adequately by the facts — or, to
put it another way, the facts require a synthetic combination of these views. If,
in fact, one examines all the morphological changes of Russian (i.e., all the
changes classified as either flexional or derivational), it 1s clear that these
changes can be described i.a., as a series of additions, subtractions and substi-
tutions of grammatical categories and bundles thereof; the number and type of such
categorial distinctions between two given forms provide a measure of what might
be called the 'grammatical distance' between these two forms. The shortest gram-
matical distance or most clearly flexional form change is the substitution of one
member of a series of correlative sub-categories for another such member (e.g.,
substitution of dative for nominative etc. within the category of case, of second
for third within the category of person), whereas the greatest grammatical dis-
tance or most clearly derivational form change is that involving the maximum num-
ber of substitutions of categories (e.gqg., the formation of verbs from substan-
tives, involving the elimination of case, change of gender from inherent to syn-
tactic and restricted occurrence thereof, addition of the categories of aspect,
mood, voice, person, tense). The form changes of Russian, in other words, are
neither spread over an indivisibly continuous scale from pure flexion to pure de-
rivation (Sapir's view), nor do they fall, each of them, irrevocably into the
flexional or into the derivational system (Trubetzkoy's view); rather, these form
changes lie along a finite and objectively describable series of steps from least
to greatest grammatical distance, from 'most flexional' to 'most derivational' in
terms of the traditional dichotomy, with each specific type of form change charac-
terized by its specific constellation of categorial distinctions, that is local-
ized at a specific point along the scale of grammatical distance and therefore
standing in a specified relation both to the 'poles' of flexion and derivation and

to the ‘'continuum' of other similarly localized types of morpheological change.9
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Furthermore, such a view not only helps to overcome the one-sidedness of both
polar and continuous views, but also provides a more objective basis for drawing
the line between flexion and derivation at a particular point along the scale of
grammatical distance — since, after all, it is intuitively obvious (for the Slavic
languages, at least} that we do indeed have two (partially overlapping) subsys-
tems, flexional and derivational. Derivation can be defined to include all form
changes involving addition or substraction of inherent grammatical categories;
flexion is then defined to include those form changes involving substitution of
sub-categories or addition and subtraction of non-~inherent, syntactic categories
(e.g., the addition of syntactic gender involved in the change from non-past to
past tense within the wverb). By this criterion (which may, of course, be in need
of further refinement) such form changes as aspect derivation (proditat' + prodi-
tyvat', nesti + nosit’), formation of participles (proditat' -+ proditannyj, Llju-
bit' + ljubimyj), of the comparative degree (daleko + dal'¥e, bogatyj + bogatej-
§1J), etc., will be unequivocally defined as flexional, whereas even such an ap-
parently minimal form change as that of participle to adjective (ljwbimyj ([ < lju-
bit') + ljubimyj adj.), involving as it does the loss of the category of aspect
and the addition of that of comparison, must be classed as derivational. A spe-
cial situation occurs in the case of form changes with zero grammatical distance,
for example gradus 'degree of temperature' + gradugnik ‘thermometer', kriknut' -+
vekriknut', etc., and particularly in expressive or (in broader terms) 'evalua-
tive' derivation, both quantitative and qualitative (dom + domi8le, belyj ~+ belo-
vatyj, belen'kij, tolknut' + tolkanut’);!'? in such form changes, which would have
to be considered flexional by the criterion of grammatical distance alone (and
which are in fact so considered by some scholars), it may be necessary to intro-
duce additional classificatory criteria (types of semantic shift involved in the
change, differences in syntactic valence, restrictions on further derivations,
etc.). The distinction between flexion and derivation provided by the criterion
of grammatical distance coincides with that between simple and complex paradigms
(‘paradigms' and 'hyperparadigms' respectively) on both morphological and syntac-
tic levels,l!

We shall regard derivation, then, as an integral part of the morphological
system, whose relation to the flexional system is one not of autonomy but of in-
terdependence. In what follows we shall examine the notion of ‘stem' on both the
flexional and the derivational levels, discuss some of the methodological problems

which arise in the description of derivational morphology, and suggest a formalism
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linking the derivational and flexional systems into a coherent whole,

The interdependence of flexion and derivation must be viewed as hierarchal:
the derivational system is anterior (in the synchronic sense) to the flexional
system, since the stems with which the flexional system operates are to a large
extent the end products of processes operating on the derivational level; flexion
begins, so to speak, where derivation leaves off. The descriptive priority as-
signed to derivation does not mean, however, that the morphophonemic entities
(stem and affix representations, type and order of rules) on that level can be
chosen without regard to those on the flexional level. Rather, these entities and
processes must be chosen on both levels with an eye to the descriptive economy of
the system as a whole.!?2 As a specific instance of derivational choices condi-
tioned by factors on the flexional level, one could cite the redundancy of speci-
fying sharping of paired consonants before morphophonemic {-e}13 occurring in de-
rivation (belyj + belet', mesto + mestelko, etc.), since the same rule will be re-
quired to account for the sharping of such consonants, e.g. before the {-e} of the
loc. sing., on the flexional level,

The meaning of the term 'stem' on the flexional level is fairly straightfor-
ward. Any inflected wordl" consists of a stem, a paradigm of endings, and a set
of rules describing the phonetic consequences of combining the stem with each of
the endings. Both the items and the processes of this type of description (i.e..
the stems and endings on the one hand, the morphophonemic rules on the other) can
be specified with varying degrees of explicitness and detail. The problem of just
which facts to introduce at which points in a morphophonemic description, and the
concomitant problem of the relative value of accuracy, specificity and economy in
the several components of such a description (e.g., the value of simplification ir
stem notation vs. simplification in the morphophonemic rules) has only recently
been accorded serious attention, so that a few words contributed to this discus-
sion may not be out of place.

Traditional grammars of Russian, best exemplified by that of the Soviet Acad-
emy,Is simply list paradigms in their graphic shapes (usually adding stress),
without permitting any problems of phonetics vs. phonemics vs. morphophonemics, o1
of stem notation as related to type and sequencing of rules, to appear at all; the
word for 'ox' in the sing. appears as vol — vold — voll& — volad — voldm — volé.
such a purely graphic recording of paradigms was looked down upon by phonemicists,

who were fond of pointing out the priority of speech over writing and would have
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prefered a higher degree of specificity, e.g., a phonemic transcription /vl —
vala — vali — vala — valdém — val'é/. The phonemic view was unconcerned with pho-
netic (allophonic) details of the type [vl — vald — vallli — vald — valém — val'*é],
and equally and more importantly, unconcerned with the fact that certain phonemic
Phenomena were every bit as predictable as the subphonemic details (phonemically
relevant but morphophonemically predictable reduction of vowels, sharping before
[€), etc.). Only in the presence of a morphophonemic transcription giving stems
and endings in a form understood to be conventional — that is, having phonetic
significance only when subjected to a specified set of morphophonemic rules -
{vol+#1® — vol+d — vol+l — vol+d — vol+dm — vol+é}, does it become evident that
the old-fashioned graphic representation of flexion wasn't quite so prescientific
after all — and this for the very good reason that the morphophonemic rules of the
modern language operate on underlying forms which correspond more closely to the
'archaic' Russian alphabet than to their own phonemic or phonetic surface repre-
sentations in modern Russian.!?

It is apparent that the further removed from phonetic reality the stem repre-
sentation is, the greater will be the burden falling upon the morphophonemic
rules, and the greater, too, will be the possibility of arranging these rules in
a way which at least purports to bring out underlying regularities. Much recent
work in generative phonology represents a search for significant generalization in
that part of the morphological description which consists of statements of process
(i.e., in the morphophonemic rules), accompanied by a somewhat light-hearted lack
of concern for the reality of the items (stems and affixes) undergoing the proces-
ses. 18

Regardless of whether the stems and affixes are represented as strings of
phonemes, morphophonemes, or incompletely specified distinctive feature statements
(with the morphophonemic rules, correspondingly, describing phonemic alternation,
selection, or further feature specification), the degree of phonetic specificity
is higher in the forms resulting from the application of the rules than in the
forms to which the rules are applied; in other words, all such descriptions have
in common a stem represented by a string of symbols associated with a semantic
constant (the 'meaning' of the word) but a phonetic variable, and a set of rules
the function of which is to assign a series of highly restricted ranges of varia-
tion to this initial variable (e.g., to assign a specifically restricted phonetic

value to the stem in the presence of a certain shape of ending, etc.). One can
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refer to this assignment of restricted ranges of phonetic variation as the 'fixa-
tion®' of the initial variable, bearing in mind that the term ‘'fixation' is a con-
venient oversimplification, since the code provides for considerable social and
individual variation in the final phonetic realization of morphophonemic enti-
ties.!? Fixation of phoneéic variables can be observed in the stem {stol-} ‘ta-
ble', in which the final {-1-} represents a variable ranging over the values /1l/
and /1'/, while the {-0-} of the same stem ranges over the phonemic /6/ and /a/
and phonetic [8], [A) in flexion and (8], [a] and [3] in derivation (cf. stolovat“-
gja). Similarly, the {~-#-} of the stem {bll#k-} 'bun' represents a variable rang-
ing over the values [@] and [a] in flexion (in b&lka and gen. pl. bfilok respec-
tively) but fixed as [a]) in derived words (b&lodka, gen. pl. bllodek). The second
{e} of {bereg-} 'bank, shore' assumes the values [b] and [i®] in flexion (béreg,
nom. pl. beregd) and additionally [€] in derivation (priberéZ’e).

The fact that the range of phonetic variation of a given initial morphopho-
neme is not the same in the flexional and derivational systems gives rise to prob-
lems of stem notation, and in particular to the problem of determining the appro-
priate degree of phonetic specificity on various levels of representation. 1In the
verb vesti, for example, a stem vowel {i} (as in {v'id-}) suffices to describe the
present tense, infinitive and imperative ([v'i®did)] etc., [v'i®s't'{], [v'i®d'{]
etc.20), but to include the past tense [v'Gl] the stem must contain morphophonemic
{o}, i.e. {v'od-}. 1If in addition we wish this stem to serve to generate the
participial forms véd3ij etc. (and whether these are considered part of the flex-
ion or derived forms is irrelevant to the present point), then the stem vowel musl
be specified only as + vocalic, — consonantal, —diffuse, and — compact,?! but re-
main unspecified as to tonality; in other words, this segment must be identified
only as a mid vowel, without specification as front or back. Alternatively, one
could specify {e} in the stem, and include a rule to the effect that —low tonality
become + low tonality in the environment: ___ {past}, but this would mean that thi
initial stem no longer represents the actual range of variation occurring in the
stem,

A similar example can be taken from aspect formation, which as noted above i
closer to derivation than is tense variation. The initial consonantal segment of
vesti (and its perfective derivatives provesti, uvesti etc.) is a sharped {v'-},
but if one wishes a single stem notation to serve to generate the non-determined

vodit' (and provodit’, uvodit' etc.), one must either specify that the sharped
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{v'} become — sharp in the process of deriving vodit' from vesti etc. (thus ren-
dering the original stem less than an adequate generalization), or one must leave
the initial segment unspecified as to sharping, thus obtaining an underlying stem
representation which does serve as an adequate generalization, covering the entire
range of phonetic variation occurring in the morpheme, but which is then a higher
degree of abstraction (since the underlying stem then corresponds to no single se-
quence of phonemes actually occurring as the final representation of the morpheme)
and throwing a larger burden on the morphophonemic rules, which will have to spe-
cify that the segment becomes — sharp in the case of vodit’ and + sharp in that
of vegti. Generalization over the entire system is cobtained at the cost of lesser
specificity in at least some important parts of that system.22

Let us look now at the notion of stem as it might apply to the derivational
system. Most recent grammars simply present a derivational stem ('proizvodjasScaja
osnova') in its Cyrillic shape (with a concession to phonemic accuracy in the form
of a Latin jJ for /j/), the addition of an affix to which produces a similarly
transcribed derived stem ('proizvodnaja osnova') adequate to predict the flexional
forms of the derived word.?3 The affixes themselves are usually presented in the
form of catalogues, as Stankiewicz has noted; %" the principal weakness of this ap-
proach, however, is not that it is 'stem-oriented', i.e., concerned with the imme-
diate constituent structure of stems (although a somewhat superficial IC view of
derived stem structure does crop up now and then in the literature?®), but rather
that it makes no attempt to describe stems precisely, nor to distinguish between
the 'stem' of a word in flexion (i.e., that unit necessary in order to predict the
paradigmatic forms of the word) and the 'stem' of a word in derivation (i.e., that
unit necessary to predict the shape of secondary, derived stems). Yet it is ob-
vious that a coincidence of flexional and derivational stems, while by no means
infrequent, is but a special (not the general) case. Thus, the same {ruk~} which
serves to describe the flexional forms [rukd — ruk'f] etc. will also serve to de-
scribe the derived {rGC#k-} and indirectly the latter's flexional forms [rficks,
rack'i, ..., rQdsk], etc., but the flexional stem of igrq, {igr-} (cf. gen. pl.
[fgr]), cannot serve to generate the derived stem {igdr#k-} of the diminutive
igbrka, gen. pl. i1gérok; cf. also igérnyj and similar sets such as 1gla, gen. pl.
igl, derived igolka, gen. pl. tgolok. The flexional stem of bereg is {(b'er'ig-},
from which one can predict the paradigmatic forms [b'ér'ek, b'ér'bgal], nom. pl.

[b'br'i®ga), etc. and some but not all of the derivatives of this word (bere3ok



00051582

-108-

and mabereZnaja, but not poberé%'e or bezbré%¥nyj). The morphophonemic {-o~} of
{v'os'#n-} will suffice to generate the flexion [v'i€snd], gen. pl. [v'és'bn],
etc., and would serve to produce the derived adjective vesénnij, but cannot pos-
sibly serve as a base for the adjective vesnij = {v'ésn'-} (this last example
poses the same morphophonemic problem as vegtf — vd8l — véd3ij, discussed above),
As was the case with the examples taken from the flexional system above
(vegti etc., vodit'), one can obtain generalization in the stem at the cost of
lessened specificity in some parts of the system and/or greater complexity in the
morphophonemic rules. To return to the family of bereg for an example: if one
takes as a base not the 'narrow' morphophonemic representation {b'er'ig-} (by
‘narrow' we mean a morphophonemic representation which approaches a phonemic
transcription as closely as the paradigm allows:; e.g., the second vowel is ren-
dered as {i}, which suffices to generate the phonetic [b] and [i€®] of béreg and
berega), but a 'broad' morphophonemic transcription such as {bereg-} (without spe-
cification of vowel reduction or consonant sharping), will enable one to generate
the derived words poberé3'e, bere3bk, nibere3naja (= {poberéz#j-},2% {bereZ#k-},
{naberezZn-}), although still not the non-pleophonic bezbréiny,j. Leaving aside the
problem of bezbréznyj for the moment, what is gained by using the broader initial
stem representation is a form of the morpheme which adegquately represents the
breadth of phonetic variety in which the morpheme appears; what is lost is the
close correspondence between the morphophonemic representation of the stem and the
actual phonetic shape of the word which is the base of the derivatiocnal nest or
word-family. In a narrow stem representation, the stem {b'é@r'ig} is closer to,
say, nom. sing. /b'ér'ik/ = [b'@r'bk] than it is to the corresponding segment of
the derived word pobere%'e, namely /-b'ir'éz-/ = [-b'i€r‘'éz-]. Since pobereZ'e is
derived from bereg, there is a strong intuitive reason for wishing the stem to re-
semble the latter rather than the former, and for the change of the second stem
vowel ({i} + {€}) to be considered part of the derivational process. A broad stem
representation, on the other hand, e.g. {bereg-}, eliminates the explicit state-
ment of the hierarchal relation between bereg and poberef’e, since (bereg-} is no

7 Furthermore, the broad stem representatior

closer to the one than to the other.?
obscures the distinction between the rules operating on the flexional level (i.e.,
those which derive [b'ér'bk], [b'ér'ngs] etc, from {bereg-}) and those which oper-
ate on the derivational level (deriving, e.g., {poberéZ#j-} from {bereg-}); for

example, if stress is simply assigned to one syllable in deriving /b'ér'ik/ etc.,
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and to another in deriving /pab'ir'ézja/ (via {poberéz#j-}, if one will), the
function of stress shifts in derivation vs. those in flexion is, to say the least,
difficult to determine (cf. the fact that stress shifts from stem to affix are
frequent in both flexion and derivation, whereas shifts from one syllable of a
stem to another syllable within the stem are frequent in derivation but exceed-
ingly rare in flexion — and then are usually redundant, accompanying other types
of stem change; cf. the stress shifts in the jotated plurals of masculine nouns,
type kblos, gen. kblosa; plur. kolds'ja, gen. kolds'ev).

It was noted above that an extremely broad stem representation, making use of
distinctive feature notation, could provide a stem from which could be generated a
larger number of derivatives than is possible with the traditional alphabetical
morphophonemic representations. Even a maximally broad represéntation, however,
cannot cover all cases; there remain several types of derivational process in
which it is quite impossible to generate derived words out of the stems of the
words from which they are derived.

Many of the cases in which derived words show morphophonemic changes which
cannot be predicted from any of the stem representations discussed so far have to
do with vowel/zero alternations. The subject of vowel/zero alternations in deri-
vation requires a special study; all we can do here is to sketch in some of the
ways this alternation differs in derivation from its conduct in flexion,

First, one has cases of the type igra, gen. pl. igr, derived adjective igdr-
nyJj, touched on above; cf. also baraxld (no plur.), dimin. baraxdlka; ikra, gen.
pl. tkr, derived tkdrka, tkbrnyj: tgkva, gen. pl. tykv, derived tfkovka, thkovnyj
(and tgkvennyj); sltzba, gen. pl. sluib, derived gluZébnyj, and many similar in-
stances. Clearly, one has to do in such cases with stems containing, as it were,
a 'derivational {#}' but not 'flexional {#}'. Just as the 'flexional {#}' must be
marked as such, to distinguish it from [o] < {0} and from the absence of any
morphophoneme (e.g., to distinguish the type platdk, gen. platka from the type
pordok, gen. pordka on the one hand, and to distinguish the type sosn&, gen. pl.
sbgen from the type volna, gen, pl. voln on the other hand), so must the ‘deriva-
tional {#}' be marked in some explicit way, to distinguish the type sl&3ba, gen.
pl. sluZb, derived slulébnyj (cf. bézdna, gen. pl. bezdn, derived beadbnnyj, in
which the appearance not only of [3] but also of the [d) is motivated only by the
morphophonemics of derivation) from the type vérba, gen. pl. verb, derived vérb-

nyj. An adequate representation of the stem must obviously distinguish among (1)
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forms with no morphophonemic zero at all (type volna), (2) forms with a morphopho-
nemic {#} apparent in both flexion and derivation (type pésnja, gen. pl. pésen,
derived pésennyj), (3) forms which manifest no {#} in their flexion, but which
show such a vowel/zero morphophoneme in derivation (type igrd, igr but igdrmyJ,
sliuzba, sluib but sluzébnyj etc.), and (surprisingly enough) even (4) forms which
show a {#} in flexion, but not in derivation (type mdslo, gen. pl. masel, adj.
maslenyj or Zigld, gen. pl. &igel, adj. Zislennyj, as opposed to those forms which
also show {#} in flexion, but which retain it in the form of {e} in derivation,
e.qg. kréslo, gen. pl. krésel, adj. krésel'nyj, vesld, gen. pl. vdgel, adj. vegél'-
nyj).ze Towards the end of this article, we shall suggest a possible way to rep-
resent these facts explicitly.

Secondly, Russian contains a good many word-families in which the root mor-
pheme alternates between pleophonic and non-pleophonic forms (b&reg but beabréz-
nyj. moloddj but mladdij, molokd but mléényj, etc.). The reasons for this are
well-known, and need not concern us here., Such alternations cannot be specified
on purely phonetic criteria (reflecting the East and South Slavic developments of
*tort etc.), because of the existence of an equally large group of words with
identical phonetic sequences (i.e., with the same phonetic structure as the re-
flexes of old *tort etc. groups, but of different origin; the same rules which
permit bezbréinyj to be derived from béreg will also permit *bescremémnyj from
cerembnija, those which generate mlé3nyj from molokd will generate *zlétnyj (!)
from abloto, etc.). It is clear that the initial stem representation must distin-
guish between those words which (when specific affixes are attached) permit only
pleophonic derivatives of pleophonic stems (type besporddnyj). those which permit
only non-pleophonic derivatives from pleophonic stems (type bezbréZnyj), and those
which permit both types of derivation (besprerfvnyj., beespererfvnyj) — plus, of
course, the corresponding types of derivation from non-pleophonic stems. This
guestion too would require special study before the proper combination of stem
representation and morphophonemic rules could be devised; for the present, suffice
it to say that it is clear that the stem representations will have to distinguish
among these derivationally different types.

The derivational alternations arising from the reflexes of liquid diphthongs
are complicated by those originating in old grades of ablaut and those due to dif-
ferent reflexes of the reduced vowels. In such cases, vocalic alternations are

often accompanied by alternations in the sharping of consonants, e.g., {b'#j-}
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[b'34, b'éj] vs. {bSj-}, sobrat' / sobirat' ; sobbr, 8it' s/ 8'ju s/ 8ej / dov,
etc.?? An accurate classification of these multifarious alternation types must
await a more exhaustive collocation of word-families than is available at pres-

ent;3°

in any case, it is clear that the stem representations must distinguish be-
tween apophonic and non-apophonic derivation (types bresti / brod and cvesti / cvet).

Finally, let us note in passing that there are word-families in which no one
stem can be taken as the base for derivation without imposing upon the family a
hierarchy unwarranted by the words themselves, for example the group makeddnec =
{makedon#c-}, makeddénka = {makedon#k-}, Makedénija = {makeddn'ij-}, makeddmekij =
{makeddnsk-}; no one of these morphophonemic stems can be taken as the base to de-
rive the other three without establishing a hierarchal order unjustified by the
lingquistic material.3! 1In such cases, the derivational system must contain a stem
such as {makeddn-} from which all the given flexional stems can be generated (more
on this below).

The derivational types discussed in the preceding paragraphs should be ade-
quate to demonstrate the thesis that it is by no means invariably possible to gen-
erate the stems of derived words out of the stems best suited to represent the de-
rivational bases (proizvodjascie osnovy) upon which they are formed. How, then,
can one formalize the relation between derivational bases and the words derived
therefrom?

A provocative solution to this problem was proposed by Stankiewicz in 1962.32
In accord with his view (with which we can cnly agree) that flexion and derivation
are two separate but interrelated systems, Stankiewicz proposes to set up two dis-
tinct stems for each word-family, one for the base word and the other for the de-
rivatives, all derivatives being treated as containing the same underlying stem.
For example, to return to a word-family which has already figured in the discus-
sion, Stankiewicz establishes a 'paradigmatic base form' for the word bereg, name-
ly {b'ér'ig-} (n.b. the narrow morphophonemic transcription), and a separate ‘'de-
rivational base form', apparently also inherent to the word bereg, namely {b'i-
r'ég-}, from which one can derive, e.g., poberé%'e. Similarly, the word borodi
'beard’ has a paradigmatic base form {bdrad-}, and a derivational base {bardéd-}
(cf. podborbdok); the corresponding paradigmatic and derivational bases for vesnd
‘spring', désjat’ 'ten', igrd 'game' and 7gld 'needle' are given as {v'os'#n-}
(cf. pl. vdsny) and {v'is'én-} (cf. vesdbmiyj), {d'és'it’'-} and {d'is'4t-} (cf.
desjatyj), {igr-)} and {ighr-}, {igl-} and {ig#kl-} respectively. Cases such as
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otobrat' s/ otbirat' versus otbdr are handled in similar fashion: {b#r-/b'ir-} ver-
sus {bor-}. 1In passing, one may note the gain in specificity obtained in such a
representation of stems: in effect, aspect derivation utilizes a different set of
alternations than does substantive derivation from verbs (here, (#/i} versus
(#/6}). It must not be forgotten, however, that such specificity can be located

in the morphophonemic rules just as well as in the stem representation.

There is no doubt that Stankiewicz's two-stem proposal is a very interesting
and fruitful one. However, when one attempts to use this type of description with
a larger number of words, certain difficulties become apparent, and one is
brought to the conclusion that the two-stem concept (one stem for the flexional
system, another for the derivational system) is in need of certain refinements.
Let us examine the two-stem system more closely.

First, there remain the difficulties occasioned by derivations of the type
béreg + beabréinyj. sltZba + sluiébnyj, the (makeddn-} group, etc., all discussed
above. One cannot establish a derivational base form {bréz-}, since this would
account only for bezbréinyj and pribré3nyj, but not for beregovdj, ndberednaja,
priberé%nyj; to establish a set of more than one derivational base form would be
a contradiction in terms.

Secondly — leaving the non-pleophonic forms aside for the moment — one notes
that a derivational base form such as Stankiewicz's {b'ir'ég-} is indeed better
suited than the paradigmatic base form {b'ér'ig-} to generate poberé%’e, in which
the stress falls on the second stem vowel, but it is in no way closer to the pho-
netic shapes of several other derivatives than is the paradigmatic base form: de-
rivatives like ndbere¥naja = [ndb'br'bZn-], zdberegi = [zab'br'bg'i), beregovdj =
[b'Br'bgav-] and berefdk = [b'br'i®Zék-] can be formed from the paradigmatic base
{b'ér'ig-} just as easily as from the derivational base {b'ir'ég-}. Similarly,
either the paradigmatic {bdrad-} or the derivational {bardd-} will serve equally
well to derive borodityj, boroddd, borodistyj,etc. Neither {v'os'#n-} nor {v'i-
s'f#n-} will generate vé¥nij, veBnjdk, but either will do equally well for vesnjan-
ka. In some cases, the results obtained by the two-stem system in a narrow tran-
scription are paradoxical indeed. Thus,while it is true that only the derivational
base form {d'is'At-} and not the paradigmatic {d'és'it-} will serve to generate
degjatyj, either base will do equally well for desjaterik, desjatina etc., and it
even turns out that only the PARADIGMATIC base will serve to DERIVE désjatero,
désjat'ju!
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A less obvious inadequacy of the narrowly transcribed two-stem system is
found in the fact that the degree of specificity in stem descriptions varies from
stem to stem in an arbitrary manner. The paradigmatic bases are chosen to ap-
proximate the phonemic composition of the base word as closely as the morphopho-
nemics permit; this results in a quasi-phonemic transcription containing phonemes
and morphophonemes, including such narrowly specified items as sharped consonants
before {e} and such morphophonemic abstractions as {#}. The derivational base
forms, on the other hand, contain the same mixture of phonemic and morphophonemic
symbols, but approximate the phonemic shapes of the derivatives as whose base
they serve sometimes as closely as with the paradigmatic bases, sometimes much
less closely. For example, to return to the family of béreg, the derivational
base form {b'ir'ég-} reflects the vocalism of /b'ir'igavdj/ less closely than
that of /pab'ir'éZja/, and the derivational base {ig#l-} contains a {#} necessary
to generate 1gblka and igél'mik but quite irrelevant to iglfetyj, iglovatyj, etc.
The taxonomic advantages, such as they are, which accrue from the description of
stems in a narrow quasi-phonemic manner (showing sharping before {e}, rendering
etymological and derivationally morphophonemic {e} by {i} if it doesn't happen to
be stressed in the given word, etc.) tend to evaporate in the two-stem system
with one single derivational base representing a whole group of derived words, to
some of which it is closely connected phonemically, to others of which it is no
more closely related than is the paradigmatic base form.

A gocd many, but not all of the difficulties noted above would disappear if
both the paradigmatic and the derivational base forms were given in a broader
transcription. So, however, would the utility of the two-stem system (in most
cases): the broadly transcribed stem of the word bereg is {bereg-}, which is
identical to the broadly transcribed stem {bereg-} needed to generate poberéZ'e,
zaberegi, beregovbj, etc. Similarly, a single stem {v'os'#n-} will serve equally
well as the paradigmatic base of vesn&, gen. pl. v@sen and as the derivational
base of vesénnyj. The advantages of throwing a greater descriptive burden onto
the morphophonemic rules (i.e., by leaving the specification of consonant sharp-
ing and vowel reduction to the morphophonemics of flexion, after the derivation
is complete — proceeding, in other words, from {bereg} to {poberéz#j-} and only
then to [pab'i®r*'ézja), etc.) would seem to be clear, since the taxonomic advan-
tages of narrow stem notation, although great in principle, proved largely illu-

sory in practice, as was noted above,
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All of this does not mean, however, that the two-stem system proposed by
Stankiewicz must be abandoned. On the contrary, it is only a two-~stem system
which can account for facts of the type bereg/bezbreinyj, igra/igormyj, the make-
don- cluster, bresti/brod, etc. That is, Stankiewicz is quite correct in assum-
ing that an adequate description of the morphological system as a whole cannot
avoid a notation specifying the processes which operate on the derivational level,
and keeping these distinct from those operating on the flexional level. We shall
accept, then, the system of flexional and derivational stems, and attempt to see
how these two different values attached to the notion of 'stem' (one within the
paradigmatic system, one within the derivational or hyperparadigmatic system) can
be formally related.

Even if all the disadvantages of the two-stem system which arise from the
overly narrow transcription discussed in the preceding pages were to be elimi-
nated, one is still left with two separate base forms, one paradigmatic and one
derivational; these two stems are simply given, with no formally specified rela-
tion between them. That is, we find mutatis mutandis the same situation which
existed in verb flexion before Jakobson's 1948 article, 33 when the venerable tra-
dition of two stems — the so-called ‘'infinitive stem' and 'present stem' — each
of which served to predict a certain number of form groups, had not yet been
abandoned. Prior to the appearance of Jakobson's article, both of these stems
had simply to be accepted as given, neither being derivable from the other by any
generally applicable rules — in other words, the two halves ('present' and 'in-
finitive') of the verb flexion were artificially separated until 1948, when Ja-
kobson's introduction of a 'basic stem' and morphophonemic rules of the type now
termed generative made it possible to uncover the underlying structural unity of
this flexional system. A similarly artificial division now separates the two
halves of the morphological system as a whole: even the two-stem system proposed
by Stankiewicz leaves the flexional and derivational systems unconnected and, as
it were, 'separate but equal'. In the remainder of this article we shall propose
— as a basis for further discussion — a descriptive framework which makes it pos-
sible to formalize the relations between the derivational and flexional systems.
The framework proposed here, as will become evident, attempts to modify Stan-
kiewicz's two-stem proposal in the light of Jakobson's concept of a basic stem,
such a basic stem standing in a predictive relation (directly or indirectly) to

all the actually occurring forms of the given system, without necessarily being
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identical to any one of these actual forms,

It is clear that each individual word has its own flexional stem (Stankie-
wicz's 'paradigmatic base form'; henceforth, F-stem), from which the morphophonemic
rules of the flexional system will generate all and only the actually occurring
phonetic shapes of the given word's paradigm. The specific nature of these flex-
iocnal morphophonemic rules (henceforth, F-rules) is not relevant to the present
proposal, although one may suppose that they will take the form of an ordered set,
perhaps with one or more cyclical components. The F-stems themselves can be ren-
dered in a broad or in a narrow transcription (with concomitant complexity or sim-
plicity in the F-rules); this issue toc is not directly relevant to the framework
being proposed here, but let us assume a relatively broad morphophonemic tran-
scription of F-stems which leaves vowel reduction, predictable sharping, and the
resolution of vowel/zero morphophonemes to the F-rules. A given word-family will

thus consist of a number of such F-stems, e.qg.

bereg = {béreg-}
beregovog = {beregov-}
pobereX'e = {poberéZ#j-}
zaberegi = {zabereg-}
beabreznyj = {bezbréz#n-}
bezbreZnoet’ = {bezbréznost'-}
bereZok = {berez#k-)}
etc.

Similarly, the "Macedonian™ family already discussed will contain the F-stems:

Makedonija = {makeddn'ij-}
makedonec = {makeddn#c-}
makedonka = {makeddni#k-}
makedongkij = {makeddnsk-}

The task of derivational morphophonemics then becomes quite clear: it must specify
the formal relations existing among the several F-stems of a given word-family.
How can this best be accomplished?

In the case of word-families like the second above (Makedonija, etc.), the
utility of a basic stem becomes apparent at once, since as we have seen there is
no non-artificial way to derive three of the four F-stems from a fourth. We shall

posit, therefor, the existence of a DERIVATIONAL BASIC STEM, defined as that
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entity from which all of the given F-stems can most economically be predicted. In
the case of the given family, the derivational basic stem (henceforth, D-basic
stem) will have the form {MAKEDON-} (the capital letters signifying that the given
segment is a derivational, not a flexional stem), to which the addition of the
suffixes {ij}, (#c}, {#k} and {sk}, plus the concomitant morphophonemic rules
(e.g., {N} » {n'} in the environment: ___ {ij} will generate the four F-stems of
the given family. Rules operating on D-stems will be called derivational rules
(D-rules), to distinguish them from the F-rules operating on flexional stems. D-
rules generate F-stems out of D-stems, whereas F-rules generate phonetic shapes
out of F-stems. The similarities and differences between the derivational and
flexional systems will be specified by similarities and differences between the D-
and the F-rules (as well as by those between the D- and the F-stems).

In cases where a word-family consists of a headword and a number of deriva-
tives thereof (the type bereg above), the descriptive framework must make this
fact clear. Whereas the several F-stems {makeddén'ij-}, {makeddn#c-}, etc. were
all derived "simultaneously" from an underlying D-basic stem {MAKEDON-}, the F-
stems {beregov-}, {poberéz#j-}, {zibereg-} etc. must be shown to be derived from
the WORD bereg, and not simply derived along with the F-stem of bereg, {béreg-},
from an underlying form. The descriptive framework, in other words, must not only
avoid imposing a hierarchy of derivation where none exists, but must equally care-
fully avoid obscuring those real hierarchies which do exist. This can be attained
only if the stem from which (for example) {berez#k-}, {bezbréZsn-} etc. are gen-
erated is clearly identified as a D-stem of the word bereg, since berezok, bez-
bre¥nyj etc. are clearly if intuitively recognized as derivatives of bereg, that
is, as subordinated to the latter within the derivational system. How this is ac-
complished in the framework suggested here becomes clear when we consider for a
moment what the process of deriving one word from another actually consists of.

Derivation, although usually treated as consisting of affixation and stem
modifications ensuing therefrom, actually contains a further process: the addition
of a paradigm of endings. If slulba is derived from sluZit’, it is not merely the
affix {~-b-} which is added to the verb stem (we are not concerned here with repre-
sentations), but this {-b-} plus the entire grammatical paradigm {a —i —e = u,
etc.}. The creation of one word out of another, then, consists of three proces-
ses: (1) affixation (including zero affixation, as in gogt' = {gost'-} + gostja =

(gost'-}, and negative affixation or truncation, as in glubokij = {glubdk-} -+
g
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glub’' = {glub'-}); (2) addition or substitution of paradigms, “paradigmation", the
particular paradigm being in many cases a concomitant of the particular affix
added; (3) stem- (and/or affix-) change or alternation, occasioned by affixation.
Bearing in mind, then, that word-formation consists of affixation (possibly zero
affixation) and paradigmation (also possibly zero), one can describe the genera-
tion of the word bereg as follows:

(1) A D-basic stem, which must by definition exist for every word-family of
the language, must contain all the information which will permit the derivation
not only of the headword bereg but also of all the latter's derivatives. Such a
D-basic stem is {B<E> REG-}. The morphemic status of such D-basic stems, partic-
ularly in large and complicated word-families, must be the subject of further in-
vestigation; in any case, this is still but a stem, unassociated with any partic-
ular word.

(2) The WORD bereg is generated by the addition of affix (here, zero) and
paradigm (here, {# — a —u etc.}), i.e.

{B<E>REG-} + {B<E>REG-} + {P°} + {g@}3"
It is at this point that the word bereg comes into existence. The string {B<E>
REG-} + {P°} + {@) is the highest-level, i.e. most abstract representation of the
word bereg. This most abstract, ‘'highest', 'deepest' etc. level of representation
of the headword will then serve for two further types of generative process, name-
ly the generation of the F-stem of bereg, {béreg-} (and by implication the concom-
itant paradigm) on the one hand, and the generation of all derived words on the
other. We shall call this most abstract representation of the word bereg, from
which not only its F-stem but also all derived stems are to be generated, the de-
rivational stem (D-stem) of the word bereg. The D-stem of a headword within a
word-family is, then, equal to the D-basic stem of the family plus segments repre-
senting affixation and paradigmation.

(3) The F-stem of bereg is generated from the D-stem by rules which must
specify whether the brackets < > are to be removed (leaving {BEREG-}, as in the
case of this particular word) or whether the item in brackets is to be removed
(which would leave {B< > REG~}, from which an automatic rule would eliminate
{<>}). subsequent rules will eliminate boundary markers and introduce those other
morphophonemic changes which are part of the derivational process, resulting in
the given case in {béreg-} and its paradigm.

Tt is clear that the D-rules consist of two components: a first component,
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specifying affixation and paradigmation (and thus creating the word out of the D-
basic stem); a second component, describing the stem alternations (including the
choice of {<E >} + {E} or {<>}) etc. which occur in the creation of the word.
These two components of the D-rules can be termed the D-D rules {generating D-
stems from D-basic or - ¢f. below — D-stems) and D-F rules (generating F-stems out
of D-stems).

(4) The F-rules, operating on the F-stem resulting from the D-F rules, will
generate the ultimate phonetic representation of each form of the given word's
paradigm.

The generation of derivatives is accomplished in much the same way as the ge-
neration of the F-stem of the headword. The rules of derivation (say, of berego-
voj and bezbreZnyj from bereg) must of course operate not on the F-stem of bereg
({béreg-}), which is insufficiently general to permit both pleophonic and non-
plecphonic derivation, but on this word's deeper morphological structure, namely
on its D-stem. In other words, D-rules operate on D-stems. The rules generating

beregovoj from bereg will have the form:

D-stem {B< E> REG}

D-D rules > {B<E>REG} + {ov} + {0j}3°
D-F rules - {beregov+}

F-rules - [b'br 'bgav-]

The resolution of morphophonemic alternations involving entities such as {<E >}
into the vocalic or the zero alternant will obviously be made as a consequence of
the specific affixation undergone by the D-basic stem. In the case of the non-

pleophonic bezbre3nyj, the derivation will appear as:

D-stem {B< E > REG}
D-D rules -+ {B<E>REG) + (bez... #n-}3% + {0j}
D-F rules + {bezbréz#n-}

in which one of the D-D rules will specify that {<E >} + zero, another the trans-
position of elements, etc.

In the case of doublets, e.g., pribre2nyj / pribereZnyj, the D-F rules depen
dent upon {pri ... #n-} will contain an optional rule for {<E >} + zero, thus gen-
erating both pleophonic and non-pleophonic forms.

Further {'second-level') derivation will be accomplished by rules operating

on the D-stem of the given word. The point cannot be argued here for lack of
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space, but it appears that in spite of the fact further derivatives usually repeat
the F-stem shape of their bases, there are enough cases of truncation and other
alternations in the derivational stems (cf. za%igatel 'maja bomba + za%igalka) to
warrant the assertion that this is a coincidence of surface structure resulting
from the application of similar rules to the same deep structure. However, it
must be granted that the mechanics of second- {(third-, etc.} level derivation re-
quire further study.

The fact that derivation operates not on the ‘'surface' F-stem of the deriva-
tional base (bereg), but on its 'deep' or underlying D-stem, is only to be expect-
ed, in the light of recent work in syntax and semantics.

The task that was set for the rules of derivational morphology, namely that
of specifying the relationships existing among the several F-stems of a word-
family, has now been accomplished. The F-stem {bezbrézZ#n-} is related to the F-
stem {beregov-} via the D-stems of these two words, the D-stems themselves being
related by the sets of rules which generate them from the D-stem of their deriva-
tional base bereg. The F-stem of the headword bereg is related to all derivatives
by the same routes (i.e., by the same sets of rules) as just outlined, plus D-F
rules generating {bereg-} from its D-stem {B<E>RBG} + {P®°} ... The descriptive

framework which formalizes these relations can be seen schematically as:

TABLE I
Components of a Morphological Description

D-BASIC D-D D-STEM OF D-D D-STEM OF DE- D-D (further de—)
— —r

STEM rules |HEADWORD rules RIVED WORD rules rivatives
~ N
c1o £,
“l' Hll
o ¥ oY
n n
F-stem of F-stem of de-
headword rived word
e c
o |
=4 =
n n
phonetic re- phonetic re-
presentation presentation

Needless to say, there are a great many problems connected with the description of

Russian morpheclogy in the framework proposed here, and it would doubtless be vain
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to hope that the suggestions offered here can be accepted without revision. One
may hope, however, that the basic thought which underlies the present article —
that is, the necessity of describing derivation and flexion in their hierarchal
interrelations, by means of explicitly connected items and explicitly ordered pro-
cesses — can be accepted. The innovations suggested in the foregoing pajes pre-
sent a possible synthesis of Stankiewicz's two-stem proposal (in considerably re-
vised form) with Jakobson's pathbreaking concept of the basic stem. One would
like to think that the methodological framework offered here — in, perhaps, some
revised and more sophisticated form — will prove to have the capacity to show
clearly, explicitly and unambiguously the unity and variety which characterize

the interrelations of derivation and flexion.
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FOOTNOTES

Il R. Jakobson, "Russian conjugation", Word, IV (1948), 155-167.

2 M. Halle on 0ld Church Slavic and Old Russian, Word, VII (1951), 155-167
{adopted by H. G. Lunt, 0ld Chureh Slavonie Grammar, The Hague, 1955 and later
editions); H. Rubenstein on Czech, Word, VII (1951), 144-154 (cf. the substantial
revisions and additional material in H. KucCera, Word, VIII, 1952, 378-386); H.
Lunt on Macedonian, Makedonski jazik, II (1951), 123-131 and A grammar of the
Macedonian language (Skopje, 1952); A. Schenker on Polish, Word, X (1954), 469-
481; C. H. van Schooneveld on Serbocroatian, Intermational Journal of Slavie Lin-
guigtics and Poetics (henceforth IJSLP), I/II (1959), S5-69.

3 A new point of departure was provided by M. Halle's paper at the Vth Congress
of Slavists, "0 pravilax russkogo sprjazenija (predvaritel'noe soobSCenie)", Amer-
iean Contributiong to the Fifth Intermational Congress of Slaviets, Sofia, Septem-
ber 1963, Vol. I: Linguistic Contributions (The Hague, 1963), 113-132. Cf. also
A. V. Isafenko, "The morphology of the Slovak verb", Travaur linguistiques de
Prague, 1 (1964), 183-201, and T. M. Lightner, "On the phonology of the 0ld Church
Slavonic conjugation", IJSLP, X (1966), 1 ff., with extensive bibliography.

“ P. IviZ, "Roman Jakobson and the growth of phonology” (a review of Jakobson's

Selected writings, 1: Phomological studies, The Hague, 1962), in Linguistiecs,
XVIII (1965), 36. Halle's work cannot, of course, be characterized as mere recti-
fication; his introduction of cyclically-ordered rules operative on stems with
specified immediate constituent structure, while open to criticism on some counts,
is an original and provocative contribution.

> A. V. Isafenko, Die russische Sprache der Gegemwart, Teil I: Formenlehre
(Halle/Saale, 1962), 9. Cf. Isafenko's earlier expression of this view, "0 vzajom-
nych vzt'ahoch medzi morfoldgiou a derivaciou", Jaaykovedn§ Sasopfe (Bratislava),
VII (1953), 200-213, and K. A. Levkovskaja, "O slovoobrazovanii i ego otnosenii k
grammatike", Voprosy teorii i istorii jaayka v svete trudov I. V. Stalina po ja-
asykoznaniju (Moscow, 1952), 153-18l.

6 E. Stankiewicz, "The interdependence of paradigmatic and derivational pat-
terns™, Word, XVIII (1962), 3. Cf. V. V. Vinogradov, "Slovoobrazovanie v ego ot-
noSenii k grammatike i leksikologii", Voprosy teorii i istorii jaayka v svete tru-
dov I. V. Stalina po jaaykoznaniju (Moscow, 1952), 99-152.

7 ¢f. the difficulties in assigning forms like n0o%’ju, veSerom to the class of

substantives or to that of adverbs., Soviet grammarians, e.g., in AN SSSR, Gramma-
tika russkogo jasyka (Moscow, 1960%), I, 618 and II (1), 135, consider such items
to be adverbs when they stand alone, but instrumental substantives when they occur
modified by an agreeing adjective such as rannij, pozdnij, etc. The fact that
these words can be modified by adjectives at all clearly takes them partly out of
the adverb category; on the other hand, the fact that the class of co-occurring
adjectives is highly restricted shows that these instrumental case forms have al-
ready been partially adverbialized.

8  stankiewicz, op. cit., 4.

9 In the case of substitutions of sub-categories within a grammatical category,
one might assume that grammatical distance would be a function of the number of
correlated sub-categories: the larger the number of such sub-categories, the
smaller will be the grammatical distance involved in a change from one such sub-
category to another (that is, the more 'flexional' and less ‘'derivational' such a
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change will be). For example, since the ratio of category to sub-categories is
1:6 for the cateqgory of case (i.e., there are six cases in the category) — leaving
aside the question of the second genitive and second locative — change from one
case form to another will be felt as more paradigmatic (= more highly grammatical-
ized, more flexional = less derivational or lexicalized) than will a change from
one number to another, where the ratio of category to sub-categories is l:2. It
is interesting to note (although this requires further verification with textual
control) that the lexicalization of plurality in Russian (the 'derivaticnaliza-
tion' of the marked member of the plural / non-plural opposition) became most ac-
tive after the loss of the dual, i.e., with the reduction of the category : sub-
category ratio from 1:3 to 1:2; in this connection, one would welcome data con-
cerning the degree to which the number opposition has been lexicalized in Slovene,
where the dual persists... Within the verb system, form changes within the para-
digms of tense (Jitaet s Jital / budet 3itat', ratio 1:3) and person (&#itaju / 3i-
taed' / &itaet, ratio 1:3) are further removed from derivation than is the aspect
correlation (pro¥itat' / prodityvat', ratio 1:2). Obviously it is not only the
number, but also the type of categorial opposition that determines the grammatical
distance between forms (for example, correlative oppositions such as case, number,
person, tense are more highly grammaticalized than disjunctive oppositions such as
that of mood; a mechanical adding-up of categories can of course throw light on
but one aspect of the distinction between flexion and derivation.

10 Evaluative derivation is discussed in D. S. Worth, "The suffix -aga in Rus-
sian", Secando-Slaviea, X (1964), 192 ff. On expressive derivation, cf. E. Stan-
kiewicz, "Expressive derivation of substantives in contemporary Russian and Pol-
ish", Word, X (1954), 457 ff., and "Grammatical neutralization in Slavic expres-
sive forms", Word, XVII (1962), 128-14S.

11 ¢f. D. S. Worth, "The role of transformations in the definition of syntagmas
in Russian and other Slavic languages", American Contributions to the Fifth Inter-
national Congress of Slavists, 1: Lingutstic Contributions (The Hague, 1963), 378
£f.

12 1¢ is perhaps worthwhile repeating that the economy criterion must be subordi-
nated to criteria of accuracy and insightfulness (cf. Ameriecan Contributions ...,
I, 373, fn. 23); for an extended discussion of evaluation procedures in grammar,
see N. Chomsky, Aspects of the theory of syntar (Cambridge, Mass., 1965), 37 ff.

13 Mor (pho)phonemic transcriptions are given in curved brackets, phonemic tran-
scriptions in slants, and phonetic transcriptions in square brackets. Transliter-
ated Cyrillic forms are given in italics. The broad phonetic transcription uses
symbols from R. I. Avanesov, Fonetika sovremennogo russkogo literaturmogo jazyka
(Moscow, 1956), except for the reduced mid central vowel, which is here rendered
by [a). {#)} represents an alternating vowel/zero morphophoneme, and [#] its pho-
netically zero alternant.

14 this article will deal only with inflected words. On problems of uninflected
words in Russian cf.: B. O. Unbegaun, "Les substantifs indéclinables en russe",
Revue des &tudes slaves, XXIII (1947), 130-145; I. P. Muénik, "Neizmenjaemye su-
sCestvitel'nye, ix mesto v sisteme sklonenija i tendencii razvitija v sovremennom
russkom literaturnom jazyke", Rasvitie grammatiki i leksiki sovremennogo russkogo
Jjazyka (Moscow, 1964), 148-180; D. S. Worth, "On the stem/ending boundary in Slav
ic indeclinables", Zbornik za filologiju i lingvistiku (Novi Sad), IX (1967), l11-16

15  akademija Nauk SSSR, Grammatika russkogo jaayka, I, 134.
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18 In view of the meaning assigned to the symbol {#} in fn. 13 above, an explana-

tion of the 'zero ending' may be in order. The morphophoneme {#} representing the
nom. sing. masc. is necessary in order to explain the vowel/zero alternations in
preceding stems, e.g. skorbnyj / skorben < {skorb#n + #3j# / skorb#n + #} (the rules
which generate these alternations will resemble — for obvious reasons — those for
the vocalization of the jers in an earlier stage of Russian; for a discussion of
this and related problems in morphophonemics, cf. D. S. Worth, "On the morphopho-
nemics of derivation", preprint for the Phonologie-Tagung of the Association in-
ternationale de phonologie, Vienna, Aug.-Sept., 1966); {#} will normally + (@] in
substantives as well as short adjectives, but is vocalized in long adjectives as
(6] when stressed (molodoj) and [#] or [y] when unstressed (dobryj): dialectally,
this {#} is vocalized before the enclitic article, e.g. [démot] < {dom#é + t#} by
the same rules as apply to long adjectives.

17 The almost universal resistance encountered by attempts to up-date (usually,
to phonemicize) the alphabets of literary languages (cf. most recently the discus-
sion of 1964-65 in the USSR) may be due not simply to the uncooperative recalci-
trance of the linguistically unschooled population, but also to the fact that this
population has internalized a grammar utilizing items deeper than phonemic
strings, these items being (albeit inadequately) represented graphically in the
'‘archaic' and non-phonemic spelling system.

18 1n some cases the stem representations turn out to resemble earlier stages of
the language, although they are not selected with this purpose in mind (cf. Light-
ner, "On the phonology of the 0ld Church Slavonic conjugation®, 23 ff.). This co-
incidence, which apparently occasions pleasure in some circles, is of course no
coincidence at all, since today's morphophonemics are yesterday's phonetic change
{somewhat rearranged and regqularized by analogical change); there is nothing sur-
prising in the fact that an adequate description of phenomena in today's language
is in some way related to the causes of these phenomena. One can predict that if
generative phonology broadens its scope to include Slavic derivational morphology,
it will soon be dealing in items and rules oddly reminiscent of Indo-European
laryngeals and ablaut. - In other cases, the underlying stem representations of
generative phonology bear little similitude to anything at all. Thus we find that
the form underlying pi8G is ((p,is + 'a + o) + u) (Halle, "O pravilax ...", 120),
and that the imperfective verb obi34t’ is derived from its perfective partner obf-
det' by way of the underlying affixed imperfective stem o + = + b,id + e + O + ‘'aj
(tbid., 129). If the ‘o' of ((p,is + 'a + 0) + u) can still be understood as a
generalization of the thematic vowel, the '0O' of o + = + b,id + e + O + 'aj (0 =

a rounded vocalic archiphoneme, which does not need to be specified any further,
since the ensuing rules invariably eliminate it from the representation) corre-
sponds to no known reality of any Slavic language, now or ever; this 'O' appears
in the stem representation for a very simple reason: the rules for substitutive
softening in verb flexion (s + S§ etc. before a sequence of unrounded vowel +
rounded vowel) can't be made to work in aspect derivation without it. In other
words, this "O" is an exception to a rule (or a statement of the lack of signifi-
cant generality of a rule), masquerading as part of a stem. One may question the
utility of generalizations obtained at the price of such artifice. On this point,
cf. also the comments of E. Stankiewicz, "Slavic morphophonemics in its typologi-
cal and diachronic aspects”, Current trends in linguigtics, 111: Theoretical
foundationg (The Hague, 1966), S00 f.

19 por example, postconsonantal posttonic {3} + [j] or [i] (Avanesov, Fometika
..., 188), {délaj + om} - [d'élaibm] or [d'élaim] (ibid., 191), bez dela = [b'i€z-
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d*éls) or [b'iez'-d'éla), etc. (ibid., 179).

20 rphis example is of course valid for that variety of Russian which does not
distinguish between pretonic {e}l and {i}. An initial {e} would serve equally wﬂ
for the present tense, and would generate the participial [&] as well, but the
equivalent problem would then arise with the past tense [4].

21  The distinctive feature characteristics of Russian sounds are given accordin
to the matrix suggested by M. Halle, The Sound Patterm of Russian (The Hague,
1959), 45. This type of notation, which for more specific entities might appear
to be but a clumsy recoding of traditional symbols, is singularly appropriate fa
noting more abstract morphophonemic entities such as /&/ - /&/ after sharped con
sonant.

22 The + sharp / - sharp opposition is grammaticalized in several pairs of verh
of motion: vezti / vozit', nesti / nosit', bresti / brodit'; cf. also vertet' bu
vorotit' and stem-final palatalizations and depalatalizations such as provozit'
provoz, glubokij / glub'.

23  fThe best, although far from satisfactory general treatment of Russian deriva
tional morphology is N. M. Sanskij, OZerki po russkomu slovoobrazovaniju i lekst
kologii (Moscow, 1959). A few articles approaching derivational processes from
original viewpoints have appeared recently, e.g., N. A. Janko-Trinickaja, "Proce
sy vkljuCenija v leksike i slovoobrazovanii", Razvitie grammatiki i leksiki sovy
mennogo russkogo jazyka (Moscow, 1964), 18-35; E. A. Zemskaja, "Interfiksacija v
sovremennom russkom slovoobrazovanii®, ibid., 36-62.

24 g, sStankiewicz, "The interdependence of paradigmatic and derivational pat-
terns", p. 6.

25 N. M. Sanskij, O3erki po russkomu slovoobrazovaniju ..., 6.

26 The {#)} in this stem is required in order to generate the first of the two
possible plurals of this word, poberéZij and poberéZ'ev; cf. AN SSSR, Grammatikd
russkogo jazyka, 1, 159.

27 7o avoid misunderstandings, it should perhaps be specified that the ‘close-
ness' of one {(morphophonemic) stem to another (phonemic or phonetic) must be mei
sured in terms of the number and complexity of the rules necessary to generate 1{
latter from the former.

28 yowel / zero alternations in derivation are compared to those in flexion in [
Worth, "Vowel-zerc alternations in Russian derivation", IJSLP, XI (1968), 1ll-l6.

23 The inadequacies of a phonemic or quasi-phonemic stem representation are pai
ticularly evident in cases where apophony, liquid-diphthong developments, and
other historical processes combine to form root shapes with extremely wide pho-
netic variation. Anyone doubting this is invited to consider the two-dozen-odd
phonemic forms of the root YWERT 'turn' in modern Russian: /v'ir/ (vermut'},
/v'ér/ (vvermutyj), /v'ért/ (trubkovert, vertkij), /v'irt/ (vertljavyj), /v'irt!
(vertet'), /v'ért'y (vertel'), /v'érd/ (vwérdivat'), /v'ird/ (vyverdennyj), /va-
ra%/ (vvoradivat'), /vérat/ (vorot), /vardt/ (vodovorot), /varat/ (vorotnik),
/varat'/ (vorotit'), /vard®/ (zavarodat'), /vrat/ (vozvrat), /vrat'/ (vosvratit'
/vras&/ (vradat’), /6rt/ (obertyvat'sja), /aral/ (oboralivat'), /ardt/ (oborot)
/arét'/ (oborotit'), /aré&/ (oborodennyj), /rat/ (obratnyj), /rat' (obratit'),
/ra3®/ (obra3®at’) — and a careful search might uncover yet others. Naturally,
many of these forms result automatically from application of general morphopho-
nemic rules to an underlying form (t} -+ [@]) before {-nu}, {v} + [B] after {-b} ¢
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prefix boundary, etc.).

30 The author, together with A. S§. Kozak, is preparing such a word-family glos-
sary based on app. 110,000 Russian words, which have been put on magnetic tape,
segmented into morphs, and reordered on a largely etymological basis. The first
of a projected series of publications from this project (which is supported by

the U.S.A.F. Project RAND) will be a dictionary of word families entitled Rus-
sian derivational dietionary (New York, 1970).

31 Here we disagree with Stankiewicz, who feels that feminine is always to be
derived from the masculine in such pairs as makedbnec / makedbnka ("The interde-
pendence ... ", 9). Pairs like student / studentka, poet / poetessa do not at-
test that the order of derivation is always from unmarked masc. to marked fem.;
there is no more reason to take the form with a zero morph as derivational base
than there would be to take a gen. pl. in zero (e.g., [ruk@]) as the base form of
the plur., and to derive the nom. [ridk'i] therefrom.

32 g, stankiewicz, "The interdependence of paradigmatic and derivational pat-
terns”, 11 ff.

33 ¢f. footnote 1 above.

3% The symbol {P°} stands for zero affixation, and {@} for the so-called 'mas-

culine' paradigm.

35 {0j} represents the entire paradigm of endings, not simply the nom. sing.
masc. ending.

36 go-called prefixal-suffixal derivation is most conveniently treated as a con-
catenation of items, one of which is a discontinuous affix. We assume that
stress is assigned as part of the D-F rules (since stress of derivatives is de-
pendent on both the stress of the derivational base and the particular affixation
process), but the problem of the optimal method of assigning stress must be con-
sidered unsclved. A further problem, outside the scope of this article, but by
no means unimportant, lies in the specification (is it possible? if so, how?) of
the relation between bezbreZnyj and bez berega — a problem, that is, arising as
it were at the intersection of morphology and syntax.
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GRAMMATICAL FUNCTION AND RUSSIAN STRESS

Slavic linguistics in the United States has been marked by the continuation
and elaboration of the Prague School's functional approach to language phenomena.
This influence has been due in large measure to the teaching of Roman Jakobson,
and is evident in the writings of many of his students; for example, Stankiewicz
has recently insisted that predictive morphophonemic rules must specify not only
the phonological alternations of a language, but alsoc the interrelations and
grammatical functions of these alternations within the given linguistic system.1
Such insistence on the correlation of form and function, and particularly on the
hierarchical organization of linguistic categories and their formal expressions,
can at times shed new light on phonological alternations which might otherwise
appear unmotivated and capricious. This is true inter alia of accentual alterna-

tions in the Slavic languages.2

As an example, we shall look at a generally
neglected type of stress shift in the substantive declension of contemporary
standard Russian. This is the stress type sestrd, kol'ecd.3

The most frequent and productive type of stress shift in the Russian sub-
stantive is that distinguishing the plural stem from the singular stem, e.g. nds
nbsa ndsu etc. 'nose' vs. pl. nog§ nosdv nosém, dolgoth dolgot§ etc. ‘length' vs.
dolgbty dolgot dolgbtam, pble pélja 'field' vs. polja poléj poljam, and so forth.
That is, the singular stem as a whole is opposed to the plural stem as a whole,
the one being stressed and the other unstressed: sg. {nds-} {dolgot-} {pd1'-} vs.
pl. {nos-} {dolgdt-} {pol'-} etc. If we assume that the grammatically unmarked
singular stem forms are filed in the dictionary, with those stems which undergo
stress shift from singular to plural marked as such, then the correct plural stem
forms can be generated by the following alpha-switching rule:

(a stressed]) + [-a stressed] / _ {plur}

So {nés-} » {nos-}, {dolgot-} + {dolgdt-} etc."

Within either the singular or the plural stem, and occasionally within each
of them (but then independently of each other), a further accentual opposition is

possible: one and only one case form can be singled out by a stress shift and
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opposed thereby to all other case forms within the given stem. > Three such cage.
marking stress alternations are generally well known:

(1) The accusative singular of 24 declension feminines can be opposed tq
all other cases of the singular, e.g. rukd ruki etc. 'hand' vs. acc. riiky,
storond storonf etc. ‘'side' vs. stdronu.

(2) The nominative plural of masculines and of 2d and 34 declension fepi-
nines can be opposed to the oblique cases of the plural {acc. = nom. for inani-
mate substantives), e.g. gen. pl. volkdv. dat. volkim etc. 'wolves' vs. nom.
v6lki, svedéj sveddm etc. 'candles' vs. gvé3i, peBdj peZdm etc. 'stoves' vs.
pédi.®

(3) The so-called 'second locative' can be marked by a stress shift to the
ending in stem-stressed masculines (redundantly) and 3d declension feminines
(significantly), e.g. nd8 ndsa 'nose' vs. loc. na nosh, stép’' stépi ‘'steppe' ¥s.
v. stept.

Another and much less well-known type of case-marking stress shift is that
which forms the subject of this discussion: (4) THE GENITIVE PLURAL IS MARKED?
A STRESS SHIFT FROM STEM-INITIAL TO (PHONEMICALLY) STEM-FINAL POSITION in some
fifteen substantives, e.g. nom. pl. sésgtry, dat. géstram etc. 'sisters' vs. gebr
gestér, kdl'ea k6l'cam 'rings' vs. gen. kolée. In almost all substantives of t
stress type, the genitive shift within the plural is superimposed, in the senst
explained in fn. 4, on an already-shifted stressed stem; i.e. the dictionary
entries for 'sister' and 'ring' are {s'ost'#r-} and {kol'#c-}, which become -
{s'ést'#r-} and {kdl'#c-} by the abovementioned alpha-switching rule for plural!

.7 . . . . stress i
zation. Before trying to determine the morphophonemic location of the

o P . and
forms such as sestér and kolée, however, let us adduce the factual evidence
see how this class of words has been treated in the literature.

. . Lo nd
The genitive shift appears regularly in four 2d declension feminines a

three 1lst declension neuters:
ségtry, sdstram vs. gen. sestér 'sisters'
sém'i, sém'jam vs. gen. seméj ‘'families’
zémli, zémljam vs. gen. 2emél' 'lands'
bvey, dveam vs. gen. ovéc ‘sheep'’
kdl'ca, kb6l'eam vs. kolée 'rings'
kryl'ca, kryl'eam vs. krylée 'porches'

jéjea., jéjeam vs. jaie 'eggs'®
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Several other words belong to this pattern, but show variant stress alternations;
i.e., they have dual class membership. The 2d declension non-neuter sud'ja sud'i
‘judge' regularly has the plural sfd'i sudéj sfd'jam (like sém'i seméj sém'jam),
but also admits the pattern with fixed stem-initial stress throughout the plural:
8td'i sldej shd’'jam. Svin'ja ‘pig' usually patterns like sem'jd and sestrd
(svin’i svinéj svin'jam), but admits an aberrant dative svin’jam as well. The
three neuters gumd ‘barn', oknd ‘'window', and ruZ%'? 'rifle' are usually stem-
initially stressed throughout the plural (gloma gfwmen gfenmmam etc.), but are also
attested with the less frequent genitives gumén, okdén, ruZéj; that is, they fol-
low the pattern of kol'’cd only marginally. One of the pluralia tantum, xlépoty
‘worry, cares', appears to be settling into the sestrd pattern, although the
sources are not unanimous: the USakov dictionary (1940) and the first three
editions of OZegov's dictionary (1940, 1952, 1953) assign the pattern xldpoty,
gen. xlopdt, dat. etc. xrlopot@n — i.e. end-stress throughout the plural except for
the nominative (like pdzorony poxordn poxorondm 'funeral').? But the Academy
Grammar (1953), the orthographic dictionary of OZegov and Zapiro (1959), the four-
volume Academy dictionary replacing U3akov (AN SSSR 1961), and the authoritative
17-volume Academy dictionary (1964) — plus, most interestingly, the fourth edition
of the OZegov dictionary (1960) — all give xlbpoty xlopbt xlbpotam, exactly like
8éstry sestér sdstram, from which xldpoty then differs only in having a ‘'full’
rather than an inserted vowel under phonemic stress in the genitive plural.10 As
this development of xldpoty shows, the pattern of sestra, kol'cd is not entirely
unproductive. Finally, the suppletive plurals ljdi °‘people' (to Felovék
‘person') and déti ‘children' (to reb@nok 'child') show the same stress pattern as
sestra, kol'eé (ljadi ljudéj ljGdjam etc., déti detéj détjam etc.) except for the
abnormal end-stressed instrumentals ljud’'mi. det'mi; but since end-stress in the
latter is a redundant feature of the truncated instrumental ending {-m'i} (for
usual {-am'i}), these two words can also most efficiently be assigned to the class
of sestréd and kol 'cé.

Those grammars and special studies of Russian stress with which I am ac-
quainted either ignore the stress type sestr@., kol'cd altogether, or list some
words of this group as exceptions to other, more frequently occurring, types.
Thus, for example, the Academy Grammar gives the stem-final stress of kolée,
krylée, jaic and of zemel', ovéc, svinéj, seméj, sestdr, sudéj as exceptions; but

it also, inconsistently, lists sud'j& and sem’jd among those feminines which shift
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the stress 'from ending to stem in the nom.-acc. plur.’' (p. 169), i.e. (incor.
rectly) as 'having the same end-stress throughout the plural (except for the

nominative-accusative) as, say, Své&i sveléj svedim. Isalenko simplifies the
situation somewhat, doubtless for pedagogical purposes, in listing kryl'ed ang
Jajed together with ple®d 'shoulder' (pl. plé3i, gen. pléZ or pledéj, dat. ete
pled&m) as having 'mehrfacher Akzentwechsel im Plur.", and in placing oved,

svin'ja, sem'ja, and sestrd together with travd 'grass' in the group of substan
tives with fixed stem stress throughout the plural; similarly zemlja is given
together with ruk& and vodZ 'water' as taking stem-stress to mark the accusatiw
singular, but its plural is not mentioned.!!l Unbegaun notes the irregular /i/¢
jaile but does not mention the stress peculiarities of the type kol'ed at all.lt
Durovil gives ovée, sestdr, svindj, seméj, sudéj as exceptions to the type tmuf,

and zemél' — somewhat awkwardly — as an exception to the type zemljé.l3 ina

practically-oriented study by Zaliznjak (1963) one finds zemél’, ovée, svinéj,
seméj, sest&r, gumén, kolée, jaile, and xlopdt grouped together as exceptions to
the author's stress distribution rules (Zaliznjak is thus the only author to re¢
ognize the common accentual features of at least two-thirds of the words in this
class); but in the same author's theoretical study (1964) of Russian substanti®
stress, these words are not even mentioned, although as we shall see they are i
entirely devoid of theoretical interest.!* Garde's examination of Russian Stre¥

in terms of competing accentual 'forces' of morphemes is, like Zeliznjak's study:

. . . ¢
a stimulating theoretical essay, but unfortunately fails to deal with the class
words with which we are concerned here.l® Finally, Red'kin, in the chapter on
. . . ; gis
accentology of the prospectus for a new academic grammar in the Soviet Unioh:

. dly
cusses adjective and verb accentuation at some length, but for some reason hax

i . . post
mentions the stress patterns of Russian substantives.!® The same is true of

of Red'kin's other studies; only in his latest paper (1967) does this author
attempt to connect stress patterns with grammatical meanings, but without de

with problems relevant to our discussion. 17

¢
. . . ss P?
Even those few authors who, like Zaliznjak, recognize the unusual stré
rd - . . l'
tern of the type sestrd, kol'ed do not attempt to describe the 'exceptiord s
. . . . .o the
stress shift of this group in relation to other accentual alternations in

s OF”

sian substantive, nor do they take up the problem of the MORPHOPHONEMIC, 2 lf
. t¢ iS

posed to the phonemic, location of the stress in these forms. And yet 1F .
. jc oné

when one distinguishes morphophonemic accentual alternations from phonem:
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looking for grammatical significance (i.e. a correlation of phonological and
semantic entities) on the morphophonemic level alone, that some measure of
meaningful patterning can be discovered in phonological alternations such as those
of the Russian substantive declension. The phonemic surface can take one no fur-
ther than, e.g., Zaliznjak's statement that the stress in 8€stry -+ gsestdr moves
'one syllable to the right', or Durovi&'s that it moves 'to the inserted vowel'
(but then what about xlopdt, which has no inserted vowel?), or that of the Academy
Grammar that it moves to the final syllable of the stem (but then what of the END-
stressed detéj, ljudéj?). 1In the remainder of this paper, I shall try to show
that if these stress shifts are described by rules operating on the morphophonemic
level (i.e., if the rules describing such shifts are applied relatively early in
the grammar), an appreciable measure of generality can be obtained and the accen-
tual alternations can be seen — Trubetzkoy notwithstanding — as not at all ‘ganz
sinnlos'.!8

The type of systematic morphophonemic treatment of accentuation which has
been practised by Kury*owicz for more than three decades!? has, one regrets to
note, remained without effect on the bulk of studies dealing with Russian stress
(cf. the survey above). The one such attempt known to me, other than Kuryiowicz's
own studies, was made only in passing by Lunt and is unfortunately unsuccessful.
In a footnote to a survey of recent works on Balto-Slavic accentological prob-
lems,?0 Lunt follows Kuryiowicz in correctly distinguishing initial/desinential
stress shifts (e.g. nom. vodi, acc. védu; nom. sg. skovorodd ‘'frying pan', nom.
pl. Bkévorody) from the desinential/predesinential shifts that mark the singular-
plural opposition (e.g. vojnd vojn§ etc. ‘'war', pl. vdjny vdéjn véjnam; similarly
sirotd ‘orphan', pl. 8trdty (not *sfrotyl, and kolesd ‘'wheel', pl. koldsa [not
*kdlesal). This is an important insight of Kuryiowicz's, but Lunt extends this
principle overhastily to the class 8estrd, kol'ecH: ‘we ... even take care of the
"irregular” stress on the inserted vowels of gen. plur. koléec (v~ kol'ed "ring")
and zemléj [sic]) (~ zemljé "land”).2! nNow, one could of course 'take care' of the
stress of koléc, sestdr etc. in this way, but at what price? We would have to
classify as irregular all the now regular feminines and neuters in which the plu-
ral stress (shifted from the ending by the alpha-switching rule introduced above)
is fixed on the same syllable throughout the plural, NOT moving to the right in
the genitive (e.g., 8svena ‘'pine', pl. 8dsny, gen. 8b8en; vesnd 'springtime’,

véeny, vésen; metld ‘'broom', mdtly, métel; 3i8ld ‘number', 3{sla, Flasel; pis'md
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'letter', pig'ma, pisem; polotnd 'linen', poldtna, poldten; remeglé 'trade', re-

mésla, remégel, etc.); a special rule would be required to account for the shift
from *sogén to 8bsen, etc. In other words, Lunt's proposal, though motivated by
the best of intentions, is ineffective and must be rejected.22 The type gestrd,
kol'ed must be recognized as a small but independent stress group, which cannot
be identified completely with the type sosn&, &tglé (although it shares the
alpha-switching pluralization rule with the latter).

How, then, are we to characterize morphophonemically the forms like gesgtér,
koléc? Specifically, where is the stress shifted to in the genitive plural, in
relation to the stem/desinence boundary? If we bear in mind that a grammar con-
sists of ordered rules, and examine briefly the form-function correlations in
other, less difficult, accent shifts, we shall arrive at an unambiguous answer t
this question,

As was pointed out above, Russian stress oppositions do not consist of in-
dividual case-number forms opposed to each other, but of number stems opposed t¢
each other as wholes, and then of case oppositions within individual number
stems. The phonological point of departure, i.e. the stem form listed in the
dictionary, is the grammatically unmarked {(merkmallcs) singular stem, and the
rules of the type 'Stem + stem+ plural' with their attendant morphophonemics
{such as the alpha-switching rule discussed here) must precede those of the typdq
'Stem + stem+ nominative', ‘'Stem (plural) + stem (plural) +nominative', etc., witl
the latter's attendant morphophonemics (such as the rule [- stressed] -+
[+ stressed)/_ {nom}). Case-marking stress shifts, in other words, are the lows
est-level morphophonemic rules of Russian declension, and must be preceded by
the deeper-level number-formation rules.

The types of stress shift which can be utilized to convey grammatical in-
formation are subject to restraints which differ in the flexional and deriva-
tional systems, and it is in these differing restraints that we shall find the
clue needed to solve our problem. The Russian derivational system utilizes ac-
cent shifts within stems and within roots (in the synchronic sense of the latte:
term), e.g. béreg 'shore' -+ poberé%’'e 'coastline' ({béreg-} + {poberé&i#j-}), x5
lod '‘cold' + xolbdnyj ‘cold (adj.)' ({x8lod-} + {xo0l1&d#n-}), navgknut' 'become
accustomed' -+ n&vyk 'habit' ({naviknu-} + {ndvik-}), and also makes use of strei
across the stem-desinence boundary, e.g. brevmd ‘log' + brevéndatyj *made of

logs® ({brev#n-} + {brevén&at-}), béreg + dim. bereZbk 'little shore' or adj.
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beregovdj ({béreg-} + (bereZ#k-}, {beregov+4j}). The Russian flexional system,
' on the other hand, seldom uses stress shifts within the stem (inf. peredat’ 'to
; hand over', past masc. péredal) and never within the root. THE SUBSTANTIVE DE-
CLENSION UTILIZES ONLY STRESS SHIFTS ACROSS THE STEM-DESINENCE BCUNDARY. This is
true both of the sinqular/plural opposition ({nos-/nos-}, {sirot-/sirét-}, etc.)
and of all the case oppositions (golovd etc. ‘'head', acc. gblovu; volkém etc.,
nom. V6lki; stépi etc., loc., v stepf). All apparent exceptions to these rules
disappear when one examines the underlying morphophonemic forms: stdl gtold etc.
'table' turns out to have underlying morphophonemic fixed ending stress (i.e.,
{stol+@ stol+i} etc.), as does the plural of mésto ‘place', mest& mést mestém
etc. (= {mest+i mest+f mest+im)} etc.) Such forms have morphophonemically
stressed zero endings, and the phonemically stressed stems /stdl/, /m'ést/ re-
sult from lower-level phonetic rules that have nothing to do with grammatical
meaning.?3 Similarly, the apparent intra-stem shift of k&los 'ear of corn', pl.
kolbs'ja etc., is a redundant concomitant of the partially suppletive plural
morpheme {~#3}, and, as is well known to Slavists, plural formation is in many
respects closer to derivation than to flexion. In any case, suppletion is never
utilized for case formation.
We can therefore state unequivocally that case oppositions in Russian can be
l marked by only one type of accentual alternation: desinential/stem-initial. wWith-
| in the sinqular, the accusative of 2d declension feminines is marked by a left
shift (i.e., unstressed stems become stressed to mark accusative, e.g. {borod-}
-+ {bdrod-}), and within the plural the same shift marks the nominative of mascu-
line and feminine substantives (e.g. {volk-} =+ {vdlk-}, {sve&-} =+ {své&-}, {ped&-}
+ {pé%-}). The right shift (stressed stems becoming unstressed) is utilized
within the singular to mark the second locative (e.g. {ndés-} + {nos-}, {stéep'-} =+
{step'-}), and — to come to the group of words with which this paper is concerned
— within the plural, it is this same stress shift from stem-initial to desinen-
tial position which marks the genitive case in words of the type sestnrd, kol'cd.
The grammatically relevant stress shift in the type sestrd, kol'cd is described
by exactly the same rule [a stressed] + [-a stressedl/_ ..., as was needed to de-
scribe the number-marking shift and the three more generally known case-marking
shifts. On the morphophonemic level, therefore, the stress is shifted from the
stem in géstry séstram etc. to the zero ending of gegtér; i.e., the effect of the

alpha-switching rule is: {s'Gst'#r-} + (s'ost'#r+3}, {kSl'#c-} + {kol'#c+3},
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{x16pot-} + {xlopot+#}, etc. This, and only this, is a grammatically relevant
stress shift. Later on in the grammar, lower-level phonetic rules automatically
move the stress from any stressed {é} to the next left syllable (e.g. nom. {stol+
@)} 'table' -+ /stdl/, cf. gen. {stol+a} -+ /stalad/; past masc. {v'od+1+#} ‘led' -
/v'déY/, cf. fem. {v'od+l+a} + /v'ild/ etc.; this is a general rule of Russian
grammar, and need not be spelled out in detail here). Note, incidentally, that
when we describe the shift of gé€stry -+ sestdr as one from stem to ending, we
automatically cover the cases of déti + detéj and ljtdi + ljudéj, in which the
genitive has a 'real' rather than a zero ending (i.e. {dét'-} etc. + {det'+£j},
like {x16pot-} + {xlopot+f}); these two words would otherwise require special
treatment. We conclude, therefore, that the morphophonemic place of the stress
in the genitives sestdr, kolée, sudéj, xlopbt, etc. is on the zero ending, and
we note that the rule describing this stress shift is identical (but for differ-
ing morphological environments, of course) to that which describes all other
stress shifts (number-marking and case-marking) in the Russian substantive. By
ordering the rules of the grammar (specifically, by applying the rules for
number-stem formation before those for case formation), and by seeking gram-
matical significance only on the morphophonemic level, we effect a considerable
simplification and generalization of the phonological rules. That this approach
results not only in a more efficient, but also in a more insightful grammar, can
be shown by rephrasing the description in terms of marked and unmarked gram-
matical categories and in terms of Jakobson's theory of the general meanings of

cases?"; but this must be the subject of a later paper.
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FOOTNOTES
I E. Stankiewicz, "Slavic morphophonemics in its typological and diachronic
aspects", Current trends in linguistics, 3: Theoretical foundations, The Hague,
1966, p. 505; cf. the discussion by D. Worth in Current Anthropology., 9, 1968,
PP. 155-60.

2 G. Y. Shevelov, "Speaking of Russian stress", Word, 19, 1963, p. 67-81.

3 Italicized forms are transliterated from Cyrillic. Phonemic transcriptions

are enclosed in diagonals, morphophonemic transcriptions in curved brackets. The
hatchmark # represents a morphophoneme ranging over the values 'vowel' and ‘zero’',
the latter of which is represented by @. Only enough forms are cited from the
paradigms to allow unambiguous identification of stress types.

“  The specific syllable to which the stress shifts is entirely predictable:

number is marked only by shifts from stem (any syllable) to ending, or from end-
ing to predesinential stem syllable. Note that the number-marking rules must be
applied before resolution of {#} as a vowel or @; more on this below.

> This statement of course assumes that the accusative is derived from the nomi-
native or genitive, with which it is identical for inanimates and animates re-

spectively; i.e., the accusative is not counted as a phonologically independent
form.

& Note that this nominative-marking shift can occur with stems which have al-
ready marked the plural stem as a whole by a stress shift from stem to ending.
The dictionary form of the word for ‘wolf' is {volk-}, which becomes {volk-} by
the alpha-switching rule given above; within the plural, then, the nominative is
marked by moving the stress back again from ending to stem, i.e. by a rule

(- stressed] + [+ stressedl/_ {nom}, which, as will become clear, is only a spe-
cial case of the alpha-switching rule. In other words, the stress of nom. pl.
v6lki is only superficially identical to that of nom. sg. v5lk, gen. sg. vblka
etc.; morphophonemically, the stress of v5lki results from a double stress shift,
first from stem to ending to mark the plural, and then, within the latter, from
ending to stem to mark the nominative.

7 7o avoid misunderstandings, it should be emphasized that morphophonemic tran-

scriptions such as {s'ost'#r-} are only a convenient shorthand for distinctive-
feature matrices.

8 fThe underlying form is {jaj#c-):; when preceded by {j)} in a few exceptional
cases, {#} becomes /i/ when vocalized.

% D. N. UBakov et al., Tolkovyj slovar' russkogo jazyka, 4 vv., Moscow, 1935-40;
S. 1. OZegov, Slovar' rusekogo jasyka, Moscow, 1949, 1952%, 19533,

'0 AN ssSR, Grammatika russkogo jazyka, !, Fonetika, morfologija, Moscow, 1953,
§276; S. 1. OZegov and A. B. Sapiro, Orfografideskij slovar' russkogo jaayka,
Moscow, 1959"; AN SSSR, Slovar' russkogo jazyka, 4 vv., Moscow, 1961; AN SSSR,
Slovar' sovremennogo russkogo literaturmogo jasyka, 17 vv., Moscow, 1965; S. I.
OZegov, Op. cit., 1960".

IT A. v. Isa%enko, Die russische Sprache der Gegenwart. Teil I: Formenlehre,
Halle (Saale), 1962, p. 1lll.

12 5. 0. Unbegaun, Russian grammar, Oxford, 1957, p. 6l.
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I4 a. A. zaliznjak, "Udarenie v sovremennom russkom slovoizmenenii", Russkij ja-
zyk v nacional 'noj 8kole, 1963, No. 2, p. 7-23; —, "'Uslovnoe udarenie' v rus-
skom slovoizmenenii", Voprosy jaszykoznanija, 1964, No. 1, p. 14-29,

15 p, Garde, "Pour une théorie de 1'accentuation russe", Slavia, 34, 1965, p-
529-59.

16 v. A. Red'kin, "Akcentologija", Osnovy postroenija grammatiki sovremennogo
rusgskogo literaturmogo jazyka, Moscow, 1966, p. 19-49.

17 y. a. Red'kin, "Sistema udarenija suffiksal'nyx polnyx prilagatel'nyx v sovre-
mennom russkom jazyke", U¥enye zapiski Instituta slavjanovedenija AN SSSR, 23,
1962, p. 204-11; ——, "K udareniju imen prilagatel'nyx s suffiksom -n-", Slavjan-
skaja filologija, 5, 1963, p. 69-84; ., "K akcentologifeskomu zakonu Xartmana",
Kratkie soobB¥enija Instituta slavjanovedenija, 41, 1964, p. 55-69; ——, "0 po-
njatii produktivnosti v akcentologii", Russkij jazyk v nactomal 'noj 8kole, 1965,
No. 2, p. 6-12; ——, "0 variantnosti akcentnyx edinic v formax sklonenija rus-
skogo jazyka", Ceskoslovenskd rusistika, 12, 1967, p. 94-9.

18 N. 5. Trubetzkoy, Das morphonologische System der russischen Sprache (= TCLP
5, 2), Prague, 1934, p. 34.

19 Cf. for example J. Kuryrowicz, "Struktura morfemu", Biuletyn Polskiego
Towarazystwa Jgzykoznawczego, 7, 1938, p. 10-28; -——, "Sistema russkogo udareni-
ja", Naukovi zapysky L'vivs'koho derZfavmoho universitetu, 3 (Serija filolohilna,
2), 1946, p. 75-84.

20 Horace G. Lunt, "On the study of Slavonic accentuation", Word, 19, 1963, p.
82-99.

2l punt, 96-7. Zemléj is an unfortunate oversight: the genitive plural of zemlja
can only be zemél'; and even if it were *zemlej, the ¢ would of course not be
'inserted' but part of the ending {-ej}. The morphophonemic shape of zemél' is
{zem'#1'+3}, and that of Lunt's *zeml&j would be {zeml'+8j}.

22 runt's second example of initial/desinential vs. predesinential/desinential
stress shifts (p. 97) is hard to follow: 'the past forms dil ~ dalga "gave (m. ~
f.)" represent INITIAL-SYLLABLE STRESS ~ DESINENTIAL, cf. péredal ™~ peredal&
"handed over". But the non-prefixed verb and such prefixed forms as pddal, pri-
dal ~ podal&, pridald "gave, added” can also be looked on as containing PREDESI-
NENTIAL ~ DESINENTIAL STRESS, and this interpretation gives rise to the substan-
dard form perédal. How pbdal, prfdal can be said to have predesinential stress
escapes me, and it is equally mysterious why predesinential stress should give
rise to the NON-predesinential perédal. Perhaps 'predesinential' is an oversight
for pre-predesinential: this would account for péredal =+ perédal under the influ-
ence of pbdal, pridal, but it is still hard to see what kind of morphophonemic
gymnastics could attribute pre-predesinential stress to dal.

23 Note that the morphophonemic end-stress of /m'ést/ = {mest+$} is confirmed by
the substandard /m'istdf/ = {mest+év}, evidencing the same parallelism as in
{det*+&3}, {xlopotH#}, discussed at the end of this paper.

24 R. 0. Jakobson, "Beitrag zur allgemeinen Kasuslehre: Gesamtbedeutungen der
russischen Kasus", TCLP, 6, 1936, p. 240-88; ——, "Morfologileskie nabljudenija
nad slavjanskim skloneniem (sostav russkix padeZnyx form)", American contribu-
tions to the Fourth Intermational Congress of Slavists,'s-Gravenhage, 1958,p.127-56.
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VOWEL ~ ZERO ALTERNATIONS IN RUSSIAN DERIVATION

Languages which join an elaborate flexiocnal apparatus to a complicated
system of word-formation — as is the case in the majority of Slavic languages -
can be described only with the aid of a complex set of morphophonemic entities.
These entities are of two basic types: items (stems, affixes, boundaries) and
processes (rules for concatenating items and for describing the phonetic conse-
quences of such concatenation). The exact border between these two types of
entity is by no means clear: certain kinds of information can be included in
either the item or the process part of the morphological description (e.g., the
palatalization of paired consonants before {e} can be included in the descrip-
tion of Russian stems, or can be left to the morphophonemic ruies of the flex-
ional system). This is not the place to discuss the appropriate balance betwe¢
the specificity of the information contained in the item description versus th:
of the process rules (complexity in one part of the morphological description
standing in inverse proportion to that in the other part). Rather, we shall
examine in some detail one specific morphophonemic entity of contemporary stan-
dard Russian (CSR), namely the alternating vowel A zero morphophoneme, and at-~
tempt to point out some of the differences in the behavior of this entity in
the flexional and the derivational systems respectively. The present paper is

intended to be suggestive rather than exhaustive.

1. Formal Conventions. Throughout this paper, morphophonemic¢ transcriptions ai
given in curved brackets {}, phonemic transcriptions in slants //, and phonetic
transcriptions in square brackets []. Phonemic transcription is used without
regard to the question of whether a separate phonemic level exists, as a convel
ient device for indicating more phonetic detail than can be shown in the morph¢
phonemic transcription, but where full phonetic specification would be irrele-
vant to the point under discussion. The phonetic transcription used here is
that of R. 1. Avanesov,2 with the exception of the reduced mid central vowel,
rendered here by (8]). The morphophonemic transcription is moderately but not

optinally "broad"”; on the other hand, it is broad in not marking the predictab:
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palatalization of paired consonants before {e}l or the stress-conditiocned reduc-
tions of non-diffuse vowels, but on the other hand it uses only the relatively
“"narrow” alphabetic system, which cannot represent such generalized morphopho-
nemes as the alternating {e~ o} in identical environments (cf. B&J, BE&muUMA)
as a single entity - such representation being possible only with a distinctive
feature notation (+ vocalic, - consonantal, - diffuse, - compact). 1In other
words, the morphophonemic transcription used in this paper is a compromise be-
tween accuracy and readability; however, the simplifications involved are not
relevant to the problems with which the paper is concerned.

The following symbols are used in this paper: {#} is an alternating vowel
~ zero morphophoneme as in NDeHb, gen. IOHA, stem {d'#n'} or oxkud, gen. pl.
OkoH, stem {ok#n}. [g] is the phonetically (and /¢/ the phonemically) zero
alternant of morphophonemic {#}, there where it is necessary for clarity's sake
to mark this zero alternant explicitly:; otherwise, phonemic and phonetic zero
are shown by the absence of a symbol (the gen. sing. of NeHb thus appearing as
/d'¢n'a/, [d'é#n'a) or simply [d'n*'al). {a} and {@) are morphophonemic symbols
not in general use; they are introduced in this paper to render the alternating
vowel n zero morphophoneme of the derivation system ({%}), as distinguished from
the flexional {#}, with {@#)} representing the zero flexional-level alternant of
derivational {%}, as in derivational {IG%R} from which are generated the flex-
ional stems {ig@r} of Hrpa, gen. pl. HUIP 'game' and {igér+#k} of the diminu-
tive uropxa, gen. pl. urdépok; 1like [(g], {@} is used only where clarity re-
quires explicitness (elsewhere, this symbol is simply omitted, e.g. {igr}).
Stems in the derivational system are given capital letters, those of the flex-
ional system in lower-case letters. The boundary between stem and affix is
marked by a plus +, that between stem (simple or complex) and ending by the
hyphen -. The tilde ~ means 'alternating with'. The arrow -+ indicates that the
entity to the right thereof is generated from that to the left; arrows with
superscripts R and E indicate that the rules of generation belong to the deriva-
tional and flexional systems respectively — e.g., {BSREG} R {béreg} L3 (b'ér’'bk]
in the nom. sing. of G6éper ‘bank'. Stress will be marked on non-monosyllables
as a matter of convenience, but the stress markings have no systematic import.

Further conventions will be introduced and explained as required below.

2. Theoretical Framework. There is no need here to recapitulate the views of

many scholars who have discussed the interrelations of the derivational and
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flexional systems.3 Instead, we shall summarize the theoretical framework, dis
cussed in more detail elsewhere,“ which serves as background for the remarks
made in this paper. This theoretical framework itself has been advanced only
tentatively, as a basis for discussion, and may well stand in need of revision:
however, such revision is unlikely to affect the description of the vowel * zer
morphophonemes with which this paper is concerned.

The morphological system of Russian consists of two hierarchically ordered
subsystems, derivational and flexional. Derivation is anterior (in the syn-
chronic sense) to flexion, since the stems of the flexional system are to a
large extent the result of items and processes on the derivational level. The

output of the derivatiocnal system serves as the input to the flexional system:

DERIVATIONAL (% FLEXIONAL F PHONETIC
SYSTEM SYSTEM REPRESENTATION

Since the entities of the flexional system are generated by concatenating

items of the derivational system (stems, affixes) with concomitant morphopho-
nemic change (truncation, substitutive softening, interfixation, etc.), it is
clear that the "stems” of the two systems differ considerably, e.g. the flex-
ional stem {bereg}, which serves to generate all the paradigmatic forms of the
word ©Oéper, (b'ér'vkl, [b'ér'bgsal, ..., [b'br'i®gil etc., cannot serve to
generate the derived words Ge36peéxHuLfl, NPUOPEXHLHA etc. We assume as a
postulate, therefore, that every word has a derivational (D-) stem, adequate tc
generate both the word's flexional stem and the derivational and flexional sten
of all words derived from the given word. The morphophonemic rules of the flex
ional system (i.e.,, morphophonemics in the usual sense) serve to generate pho-
netic representations out of flexional (F-) stems. The morphophonemic rules of
the derivational system, which are almost totally uninvestigated, serve two
functions: they generate flexional stems out of derivational stems, and they
generate derived (secondary) derivational stems out of their primary bases (Rus
sian MNpPOH3BOOAIAA OCHOBA) . In somewhat simplified form, this theoretical

framework can be schematized as:

D _F_ |phonetic
{D STgM} {F-stem} representation|
Derived| F_ |phonetic

DERIVED‘ D
—i
lD-STEM

F-stem representation
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The D-stem of a word, as is clear from this schema, stands in a predictive rela-
tion both to its own F-stem (and ultimately to the latter's phonetic representa-
tion), and to the D-stems, F-stems and phonetic representations of all second-
ary, tertiary etc. derivatives of the given word as well.

Against this background, it is clear that the flexional rules will have to
generate either a full vowel (symbolized here by [v], without for the moment
considering exactly which full vowels occur in which environments) or no vowel

({#]) out of the flexional morphophoneme {#}, i.e.

{v]
&1

vy =
(without specifying the environments in which the one and the other choice must
be made: cf. below). It is equally clear, moreover, that the flexional morpho-
phoneme {#} itself must be generated by a rule of the derivational system out of
some entity of the derivational stem, namely out of the derivational vowel v zero
morphophoneme {%}. Flexional {#}, however, is but one of the three possible
flexional morphophonemes resulting from derivational {%}, the other two being a
full vowel (symbolized here by {V}, again without considering exactly which full
vowel obtains in which environments), e.g. {IG¥R} + {IGOR+} + {igdr+#k}, and the
absence of any vowel morphophoneme, namely {@}, e.g. {B3REG} + {+BPREG+} + {bez+
bré%¥+#n-}.°% This subset of the D-rules will thus have the form (again without

specifying environments):

{v}

D
{8} — (o}
{#}

with these general considerations in mind, we can examine flexional {#} and de-

rivational {%} in more detail, in sections 3. and 4. respectively.

3. The Vowel ~ Zero Morphophoneme in Flexion: {¥}. Although the facts concern-
ing the distribution and various phonetic realizations of the vowel Vv zero mor-
phophoneme in the flexional system of CSR are generally well known, a brief re-
capitulation may not be out of place here.® sStems differ from endings,

both in the specific vowels which alternate with [($] and in the environments
which condition the choice of [#$] or [vl. Nominal stems generally show /&/,
/é&/ or their unstressed reductions (COH, gen. CHa ‘'sleep'; OE€Hb, gen.

OHA ‘'day')., verb stems these same two vowels (Xeyb, past tense masc.
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XEr, lst pers. sing. pres. Xry ‘'burn') plus /i/ in aspect formation (TOIXKH-
raTe imperfective 'set fire to'); endings have principally /i/ in verbs (in-
finitives, HeCTH ‘carry', cf. npoqéC'rb *read through'; imperatives, Heci !
‘carry!', cf. cAangep! 'sit down!') but /o/, /u/, /a/ {all rare) in substantive
endings (fem. instr. sing. BOOOA ~ BONOW 'water', HOUBLI ‘'night'; instr.
plur. BOOaMM but fowanbMil 'horses'). The choice of full vowel or zero is de-
termined partially phonetically, partially by paradigm class or stylistically in
endings, but is conditioned almost exclusively by the phonetic environment in
the case of stems: segments containing {#} reduce it to [(#) before segments the
first or second item of which is a full vowel, but vocalize this {#} to a full
vowel in all other positions, i.e. before two consonants (nonoﬁpé‘rb, pres.
nondepy etc. 'pick up'), consonant plus {#} (infinitive Xxeuypb ‘'burn' =
{Z#g-t'#} » Zog-t' -+ [Z&C]; past tense {Z#g-1l#} -+ Zog-1 + [(26kx1), (#} plus con-
sonant (plural HOOHBLR etc. of HHO 'bottom' = {d#n+#j-} + ddn+j-; instr. sing.
noxbio ‘lie' = (1#Z-fju} + 182-ju + [18Z4ul), or {(#} alone ({d'#n'-#) + [a%n' 1)
It must be emphasized that the occurrence of vowel Vv zero alternations is
not automatic, that is, not predictable from the environment in which a stem oc-
curs (the realization of the vowel " zero morphophoneme as [v] or [#), on the
other hand, is predictable), although the occurrence of {#} is more nearly pre-
dictable in some form classes than in others. In masculine substantives the
occurrence of {#} is largely unpredictable: C'rpenél(, C‘rpe.m(é 'gunner’
({strel#k-}) vs. Hrpdk, Urpokad ‘'gambler' ({igrok-}), both animate; nnaTox,
nnaTka ‘'kerchief' ({plat#k-}) vs. yenudx, 4YenHoka ‘'canoce' ({Solnok-}), bott
inanimate; Kawenb, Kawna ‘'cough' ({k43#l'-}) vs. ckOGens, cxOGensa 'spoke-
shave' ({skdbel'-}); pemMéHb, peMHA 'strap' ({rem'#n’'-}) vs. AYMEHDbL, AUYMEHF
'barley' ({ja¥men'-}); cosioB&R, COnOBBA 'nightingale' ({solov'#j-}) vs. ny-
panéf, nypanés ‘'nincompoop' ({duraléj-}); Ha&dm, HaAma ‘hiring' ({naj{tm-})
vs. no&Mm, no&ma 'meadow flooded in Spring' ({pojdm-}). The appearance of the
"mobile vowel"” — i.e., the existence of morphophonemic {#} — is more nearly pre-
dictable in the gen. pl. of feminines and neuters, but not entirely so: Gém-la,
gen. pl. 66eH ‘slaughterhouse’ ({bdj#n'-}) vs. o66AMa, O66AM ‘cartridge
clip' ({obdjm-1}); ToppM&, TiOpeM 'prison' ({t'ur‘*#m-}) vs. nédnoMma, né&nom
‘palmtree’ ({p4l°'m-)); x¥xna, k¥xon 'doll’ ({kdk#l-}) vs. Hrna, Hrn ‘needle’
({igl-}); cynp6a, cyné6 'fate' ({sud'#b-}) vs. npdcbba, npdcu6 'request’
({pré6z'b-}): AmpO, Anep ‘kernel' ({jad'#r-}) vs. (plural only) Hémpa, H&DOp
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'womb, bosom' ({nédr-}). 1In the short form masc. of adjectives, the appearance
of a mobile vowel is largely but still not entirely predictable: 6LCTPHA,
6EacTp ({bistr-}) vs. OcTpufl, OCTEp (and OHcCTpP) 'sharp' ({ést'#r-}); nomnLn
némn 'vile' ({pddl-}) vs.cBéTnuit, cBé&Ten 'light, clear' ({svét'#l-}). Since
the existence of morphophonemic {#} can in many cases not be predicted from its
environment (e.g., the /6/ of CTpen6K cannot be explained by the impossibility
of a terminal cluster /lk/, cf. nosk, wénk, etc.), internal consistency re-
quires that it be stated explicitly as part of the morphophonemic transcription

of every stem and ending in which it occurs.

4. The Vowel Zero Morphophoneme in Derivation. Whereas the vowel " zero alter-
nations in Russian flexion are fairly straightforward and systematic, at least
in stems, those of Russian derivation are somewhat more complicated. An exami-
nation of word-families in terms of the vowel A zero alternations occurring
therein brings to light two principal classes of alternation:

(1) there are words-in which the vowel " zero alternation of the flexional
stem of the base is eliminated in the derivational process, {#} being replaced
either by a full vowel (type 69¥snKa, gen. pi. 6¢Ynoxk ‘bun', diminutive 6¥nouxa)
or by zero (type Nn€H, nbHa *flax', derived adjective nbHOBLA 'flaxen'), i.e.
in which we have the derivational alternations {#} ~ {Vv} and {#} ~ (@]} respec-
tively;

{2) in other word-families, there are no vowel " zero alternations on the
flexional level, but such alternations appear when one flexional stem is com-
pared to another, a full vowel of the base corresponding to a zero in the de-
rived form (type MéGenb, MéGenu ‘furniture', MeGJNMPOBATL ‘to furnish') or
vice versa (type HrpPa, gen. pl. Hrp ‘game‘, diminutive urépka), i.e. in
which one has the derivational alternation {v} ~ {8} ({g} ~ {v}).

We shall examine these two classes of alternation in 4.1 and 4.2 below.

4.1. {(#) ~ (V) and {#} ~ (@} Altemations in Derivation. The rules for vocali-
D D ,

zation ({#) = {V}) and elimination ({#} + {@}) of (#) in derivational bases are

generally similar to those governing the behavior of {#} in flexion, but there

are certain striking differences.

4.1.1. Altermations before congonantsg. Stems containing {#} vocalize it to a
full vowel before suffixes beginning with a consonant (i.e., a [- vocalic, +

rd - D -
consonantall segment): 6ardp, gen. Sarpa ({bag#r-}) 'hook, gaff' + Oaropumk
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{{bagors&ik-}) ‘'fisherman etc. using a gaff', ndmka, gen. pl. ndnox ({16d#k-})
D » - - -
‘boat' + nOAOYHHUK ({1lodo3n’ik-}) 'boatsman', KOB&p, kKoBpa ({kov'#r-}) ‘'car-
D
pet' + KOBEPUYHK ({kov'OrZik-}) 'little carpet', etc. There do not appear to be

any exceptions to this rule.

4.1.2. Altermations before full vowels. Less stable is the behavior of {#} be-
fore derivatiocnal suffixes beginning with a full vowel (i.e., a [+ wvocalic, -

consonantall segment). Ordinarily, derivational stems containing {#} eliminate
it before vocalic suffixes, but there are a number of exceptions to this general

rule. A look at several typical suffixes makes this clear.

The suffix {+ast(ij)}. One finds the expected elimination of {#} in ¥ron, gen.
yrna ({ug#l-}) 'corner, angle’ 4 yrnidcTtui ({ugldst-}) 'angular', BHUXOp,
Buxpa ({v'ix#r-}) 'cowlick' 2 BUXpacTHR ({v'ixrdst-}) 'with a cowlick', etc.,
but a seemingly unmotivated vocalization of {#} in no6, n6a ({1#b-}) 'forehead’
R NnoBAcTuR ({lobast-}) 'with a prominent forehead' and kb6penb, KOpPHA
({(kdr*#n*-}) ‘root’ 3 KOpeHACcTHR ({kor'endst-}) ‘thickset, stumpy' (on the

reasons for such anomalies, cf. below).

The suffix {+tk}. Derivational stems which contain a full vowel in the first
syllable and a {#} in the second, eliminate the {#} as would be expected in deri-
vation before the (dimin.) vocalic suffix {-ik-}: x03&n, gen. k03na ((koz'#l-))
‘goat’ 2 k63nuK ({kd6zl1l'ik~-}) 'small goat', and similarly opé&n, opnd ‘eagle’ 2
dpnuk, océn, ocni 'donkey’ 2 6cnuk, xoxbn, xoxna ‘cowlick’ 2 XOXNHUK,
yexbn, yexna ‘case’ Eqéxnuk, KOB&pP, KOBpPA ‘'carpet’ gKéBpHK, noMOTh,
NIOMTA 'round (of bread)’ E NOMTHK *slice'. However, derivational stems which
contain no full vowel, but only {#} ("non-syllabic stems" in Jakobson's terminol-
ogy).’ vocalize this {#)} even before the vocalic suffix {-ik-}: no6, né6a 'fore-
head* 2 nb6HK; poB, pBa ‘'ditch’ 2 pOBHK; n#c, nca ‘'dog’ 5 nécHk; por,

D .
pTa 'mouth' + pPOTHK.

The suffix {+ist(ij)}. The adjective-forming suffix {-ist-} is more regular in
its effect on the {#} of derivational bases than the diminutive (-ik-}.

The great bulk of derivational bases containing {#} eliminate it before
{-ist-}: cTéGenb, cTé6NA ‘stem’ 8 cre6niicTun 'many-stemmed'; kOpeHnb, KOpHS
‘root® 3 KOPHRCTHR; KOroTh, KOrTa ‘claw’ 3 korTicTuA; W6roTh, WOCTA
‘nail’' 3 HOPTACTHR; Py4Yén, pyubh ({rud#j-}) *stream’ 2 PYYBHCTHA

{({ruXjfst-}). Derivational bases containing only {#} do not vocalize it before
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* D rd D -
{-ist-}: n&no, nbna 'ice' + NBLAOAACTHA; NEHb, NHA ‘stump' =+ MNHHCTHA; MOX,
D - -
Mxa (and MOxa) 'moss' > MUMCTHA. Only KaMeHbL, KAMHA 'stone' and cTYOeHs,
CTYHeHA 'galantine’ vocalize the {#} of their stems before this suffix, giving

KaMeHMCTHA and CTYQEHHCTHHA.

The suffixes { + 13#k-}, {+ y8#k-}. Standard grammars, such as that of the Soviet
Academy, list two suffixes in /isSk/, a diminutive -y¥ko and a scornful, ironic
~-tBka (from feminines and animate masculines) ~ -i¥ko (from neuters and inani-
maté masculines). These gsuffixes would require a separate study, since the
existing descriptions do not give an adequate picture of either their formal or
their semantic features (e.g., stem-final consonants of the derivational bases
are sometimes softened, sometimes not: POT, pTa ({r#t-}) 'mouth' gives the
diminutive pOTHWKO, but NOH, nHa ({d#n-}) ‘'bottom' has the diminutive OOHHMI-
KO). Most of the -a declension derivatives show {#} 3 {p}, e.g. 3emna, gen.
pl. 3eMénp ({zem'#1'-}) 'earth' 2 semnimka (pejorative) , Napens, NapHA
({par*#n'-}) 'lad’ L nabm’um(a, cTaTbfA, gen. pl. crtaTtéf ({stat'#j-}) ‘arti-
cle' 4 crarsimxa ({stat'jiZ#k-}); cynb64, gen. pl. cynéo6 ({sud'#b-}) 'fate’ 3
cynb6iuKa ; only the "non-syllabic" nen, nsbna ({1*#d-}) 'ice' vocalizes {#} in
Nempanka ‘piece of ice'., The -0 declension derivatives are less consistent: {#}
is eliminated in the cases of NMHCbMO, gen. pl. nficem ({p'is'#m-}) 'letter’ 2
nUCcbMHWKO, cennd, c8pen ({s'od'#l-}) ‘'saddle’ 4 cdn/mauko, and the non-
syllabic 506, nGa ({1#b-}) *forehead’ 2 Nn6HWKO, but vocalized in poT, pTa
({r#t-}) ‘mouth’ 2 pPOTHWKO, R[OH, AHA ({d#n-}) 'bottom’ 2 ROHEWKO, and CYOHO,
gen. pl. cynOB 'boat' (with suppletive loss of {-#n-}, but cf. c¥mHO, gen. pl.
cyneH 'bedpan', obliging one to posit {sud'#n}) 4 CYOEHHIKO, pejorative and
diminutive 'boat'; finally, CTeknd, gen. pl. cT8kON ({st'ok#l-}) ‘glass' has
both CT8KHKO and CTEKOMHIKO, the former having the meaning both of a di-
minutive of 'glass' and of ‘'piece of glass', the latter being rather dialectal

and an affectionate diminutive.

The suffix {+ov(85)}, {+ 6v(ij)}. The adjective-forming suffix {-ov-} causes
the {#} of derivational bases to be eliminated everywhere where the base contains
a full vowel in addition to {#}, e.q. OrdHb, OLHA 'fire' 3 OrHesdA, KOpeHs,
kOpHA ‘'root’ Rxopuenén, ¢ron, yrna ‘corner’ 2 yrnoBdfi, xorén, korna
'cauldron’ 2 KOTH&BHH, KOBEp, KOBpé 'carpet’ 2 KOBpénuﬁ. Morphophonemic

{#} of the base is also eliminated in a few non-syllabic bases (n&H, nbHa 'flax’'
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2 NbHOBHA, ndc, nca ‘dog’ E ncOBuA) , but is more frequently vocalized, as
in no6, n6a ‘'forehead' -[')' no6oedin ‘frontal’, Jléll. npna ‘ice' E nenonéﬂ
(and nenéaun), pPOoT, pTa '‘mouth’ 2 pOToaéﬂ, MOX, Mxa {(and Méxa)'mo&? 2
MOXOBOH .

The erratic behavior of {#} is apparent from the sampling of suffixes just
adduced. In some cases, of course, the historical causes of the appearance of
{v} where we would expect {@} from {#} are clear: an original full vowel of the
stem has been supplanted by the alternating vowel " zero morphophoneme {#}: Ka-
MeHb, KAMHA is an innovation from an older -n-stem (cf. OCS kamy., gen. kamene),
and one can assume that KAMEeHACTHR was formed before {e} > {#}; similarly, KO-
DEHACTHA was presumably formed before the full vowel (cf. OCS korenb, gen.
korene) had become {#} in kOpeHb, kOpHA. It is tempting to assume that nend-
BHR {(nenoBOR), NenAHOA, and Jsénmmka were formed before 0Old Russian Jieddb,
Jleny had become Jnen, Jabla but nbnﬁﬂa (NpONHKA) and JNbOACTHA after
this change; however, without a detailed historical study of derivation, such
speculation about relative chronology can have no more scientific value than that
about "morphological analogy® or "leveling™, the results of which appear eqgually
capricious (Russian wBel,, wBeuna, Ukrainian wBeu, weBus, Polish szewe,
8zewcda, etc.)., In any case, such explanations cannot account for forms like
MOoxoBOA from Mox, mxa (mbOxa) < MbX® and poTOBOA from poT, pTra <
pbTb, and even if — as is unlikely — such a neat historical explanation turned
out to cover all the above cases, there is no apparent way to convert this histo-
rical knowledge into a morphophonemic description of the modern language. We are
left, then, with such anomalous pairs as pOTﬁuIKO and J16i’{ml<o, NIOBGACTHA and
YrnACTHA, CTYOEHACTHR and CTEGNACTHA, NeONOBHA and NLHOBHA, etc.

The only generalization (concerning the vocalization vs. elimination of {#}
in derivation) permitted by the facts so far is that there is a tendency to vo-
calize non-syllabic bases (i.e., to avoid the non-syllabic form of stems contain-
ing {#}) in derivation. This tendency becomes a law only before the suffix
{-ik}, which requires that the stress fall on the pre-suffixal syllable, whence
no6uk, nécuk, pésax, pOTHK; otherwise, variation is the rule, cf. NOGACTHA
but N6AWKO, KOPEHACTHA but KOPHACTHA, Nen®GBHA and Jsenfiuka but NbAfHA
and JIbOACTHIA, etc., Whereas we saw in 4.1.1. that {#} invariably becomes {v}
before a consonantal suffix, 4.1.2. has now shown us that {#} does not always be-

come {@) before a vocalic suffix. In 4.1.3., we shall see what happens to {#}
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before suffixes beginning with a segment which is neither consonantal nor vocalic,

namely {#}.

4.1.3. Altermations before {#}. Stems containing {#} as penultimate segment in-
variably vocalize this {#} to a full vowel before suffix-initial (#}. Such se-
quences of two vowel v zero morphophonemes occur occasionally in the formation of
adjectives in {#n} and frequently in the formation of diminutives in {#k} (mas-
culines in —-OK and feminines in =-ka). Examples of adjectives: 3ak¥cka
({zakiis#k-}) 'appetizer' + 3aKYCOYHHA ({zakdsoZ#n-}),% y66pka ({ubSr#k-})
'harvesting' + yO6OpouHHA ({ubdrol#n-}), nuTé ({1'it#j-}) ‘'casting®' + nuTen-
HO ({1'itéj#n-}), cempi ({sem#j-}) *'family' + ceménuun ({seméj#n-}), etc.
Incidentally, in the last two examples it is clear that contrary to the Academy
grammar (I, p. 344), there is nothing unusual about the formation of adjectives
in -n- from jot-stem substantives; preterminal {#] is vocalized as in the case of
all other sequences of {#} in successive syllables. Examples of diminutive sub-
stantives: KycoOk ({kushk-}) ‘piece' + kycOuex ({kusé&#k}), ¥ron ({ig#1-}
‘corner' + yrondx ({ugol#k-}), pyuést ({rud#j-}) ‘*stream' -+ pyued&k ({ruejwk-})
6ynka ({bll#k-}) 'bun’' » 6Ynouxa ({bilod#k-}), nboituxa ({1'd'in#k-}) 'piece of
ice' + nbonHouka ({1'd'ino&kk-}), 3emnii ({zem#l'-}) 'earth' + 3emMénbKa

({zemél'#k-}), etc.?

4.2. {V} ~ {@) and {@} ~ {V} alternations in derivation. 1In all the vowel " zero
alternations discussed above, the base form upon which the flexional or deriva-
tional rules operated contained the morphophoneme {#}; the behavior of this
entity in derivation was quite similar to that in flexion (although not iden-
tical; cf. nO6uk, pPOTHK for the expected *NOGHK, *PTHK). The flexional
system has no parallel for the type of alternation which we shall now examine,
however.

Russian contains a good many word families manifesting a type of vowel ©
zero alternation which as far as I know has not been mentioned in the literature.
These are sets of derivationally related words in which one member of the set
contains a full vowel in its flexional stem (e.q. MEéGenb, mé6enH 'furniture')
but the other member no vowel — i.e., the stem vowel of the derivational base is
"lost", as it were, in the process of derivation {(cf. Meo.rmpoaé-rb 'to furnish').
In other cases, the opposite situation obtains: a flexional stem without a vowel

acquires one in the course of entering a derived stem, e.g. Urpa, gen. pl. HIP
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*game' -+ diminutive MrOpka, adj. MrdpHuf, etc. Alternations of the first type
({V} - {@)}) appear to be completely idiosyncratic, but those of the second type
{{g} » {v}) are largely predictable in terms of the morphophonemic structure of
the suffix with which they are combined. A sampling of each type will be pre-

sented below.

4.2.1. (V} » (@} altermations. Alternations of this type are due to the various
time depths and source languages of borrowings, which of course does not simplify
their description in CSR. Examples of such alternations: TaGenb, gen., TaGens
‘table (of ranks, etc.)' ({tabel'-}) + TabGniua 'table, plate' ({tabl'ic-1):
Kabenn, xabena ‘'cable' ({kibel'-})+ xaGnorpdmma 'cablegram’ ({kablogrimm-});
pakenb, pakensa ‘'knife to scrape ink from typeface' ({rdkel'-}) + paknuacr
'‘printing shop foreman' ({rakl'ist-}); ckd6enn, ckd6ena 'spokeshave' ({sko-
bel'-}) + CKOGAATH 'scrape, plane' ({skobl'i-}); MéGenb, MéGenu *'furniture'
({mébel’-}) + MeGAMPOBATE 'to furnish' ({mebl'irova-}); waGep, wabepa
‘plane’ ({Saber-}) + wAGpUTE 'to plane' ({Sdbr'i-}). In other, phonetically
similar or even identical cases, the vowel of the original stem is preserved in
the derived forms (this is especially true of derived verbs), e.g. MOOENL, MO-
nénu ‘model' ({modél'-}) + momenitpoBaTh 'to model' ({model'frova-}) and simi-
larly wTaGenb, wrabens 'stack, pile' + wWITaGeJApPOBaThb, HAKENb, HHAKeNA
'nickel' -+ HUKENUPOBATH, KapTénb, KapTénu 'cartel'-+ KApTenHpoBaThb, etc.
Words in the one and the other group (i.e., alternating and non-alternating) do
not appear to be marked in any way phonetically, for example by non-sharping of
consonants before {e}. One must conclude therefore that pairs like Monénb g
MoBesIHpoBaThb and MéGenk + MeGJIHPOBATBL are already distinctively marked on
the level of the derivational stem, i.e. as

{MODEL'} — {modél‘-}

|
{MODEL'} — {model'irova-}

on the one hand and

{MEBSL') — {mébel"’-}
|
{MEB@L'} - {mebl'irova-}
on the other. Similarly, the flexional stems of HMkesib, WTaGeNb, XaPTE&Jb
are derived from underlying stems which also contain a full vowel ({E}), whereas

Ta6ens, ckd6ens, waGep, although their flexional stems contain the full vowel
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{e} just as do those of the first three words, must derive this {e} not from a

full vowel, but from the derivational-level vowel ~ zero morphophoneme {%}.

4.2.2. (g} » {V} alternations. Alternations of the second type, i.e. in which
the base word contains no vowel in a terminal cluster, but where such a vowel
appears in derived forms, are more nearly predictable on phonetic grounds. Such
alternations are particularly frequent (relatively speaking; there are in general
not very many such words) in words containing velar + liquid clusters, e.g.: with
{gr}, urpa, gen. pl. urp 'game' ({igr-}) -+ diminutive urépka ({igdr#k-1});
BEHrP, -a 'Hungarian' ({véngr-}) - feminine Benrépxa ({vengér#k-}) and adj.
BeHrépckun; with {gl}, urnia, gen. pl. ura ({igl-}) -+ dimin.urdnka ({igol-
#k-}), adjective MCONBHEA; KErnsa, more often plur. Kérnm, gen. Kérnen
‘skittles' ({kégl'-}) + adj. kérenbHunt ({kégel'#n-}); with {kr}, ckpa, gen.
pl. HCKp 'spark' ({iskr-}) + dimin. fAckopka ({iskor#k-}), maHKkp, —-a ‘'chancre'
({3ankr-}) + adj. waHkepuuR ({34nker#n-}); with {kl}, nyxna, gen. pl. nyknaexn
‘curls' (= 6¢xnn) for thch Dal®' gives the derived adjective NYKOJIbHHA was
the only example which could be found. Examples with the clusters {xr} and {xl}
are of dubious validity in CSR: oapaxné 'trash' forms a derived substantive
GapaxoOnka 'flea market', but since the base has no plural, one cannot assume
that its stem is {baraxl-} rather than {barax#l-} (i.e., one cannot determine
whether one has to do with the alternation of {V} with {@} or with {#}); finally,
MaxOpka ‘'cheap tobacco' ({maxor#k-}) is undoubtedly derived from Maxpa, but
since the latter is without a plural, one is left in the same uncertainty as with
Gapaxno.

The cluster {kv} shows the same alternation as those above, e.q. TEHKBAa, gen.
pl. THKB ‘pumpkin' ({tfkv-}) + dimin. TAkoBka {({tikov#k-}), OYkBa, GYKB
'letter' {({blkv-}) + 6yxoBka ({blkov#k-}); cmbkBa 'fig' and kJOOKBA 'cran-
berries' have no plurals, but can by phonetic analogy with THKBA and OGYKBa
be assumed to have the stems {smdkv-} and {kl'Gkv-} respectively, and form CMO-
kOBHHULA 'figtree®' ({smokdvn'ic-}) and the dimin. k/mOKOBka ({kl'ikov#k-]).

Th‘e“ same alternation appears in some derived adjectives, e.qg. THKOBHHA beside
TEKBEHHHA, KNMOKOBHHA (Dal') beside KJOKBEHHHA, but only OYKBEHHHA .

The {@} + {V} alternation is somewhat less frequent in words not containing
velars in the final cluster. The group stop + liquid takes an "inserted" vowel
in derivation in several borrowed words, e.g. with {str}, Maructp 'master’

({magistr-}) + MarficTépcTBo and MariiCTépcCkKHA, MHHACTD ‘'minister' -+
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MHHUCTEPCTBO 'ministry'; with {bl}, koOpaGnap ‘ship' ({korabl'-}) + kKOpa-
GENbHHA 'naval' and KOPaG&nbuUMK 'sailor', OUPHXAGAL 'dirigible' - adj.
OMPHUXAGENbHHMA .

Other clusters occur only in isclated examples, e.qg. 6€3nHa, gen. pl.
6&3a4 ‘abyss' ({bézn-}) + Ge3nOHHLA ({bezdén#n-});!? ndaAma, gen. pl. ndam
'area flooded in Spring' ({pdim-}) -+ NOBMHHM and NOBMHUCTHA, both 'flooded in
spring' ({pojom#n-}, {pojdm'ist-}).1!

Most of the above clusters have consisted of an obstruent stop followed by
a non-obstruent or {v}. The alternation {@} + {V} appears in a cluster of con-
tinuant + obstruent stop only in the two words Cnyx6a, gen. pl. Cnyx6 ‘'ser-
vice' ({slGZb-}) + cnyxé6umn ‘official' ({sluXéb#n-}) and TAXGa (no plur.,
but presumedly * TAXG) ‘'lawsuit' ({t'd%b-}) + THAXeOHHA 'legal’ ({t'dZeb#n-});
the word ycanb6a ‘'estate' has two plurals, ycane6 and ycane6, and forms
the derived adjective ycaneGHHA, which therefore shows both the {@} + {Vv} al-
ternation like cnyx6a, cnyx6, crnyxé6Hmft and the {#} -+ {V} alternation, like
e.g. cBamb6a, gen. pl. ¢cBane6 'wedding' + adj. CBANEGHHH .

Examination of the above alternations in terms of distinctive features
sheds a certain amount of light on the reqularities underlying the alternations.
Thus, of the two + consonantal segments interrupted by the inserted {v} in deri-
vation, the first is usually + compact, and the second either - compact (/kv/,
/2Zb/) or not marked for compactness (/kr/, /kl/, /9r/, /9l/). Furthermore, the
first consonant of such clusters is usually marked by more + features than the
second, and there where the number of + features is equal, those of the first
consonant occur earlier ("higher") in the feature matrix.12 The only general-
ization permitted by these observations is that the inserted {v} tends to occur

in clusters of decreasing feature complexity.
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FOOTNOTES
! An earlier version of this paper formed part of a report "On the morphopho-
nemics of derivation" presented at the first meeting of the Association Inter-
nationale de Phonologie in Vienna, August-September 1966, The research upon
which the paper is based was supported by the United States Air Force under
Project RAND.

2 R. I. Avanesov, Fonetika sovremennogo russkogo literatwrmogo jazyka (Moscow,
1956); Avanesov's symbols are transliterated in the usual way.

3 see, for example, V. V. Vinogradov, "Slovoobrazovanie v ego otno3Senii k gram-
matike 1 leksikologii", Voprosy teorii i istorii jazyka v svete trudov I, V.
Stalina po jazykoznaniju (Moscow, 1952), pp. 99-152; A. V. Isaenko, "O vzajom-
nych vzt'ahoch medzi morfoldgiou a derivaciou", Jazykovednf§ Sasopis (Bratislava),
7 (1953), pp. 200-213; E. Stankiewicz, "The interrelation of paradigmatic and
derivational patterns", Word, 18 (1962), pp. 1-22.

4 n“The notion of 'stem' in Russian flexion and derivation", To Honor Roman

Jakobson, Volume I1I (The Hague, 1967), pp. 2269-2288.

5 All such derivations and rules describing them are rendered only very in-
formally in this paper, as the precise types and order of the rules which will
most neatly generate flexional stems from derivational stems remain to be worked
out. The derived stem {bezbréZ#n-} is formed by concatenating {brég} (from
{B%REG}) with the discontinucus affix {bez+...+#n-}.

6 The most complete description of these alternations is to be found in H. L.
Klagstad's unpublished doctoral dissertation "Vowel-Zero Alternations in Con-
temporary Standard Russian" (Harvard University, 1954).

7 R. Jakobson, "Russian conjugation®”, Word, 4 (1948), pp. 155-167.

8 A narrow morphophonemic transcription of the flexional stem of those adjec-
tives which have no short forms could do without (#}; however, rather than posit
two derivational suffixes, {#n} and {n}, it seems reasonable to posit a single
suffix {#n}; since in the case of the full-form-only adjectives this sequence
will never occur in the environment {____ -#}, the {#} of the suffix will never
be vocalized.

9 For discussion of the optimal framework within which to describe these vocal-
izations, see D. S, Worth, "On cyclical rules in derivational morphophonemics”,
Phonologie der Gegenwart (Vienna, 1967), pp. 173-186.

10 1ncidentally, the {d} of this form provides an additional argument in favor of
the theoretical framework adopted in this paper: there is no reason to posit the
existence of a {d} in the flexional stem of 6&3nHa taken alone, since no pho-
netic {d} appears in the word's paradigm; on the other hand, there is no non ad
hoc way to derive Ge3ndOHHHR from a stem without this {d}. 1In other words, it
is clear that the processes of derivation operate at a level deeper than that of
the flexional stem,

11 Both the derived adjectives were actually formed from the dialectal substan-
tive no®Mm, gen. no&ma ({pojém-}), which does not of course affect the fact
that they are synchronically derived from nOAMa.

12 phese remarks utilize the distinctive feature matrix suggested by M. Halle,
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The sound pattern of Russian ('s-Gravenhage, 1959), p. 46. The nasality, con-
tinuant, voicing and sharping features, which clearly play no role in the alterx-
nations being discussed, are omitted.
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"SURFACE STRUCTURE" AND "DEEP STRUCTURE"

IN SLAVIC MORPHOLOGY

0. In linguistic descriptions the term "surface structure" refers to sets of
facts which are more or less amenable to direct cbservation, whereas "deep struc-
ture" refers to sets of hypothetical constructs assumed to underlie the surface;
a statement about deep structure is in effect an hypothesis designed to explain
in an intuitively satisfactory and economical manner the directly observable sur-
face facts. Statements about surface structure can be proved true or false by
observational tests, but statements about deep structure cannot be tested direct-
ly:; their validity can only be estimated (in a largely subjective and hence un-
satisfactory manner) in terms of the amount of insight, clarity, and efficiency
with which the given hypothesis accounts for the surface data. For example, it
is a matter of verifiable surface structure that the gen. sing. of Czech stil,
vitr are stolu, vétru and that the gen. plur. of dflo, moucha are d&l, much, but
such simple observation cannct explain the apparent contradiction in the morpho-
phonemic vowel alternations in these words: the "long" vowels (length being
coupled with gqualitative alternations in some cases) /4/, /f/ (as opposed to /o/,
/je/) appear before the zero ending in the nom. sing. gt&l, vitr, but it is the
short vowels /u/, /e/ (as opposed to /ou/, /1/) which appear before the zero end-
ing of the gen. plur. much, d&l. The explanation of such phenomena must be
sought in the deep structure underlying them, i.e. in some hypothesis about the
morphophonemic entities and rules which give rise to the observed data. For ex-
ample, one might assume that the stems of these words have the forms {stol},
{v&tr},! {moux}, {d'fl} and that Czech morphophonemics contains an "“alpha-switch-
ing rule"? g-long -+ -a-long/__ @, i.e. a rule to the effect that whatever the
length of the stem vowel in this class of stems, it is reversed before the zero
ending (long vowels becoming short and short vowels becoming long). Applied to
the four stems in gquestion, this rule will yield the correct phonemic shapes
/stdl/, /vitr/, /mux/, /d'el/ before the zero endings while leaving the stem

forms /stol-/, /vjetr-/, /moux-/, /d'{l-/ before syllabic endings.3 However, the
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existence of such a rule cannot be proved or disproved, but merely accepted (or
rejected) as being more {or less) reasonable and economical in comparison with

competing solutions."

0.1. The terms "deep" and "surface"” should be understood not as polar absolutes,
but relatively; what is deep from one point of view is superficial from another.
In Russian phonology, for example, stem vowels /6/ and /a/ of nom. sing. gldvo
and nom. plur slovgé (= /sléva/, /slava/) are superficial in relation to the mor-
phophonemic {o} which underlies them in the stem {slov}, but the phoneme /8/ is
itself an element of relatively deep structure compared to its phonetic represen-
tations [6) and [6°] in nom. sing. 8ldvo and prep. sing. gldve (= [sldvs],
[{sld-v'wl). The Czech adj. sborovj is deeper than its derivative sborovost, but
less deep than its base gbor. The syntactic string "Verb plus noun phrase" is
superficial in comparison to the "Verb phrase" from which it is derived, but
deeper than all further derived strings. The deeper an entity or a rule lies in
the hierarchy of the linéuistic system, the farther is it removed from verifiable
physical fact and the greater is the area of physical fact for which it is, so to
speak, responsible; "deep" thus means abstract and general, while "surface" means
concrete and specific. Significance and verifiability thus stand in a king of
complementary distribution: statements about surface structure are verifiable but
relatively insignificant, while those about deep structure are (at least poten-

tially) significant but relatively unverifiable.

0.2. The concept of deep and surface structure can be useful in the description
not only of such specific linguistic entities as phonemes or syntactic strings,
but also of the components of the linguistic system (i.e. the apparatus of items
and processes by which one wishes to describe a language) itself. The subsystems
of which a linguistic system consists are hierarchally organized; in a generative
description (the term is not used in a precise mathematical sense) a deeper com-
ponent has as its output entities which serve as input to a less deep component.
In syntax, for example, the base component outputs strings which serve as the
material upon which the transformational component operates. As we shall try to
show in this paper, an analogous situation obtains in morphology, where the
deeper derivational component outputs entities (flexional stems) which serve as
input to the less deep flexional component. Deep and superficial components are

interdependent, as Stankiewicz has pointed out;> the entities and operations of
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the derivational subsystem are meaningful only when taken together with those of
the flexional system, since the latter stands as a structural link between the
former and phonetic reality. Neither system can be evaluated in isclation from

the other.

0.3. In a particular linguistic description, the number and types of "layers" of
deep structure, and the formal characteristics of the items and processes on and
between these layers, constitute an hypothesis about the structure of that part
of the linguistic system dealt with by the description. A generative description
formalizes such an hypothesis by means of an ordered set of statements that pro-
ceeds from deeper to less deep layers of structure (from abstract to concrete,
from generalities to specifics), resulting in a set of statements that can be
matched against physical data (sounds, writing). The deepest elements in such a
description are the initial entities upon which the first set of rules operates;
the result of applying the first set of rules to these deepest entities is a
secondary set of less deep entities, etc., etc. The elements of such a descrip-
tion are thus of two orders: entities, and operations performed upon entities
(Hockett's items and processes). As we have argued elsewhere® and shall show
again in this paper, there exist certain types of information which can be for-
malized egqually well as entities or as operations, and it is no simple matter to
weigh the advantages of incorporating this type of information into the one or
the other component of the description.’ This is especially true of Slavic mor-
phology, where the complicated interrelations of derivation and flexion have
hardly been explored. Furthermore, it is an unfortunate fact that most existing
descriptions of derivation are content to list the dictionary forms of bases and
derived words, with little or no attention to the precise formulation of stems of
these words or to the morphophonemic operations which change the base stem to the
derived stem.® And yet it is only when one begins to describe derivational pro-
cesses with precision that one realizes what great areas of ignorance are leaped
over by such phrases as "is derived from." If vfbeg is derived from both vybe-
gat' and vgbeé'at’,9 by virtue of what rules, operating on what stems, does it
choose its stress from the perf. but its consonantism from the imperf. verb? How
does the subst. vfbojka acquire unsharped /b/ and low /a/ (= {(0o}), neither of
which occurs in either of its bases, vgbit'—vybivat'? why is zav&lina derived
from the imperf. zav&livat’' but podpalina from the perf. podpalft'?!® 1f ogarok
is derived from obgorét', what happened to the /b/?'!  How is it that Avstrija +
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@k results in avetrijdk, but Prfissija+ &k in prussik, not *prussij&k? 1If adding
&j to bogatyj produces bogatéj, why does it result in gramotéj and not *gramotnéj
when added to gramotnyj? Why is a young ftka an uténok, not an *udbnok, whereas
a young v6lk appears as a vol36nok, not a voldnok? Etc., etc. The fact that we
have perfectly good historical explanations for these and similar facts does not
absolve us of the obligation to explain them, in some way or another, in the
modern language. The fact of the matter is that as far as derivation is con-
cerned, the linguist's intuitive understanding has far outrun the formal appara-
tus at his disposal. When Jfec is defined as "tot, kto &itaet" this statement
reflects a linguistic reality that is not approached by such unexplicated con-
frontations as "3tec (Sest', pro-Zest', pro-&tu)".l!2 Structural linguistics must
insist on an explicit statement of the procedures by which &itat' + ec results in
&tec, by which /n/ is dropped in forming gramotéj. etc. Until such time as we
insist on complete, precise, and consistent descriptions of derivational morphol-

ogy, we shall not even be aware of the problems to be solved in this area.

0.4. The present report offers a few suggestions for the more precise formulation
of the morphophonemic processes which occur in derivation, and compares the
morphophonemics of derivation to those of flexion. The first part of the report
(1.) outlines a format in which the grammar of Slavic languages (derivation and
flexion) might be written; this section is an expansion of a suggestion offered
elsewhere,!3 and is concerned with the formalization of grammatical descriptions
as well as with the integration of derivation and flexion into a single, coherent
system, We shall be particularly concerned with what might be called intra-
systemic typology, that is with comparing the kinds of entities and
operations functioning within the derivational and flexional systems. We hope to
avoid two extremes: first, that of more traditional grammars, which usually di-
vorce derivation from flexion entirely, often reserving the term "morphology" for
the latter alone,l“ second, that of the M.I.T. school of generative phonology,
which achieves rigorous formalism only at the price of collapsing derivation and
flexion into a single undifferentiated set of rules with unrealistically abstract
underlying entities and extraordinarily complicated (and often counter-intuitive)
rules, the effect of which is to neglect the specific features of each subsystem
and to ignore the word as the central unit of Slavic morphological structure.!?
This first section covers a broad area and can only be schematic; the formalism

therein is more potential than real. Section 2. of the report examines three
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basic morphological entities (the word-form, the word, and the word-family) in
terms of the concept of deep and surface structures and within the descriptive
framework outlined in 1. It is shown that derivational rules must operate on
stems on a deeper level than that of flexional stems; this point is illustrated
by the role of the derivational {+} boundary in such morphophonemic processes as
truncation and depalatalization. This section serves both to illustrate the kind
of problem encountered in a more formal description of derivational morpholegy
and to provide some linguistic flesh for the rather bare theoretical bones of
section 1. Both 1. and 2. are intended to be exploratory; more definitive solu-
tions to the kinds of descriptive problems discussed here will be possible only

after detailed formal descriptions of several Slavic flexional and derivational

systems are available.l®

1. slavic morphology can be described as an interconnected set of three systems:
derivational (D-), flexional (F-) and phonetic (P-). The first two are morpho-
logical in the full sense, that is, they deal with phonological, grammatical and
semantic features of morphemes; the P-system is marginal to morphology, serving
only to connect the morphological processes of the D- and F-systems to the ob-

servable phonetic surface, and will therefore be treated only marginally in this

report.

1.1. The D-system has descriptive priority over the F-system, and the latter over
the P-system. By this we mean that the processes of the D-system must be com-
pleted before those of the F-system begin. In other terms, one might consider
the D-system as an automaton whose output is a set of entities which serve as in-
put to a second automaton, the F-system; similarly, the latter's output serves as
input to the P-system. The function of the D-system is to specify the relations
among those entities which comprise word-families; that is, the D-system defines
a paradigm of whole words. The function of the F-system is to specify the rela-
tions among those entities which comprise words; that is, the F-system defines a
paradigm of word-forms. As we have pointed out in an earlier report.l7 the word
is a paradigm of word-forms, and the word-family is a paradigm of words or hyper-
paradigm. The Russ. word sljudinit (as a word, not as a dictionary entry which
happens to coincide with the nom. siny.) is a paradigm of word-forms sljudinit,
sljudinita, sljudinttu, ... Similarly, the word-family of gljuda is a paradigm
of words gljuda, sljudinit, sljudinttovyj, sljudistyj., sljudovyj., sljudjanisty],
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sljudjanistost’', sljudjanoj (we shall concern ourselves later with more precise
specification of what is meant by "word"). 1In other terms, an individual word is
both a cover symbol for a paradigm of word-forms, and one of the individual en-
tries in a paradigm making up a word-family. A generative view of morphology
thus considers the derivational system as relatively deep, compared to the flex-
ional and phonetic systems; the F-system is superficial in relation to the D-
system (since the former operates on entities delivered to it by the latter), but
is deeper than the phonetic system (since it itself delivers those entities upon
which the latter operates). This view of these three components of Slavic mor-

phology might be illustrated as:

2 D-system + | F-system I g P-system

1.2. The b- and F-systems can be described in almost purely binary terms. 1In

each of these two systems, there are two kinds of entity (stems and affixes) and
two kinds of morphophonemic operation (concatenation and accommodation). The P-
system, which as has been mentioned is marginal to Slavic morpholegy, contains
only one kind of entity (already coalesced stem+ ending clusters) and one type
of rule (accommodation). Concatenation rules describe the morphotactics of
stems and affixes, and accommodation rules the morphophonemics of these enti-
ties, but the border between these fields is not always clear. 1If, for example,
the morphological component of the grammar has to begin with a string generated
by the syntactic component, say SUB + INSTR,18 the choice of {om} vs. {#ju} can
be considered a matter of morphotactics or of morphophonemics, depending on
whether these entities are regarded as two morphemes or one; the choice of {oj}
vs. {ju} for {#ju}, on the other hand, is purely morphophonemic. The rules by

which these choices are made might look as follows:

(1) suB » :gg:ig

(2) INSTR - :3?:{?23;:f;7::;.
(3) SUB(+f) 232::5;2

o o - RS

(5) sUB(+£f)%2 + {Zon}, {sten}, {n'4n'}, ...
(6) SUB(+£)? + {kést'}, {n8Z}, {miS}, ... etc.
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The result of rules like these is a set of strings {Zon+oj}, {sten+oj},

{n*an’' +o0j}, ..., {kést' + ju}, {n&E€+ ju}, {mis§+ jul}, ... which, once stress

has been assigned ({Zon+o0j} + {Zon+6j}, etc.) and the boundary {+} erased, can
be delivered to the phonetic system.

Similar rules in the derivational system will assign the diminutive affixes
{ik}, {#k}, {&ik}, {#c)} etc. to derivational stems marked (- f, +m); unlike the
flexional system, where a given stem can ordinarily combine with only one set of
endings, the derivational system has many stems which appear in more than one
stem + affix combination even within such categories as DIM(inutive), e.g. {dém+
ik}, {dom+ #k}; {d8E + #k}, {A6E+ Grek}, {A6Z + uskk}, ... 1In some cases, the
choice of affix can be made only after a class of words has been rewritten as
individual words, since affix choice depends partly on the phonology of the
stem; for example, with few exceptions the diminutive affixes {ik} and {Cik} are
in complementary distribution, the latter appearing after stems in {n, m, 1, r,
v} and the former elsewhere.!? Rules such as (3) above, which simply paraphrase
the statement that Russian has two types of feminine paradigm, cannot take such
phonological factors into account. Both derivation and flexion (but especially
the former) show a complicated cross-classification of phonological, grammatical
and semantic features. In substantive flexion, for example, the nom. plur. in
{a) is with insignificant exceptions restricted to stems with initial stress (a
phonological fact) except for words with the meaning of "person in a particular
occupation" (a semantic fact), e.g. udftel’ + uliteljh, inspéktor - ingpektord
(or ingpéktory). In adjective derivation, the suffix {in(ij)} can be added only
to (+animate) substantive stems, e.g. gugtnyj, solov'inyj (a grammatical fact),
whereas in substantive derivation abstracts in {t'ij}, e.g. varytie, razvitie
can be formed only from verbs with monosyllabic roots (not stems) (a phonolog-
ical fact, and a very "deep" one). To classify stems simply by assigning sym-
bols indicating the classes of paradigms with which they combine (e.g. in flex-
ion to classify kdlokol and profésgor as taking nom. plur. {a} by adding a spe-
cial grammatical marker to these stems) would be partially redundant, since this
information is already partially contained in the phonological, grammatical and
semantic marking of the stems. On the other hand, not all stems with given com-
binations of phonological, grammatical and semantic features will combine with
the same paradigmatic endings, so that some type of essentially ad-hoc stem

classification (i.e. some type of stem marker showing that, e.g. vérox -+ voroxd,
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vdron » vbrony, and vérot + both vorotd and vdroty) must be included in the
grammar. It is too early to tell just how these facts can best be reflected in
a generative morphology, but it is already clear that all morphological entities

must contain not only phonological, but also grammatical and semantic markers.

1.3. Every morpheme (and every combination of morphemes) must be rendered as a
tripartite set of distinctive feature matrices: pho-
nological, grammatical, and semantic. The stem of the word
meaning ‘father', for example, will consist of a phonological matrix of Jakob-
son-Halle distinctive features, beginning with the segment {- consocnant, + vo-
calic, -diffuse, -compact, +low tonalityl, i.e., {o}, and continuing for the
remaining morphophonemes {t}, {#}, {c}: the usual alphabetic notation of morpho-
phonemes serves as a convenient shorthand for this distinctive feature matrix,
e.g. {ot#c}. Since as we have seen the semantic content of morphemes plays a
not unimportant role in their combinatory possibilities, this semantic content
must be marked with a précision no less than that of the phonological shape. We
assume, therefore, that the meaning of morphemes and morpheme combinations can
be rendered by a matrix of semantic distinctive features. This assumption is
clearly more a profession of faith than a statement of fact, but the latest re-
search in this field is apparently moving in this direction.20 1n any case,
such semantic distinctive features can serve as a working hypothesis. The usual
English or other translation can serve as a convenient shorthand for the assumed
feature matrix, much as an alphabetic notation serves as a shorthand for the
phonological matrix.

The need for a grammatical feature matrix has already been demonstrated in
syntactic studies, and such features are equally necessary in morphology. For
example, feminine and animate masculine substantive stems take the emotive (gen-
erally, pejorative) affix {is#k(a)}, i.e. the affix {is#k} and the second decl.
paradigm, while inanimate masculine and neuter stems take {is#k(c)}, i.e. the
same affix but with the neuter first decl. paradigm:2l it follows that the deri-
vational stems must be marked as +/- feminine and if - fem., as +/- animate. In
ensuing discussions we shall indicate only those grammatical features relevant
to the point at hand (e.g. "SUB(+ fem.)" above), and shall not be concerned with
the fact that features in the three matrices are to some extent cross-classified
and redundant, as is the case with gender (grammatical) and sexus (semantic) or

with suffix phonology and the grammatical features implied by a given suffix.
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In most of this report, the phonological shorthand alone will be used to repre-
sent morphemes and their combinations, but it must not be forgotten that conca-

tenation and accommodation rules operate on the grammatical and semantic matri-

ces as well.

l.4. In both the D- and the F-system a single basic stem is sufficient to cha-
racterize the entire paradigm of items generated from this stem. The notion of
a predictive basic stem was introduced in Jakobson's study of the Russian
verb.22 and can be extended in two ways: first, from the verb to all flexional
forms (i.e. one can assume that substantives and adjectives have basic stems as
well); secondly, from the flexional system to the derivational system (i.e. one
can assume that just as an F-stem is adequate to predict all the forms of its
paradigm, so does there exist a derivational basic stem adequate to predict all
the forms of ite paradigm, that is, all the flexional stems of the words com-
prising the paradigm of the given D-stem). The phonological matrix of the deri-
vational basic (DB-)stem specifies those features which, when combined with and
accommodated to those of the affixes specified by the DB-stem's grammatical
matrix, result in derived D-stems; the latter's grammatical matrices specify
further affix combinations resulting in secondary derivatives, etc. (see the
discussion of word-families, pp. 180-181 for more detail). The grammatical
matrices of DB- and D-stems must include information not only about derivation
(i.e. about the morphotactics of these stems), but also such information as will
subsequently be needed in the F-stem (paradigm types, etc.). The semantic
matrix of a vB-stem specifies those features which remain constant throughout
the derivational family, and probably some features which may be erased by cer-
tain affixes (i.e. the semantic changes occurring in derivation can include not
only addition, but subtraction of semantic features). One can illustrate such
a system by the following schema:

Derived D-stem

D- +> .
stem Derived D-stem

DB-stem + , D-stem
/

ID-stem + Derived D-stem

With the exception of blocked stems (see pp. 162-163 below), all stems of the
D-system are outputted to the F-system via a rule which erases internal bounda-
ries; e.g. the DB-stem {S%t}, concatenated with the verb-forming affix {aj}, re-

sults in the D-stem {&st + 3j}, which not only serves as the derivational base
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for further word-formation (&tec, proditat’, etc.) but also (via {&it+ aj}) is
outputted as {€itaj}, the latter being the F-stem of the word 3i{td&t' (the mor-
phophonemics of these processes will be discussed in detail below). The rules

of the flexional system operate on such F-stems delivered to it by the D-system.

1.5. Just as the D-stems of the D-system form intermediate levels between the
DB-stem and the terminal derived D-stems, so are there intermediate levels with-
in the F-system. In the substantive declension, the singular and plural stems
form intermediate levels between the basic F-stem of the substantive and the
several case-number forms of the paradigm. The plural is marked by stress
shifts and various vocalic and consonantal alternations, including suppletion:
Russ. {ok#n} -+ pl. {dk#n}, {(brat} » pl. (brat'#j}, {graZdan‘'in} =+ pl. {graz-
dan'}, Czech {kufet} + pl. {kufat}, {ok} + pl. {of}, Russ. {Zelovék} —+ pl.
{1*0d'}, etc. 1In conjugation, the present and past tense stems form interme-
diate levels between the basic F-stem and the individual word-forms of the para-
digm, e.g. Russ. {adreso#é} + pres. {adresiij=}, past {adresovial=}. The genera-
tion of such intermediate levels can be called formoobrazovanie, to distinguish
it from flexion proper, or slovoizmenenie,?3 but what is important in this con-
text is the parallelism between these intermediate flexional levels and the in-
termediate levels of derivation. In both systems, intermediate stems need not
always be outputted to the subsequent system: {adresij=} cannot be delivered to
the phonetic system by itself, but only after having been concatenated with the
affixes (u)}, {08}, etc., and {adresoval=} cannot be outputted without its af-
fixes {p}, {a}, {0}, (*i}; similarly, in the D-system, the derived D-stem
{rad'iof'ik=}, which is a necessary intermediate stage between the stem {rad'io}
and the stems {rad'iof'iciroval}l, {rad'iof'ikdcij}, is not ocutputted to the F-
system, i.e. does not correspond to any word. A good deal of confusion regard-
ing the status of items such as *obstojatel' as an intermediate stage between
obstojat' and obstojatel 'stvo would be avoided by distinguishing between those
entities which are genefated within a system and those which are outputted to
subsequent, less deep systems. The past tense stem {adresoval=} is a perfectly
"natural® entity (i.e. no one objects to forming the past tense by adding {1} to
the basic stem), in spite of the fact that there is no word-form in Russian cor-
responding directly to this stem (which is of course not identical with the masc.
sing. past {adresovdl@g}). Just as {adresovdl=} is an intermediate flexional

stem which cannot be outputted to the P-system (i.e. which does not correspond
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to any word-form of Russian), so is {obstoji + tel'} an intermediate derivational
stem which cannot be outputted to the F-system (i.e. which does not correspond
to any word of Russian); in both cases, the intermediate form is necessary in
order to generate other, less deep forms which are outputted to subsequent
systems, and in both cases the intermediate form is both "real" and "unreal"”,
existing on one (deeper) level but nonexistent on another (more superficial)
level. It is hard to see how this important distinction could be made without a
clear boundary between the derivational and flexional systems.

The general format of the D- and F-systems is thus identical: a single
basic stem serves as the descriptive point of departure, i.e. as the deepest
element in the given system, from which all subsequent, less deep elements are
generated by a fixed set of rules operating on the tripartite feature matrix of
the basic stem. When no further rules of a given system are applicable, the un-
blocked entities of this system are outputted to the subsequent system. Of
course, this basic structural parallelism of D- and F-systems cannot obscure the
many important differences between these systems. It is obvious that flexion is
a relatively closed and derivation a relatively open system. Flexion is more
highly structured, both formally and semantically, than is derivation, and it
follows that the rules for generating word-forms from F-stems will be more con-
cise and less ad-hoc than those for generating D- (and ultimately F-) stems from
DB-stems. The number of F-stem classes will be much smaller than that of DB-
stem classes; i.e., the grammatical feature matrices of the D-system will be more
complex and more intricately interconnected with the semantic matrices than will
be those of the F-system. The morphophonemic¢ rules of the two systems are not

identical, although the general format of these rules is very similar.

1.6. An overall view of the interrelations of derivation, flexion and phonetics

can perhaps be aided by the following schema:

DERIVATIONAL  Output FLEXIONAL Output PHONETIC
SYSTEM rule SYSTEM rule SYSTEM
DB + Dy -+
+D'p -+ Fp * F'= + WFa -+ {WF} + /WF/ + [WF)
+ D'g= + WFp -+ {WF} + /WF/ + [WF]
+ D'y + + WF - (WF} + /WF/ » (Wr]

-+ Dy= + F''= etc.



00051582

-164-

+ D' -+ etc.
+ D'y +
etc.

That is, a DB-stem is concatenated with and accommodated to each of a set of de-
rivational affixes, resulting in D-stems Dy, Dy, ...; unblocked D-stems (e.qg.,
Dx) are outputted to the F-system, and are also concatenated with and accommo-
dated to further derivational affixes, resulting in secondary D-stems D'p, D'gq=.
D'y, ...; unblocked secondary D-stems (e.q., D'p) are outputted to the F-system,
and are also subject to further derivation, etc. Blocked D-stems (e.q., Dy=)
cannot be outputted to the F-system but can undergo further derivation. Output
rules between D- and F-systems simply erase derivational boundaries {(+)} be-
tween stem and affix. Within the F-system, any given F-stem Fp is rewritten as
a set of intermediate stems F'=, F''=, etc., each of which is in turn concate-
nated with and accommodated to a set of flexional affixes, resulting in indivi-
dual word-forms WFa (of Fp), WFpL, etc. An output rule between F- and P-systems
erases the flexional boundary between F-stem and suffix. Within the P-system,
each word form is converted first to phonemic, then to phonetic transcription
{taking into account the phonetic environment external to the given WF),

It must be emphasized that the foregoing is only an outline of a possible
system, and not itself a formal apparatus by which Slavic morphology can be de-
scribed. Each arrow within the three systems represents a complicated set of
concatenation and accommodation rules (for a small fragment, see p. 138 above};
the exact form and order of these rules cannot now be determined, but in sec-

tion 2. we shall have occasion to examine a few of them.

2. Against the general background outlined in section l., we shall now examine
the three basic entities of Slavic morphology, the word-form, the word, and the
word-family, utilizing the concept of deep and surface structure to clarify the
relations between these entities and to uncover the hierarchy of phonological
structure within each of the three. A more specific goal of section 2. is to
demonstrate that derivational and flexional stems are not identical and that

the systematic relations between the F-stems of related words must be sought on
the derivational level. This section will help to illustrate the theoretical
concepts outlined in section 1., and should make clear the extraordinary compli-

cations involved in a really precise study of derivational morphophonemics as
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well as the insights and significant generalizations that can arise from such
study.

The word-form is the most concrete and most superficial of the three mor-
phological entities; it, and only it, can occur in speech and be rendered in a
Precise phonetic transcription. The word and the word-family are abstractions,
entities of langue which occur in parole only as realized in word-forms. The
word is an abstraction derived from and, in a generative description, standing
in a predictive relation to, a set of word-forms. Similarly, the word-family is
an abstraction derived from and standing in a predictive relation to a set of
words. Since as we have seen above the word and the word-family are uniquely
specified by their F- and DB-stems, we can reformulate deep and surface rela-
tions as follows: the deepest entity of Slavic morphology is the DB-stem, which
is predictive to a set of F-stems, each of which is in turn predictive to a set
of word-forms. The relation of word-family, word, and word-form to the D-, F-

and P-systems can be illust;ated by the following schema:

D-SYSTEM F-SYSTEM P-SYSTEM
DB ~+D+D'+F +F' + WF + (WF} + /WF/ + [WF]

word-family word-£form

word

Since each of the three entities (word-family, word, word-form) spans several
entities in the morphological system, it follows that each of these entities
exists on more than one level of depth. In what follows, we shall examine some
aspects of this multi-level structure within each of the three entities, re-

stricting ourselves primarily to phonological problems.

2.1. The word-form, an individual member of a word's paradigm, comes into being
at the moment when an F-stem or intermediate F'-stem is concatenated with a
flexional suffix (terminal; all nonterminal suffixes result in intermediate
stems and are not outputted to the P-system, i.e. they are not word-forms). The
word-form whose graphic shape is otec, for example, comes into being when the
stem {ot#éc} is concatenated with the affix {(@}. The deepest structural level of

this word-form is thus

{ot#c} fyl  + {@}
'father' ‘nom. '

where (Y] = grammatical feature matrix of the stem. The phonological shape of
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this word-form then undergoes a series of changes as each of the applicable pho-
nological rules is applied to it; that is, after the application of each such

rule the word-form reappears as a string of symbols one step closer to the phone~-
tic surface and one step further removed from the original shape. The word-form
thus exists on a series of increasingly superficial levels as it is subjected to

the F- and P-rules, e.g.

F-rules {ot#c+g}
(1) % > o/___p2" otoc+p
(2) o + e/___ ¢ etc. otec+@
(3) Assign stress otéc+d
(4) Erase +, @ and output otéc

P-rules
(5) o+ a atéc
(6) t +t'/ e . /at'éc/
cest e [at*'éc)

Three of these levels are more important than the remainder. The phonetic output
(the most superficial level) represents the physical data transferred from
speaker to hearer and is the only objectively verifiable data. The phonemic
level /at'€c/ represents the first (phonemic)} stage of decoding by the hearer
(who identifies [a‘t"™éc) as a chain different from /av'éc/ 'sheep', /at'éZ%/ 'to
flow past', etc.) and is utilized by the speaker both consciously and uncon-
sciously in rhyme, punning, spoonerisms, etc. The deepest word-form level
{ot#c + @} represents the point where morphological and syntactic systems inter-
sect (the terminal strings of the syntactic system will contain strings like
‘father' + nom.), and is alsoc the result of the second (morphemic) stage of de-

coding by the hearer.

2.2. The word, as the central morphological entity of the Slavic languages, is
defined by its dual relation to the word-form on one side and to the word-family
on the other; the word is an item of deep structure, an abstraction, when looked
at from the viewpoint of the several word-forms comprising its paradigm, but this
same word (i.e. this same F-stem) is an item of superficial structure compared to
the stems of the derivational family which underlies it. The word for 'merchant'
is uniquely specified by its F-stem {kup#c} plus the standard rules that will de-
rive the paradigmatic forms {kupéc)}, {kupca}, ... from it, but in regard to the
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verb kupit' from which it is derived, the word kupec shows a more complicated
structure. The word kupec comes into being at the moment when the derivational
stem upon which it is formed is concatenated with the affix {#c} by which it is
formed. If one were simply to choose the F-stem of the derivational base kupit'
as the derivational stem for the formation of kupee (a procedure which we shall
presently show to be inadequate), then the deepest phonological structure of the
word kupec would be {kup'i+ #c}, and this word will manifest as many additional
levels of phonological structure as there are applicable rules necessary to re-

sult in the relatively superficial F-stem {kup'#c}, e.q.

D-rules kup'i+#c
Truncate i kup' +#c
Erase + and output kup'#c25

Although only the phonological derivations are explicit in such illustrations, it
must not be forgotten that the pairs of grammatical and semantic distinctive
feature matrices (one of each in stem and affix) must also undergo mutual accom-
modation. For example, the grammatical features [+ perfective, + transitivel] must
be deleted in the environment of the affixal features (+count, + animate, ...J.
Similarly, the set of semantic features summarized by 'buy' must be coalesced

with the set summarized by 'agent' to give the derived set summarized by ‘mer-

chant'.

2.2.1. It is in the generation of F-stems that problems arise concerning the deep
structure of the word. 1In a loose sense, a word's deep structure is its entire
generative history,26 that is, the entire set of entities and rules by which the
given F-stem was derived from its deepest underlying DB-stem. However, it is
clear that not all of this generative history is relevant at any given stage in
the generative process (cf. below). The precise formal description of generative
history is in our opinion the most important unsolved problem of Slavic morphol-
ogy. In particular, the principal problem is the precise description of deriva-
tional stems (that is, of those entities which, when subjected to a standard set
of derivational rules, will result most efficiently in the sets of F-stems upon
which the flexional rules operate.27 Of the many problems connected with the
formulation of derivational stems, only a few can be examined here; we shall look
especially at the utility of the derivational boundary marked {+} as a segment of

derivational stems.



00051582

-168-

The point that flexion and derivation must be based on different stems was
first made by Stankiewicz, 28 Starting from somewhat different premises, we have
come to the same conclusion in an earlier study;29 the impossibility of equating
the two notions "F-stem of derivational base” and "D-stem for derived word" has
been shown on the basis of Russian material involving pleophonic vs. non-pleo-
phonic derivatives (bereg -+ beregovoj, bezbreznyj), variant forms of vowel-zero
alternation in flexion and in derivation (&i78ld, gen. plur., 3igel + 3iglennyj.
but vegld, vésel -+ vesél'nyj), and word-families in which no one F-stem must
necessarily serve as derivational base for the other stems of the family (Makedd-
nija., makedénec, makedénka, makedénskij).3? wWe shall now examine some additional

evidence for the impossibility of equating the notions of F- and D-stems.

2.2.2. The Russian word Stec is defined as "tot, kto &itaet",3! but there is no
non-ad-hoc way to derive the F-stem {&tec} from the F-stem {Jitdj} of its deriva-
tional base; this impossibility is reflected in the awkward groping for formal
parallels in the Soviet Academy grammar, "Ztec (Zest', pro-Zest', pro-¥tu)" which
does not even mention &itat’ and which is an apt illustration of the point made
on p. 156 above that "the linguist's intuitive understanding has far outrun the
formal apparatus at his disposal”. In the absence of a descriptive apparatus
which would enable them to proceed reasonably from some form of &itat’ to some
form of &tec, the authors of this grammar have recourse to related words which
happen to show the same superficial form (-3t- in proétu), and in citing such
words the scholar is in effect recognizing a fact that he cannot formalize,
namely that the &t of Ztec is somehow related to the &t of proZtu, although the
former is obviously derived not from the latter, but from &itat’. Preoccupation
with surface phonology prevents one from seeing the formal connections between
&itat' and Jteo, since any rule operating on the F-stem {&itaj} to give the de-
rived F-stem {&tec} would also operate on, say, {p'isa}, to give the spurious
*{psec} rather than pisec. 1If, however, one looks at the deeper phonological
structure of these words, it becomes clear that the relation of &itat’ to &tec
can be formalized. First, it is clear that the suffix {#c} requires truncation
of the derivational base stem: to remain at the level of the F-stems for a mo-
ment, this truncation is evident in {délaj} + {del#c}, {lov'i} + {lovic}, {boro}
+ {bor#c}. Unless one wishes to specify all these truncations in terms of the
phonological features of the truncated segments ({aj}, {i}, {o}), one must seek

a common denominator. Let us assume that these verbs are generated from underly-
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ing DB-stems {del}, {lov}, {bor}; that is, let us posit a deeper layer of phono-
logical structure containing a boundary marker showing where the underlying PB-
stem is joined to the word-forming affix, namely {dél+ aj}, {lov+il},32 {bor+o};
operating on such deeper stems, a single truncation rule "{...+...} =+ {...+}/_ #c"
will automatically generate the correct forms of the deverbative substantives,
e.g. {dél+aj}l+ #c +~ {del+} +#c > {del#c}. In other words, the truncation of {aj}
in the derivation {&itdj} + {&tec} is not ad-hoc, but perfectly regular (as we
shall see, {#c} is only one of the many suffixes requiring such truncation).

There remains the stem vocalism to be accounted for: what synchronic analogue of
the former i ~ I alternation will enable us to derive Jtec from &itat' without de-
riving *pgec from pigat'? The only reasonable solution is to posit the existence
of a vocalic morphophoneme in the underlying DB-stem, different from both the {i}
of &itat' and the zero of 3tec, which will be rewritten as {i} and {®} by standard
rules. Let us assume that the DB-stem underlying Jttat’ is {&st}, and that Rus-
sian has a set of vocalization rules causing the derivational vowel-zero morpho-
phoneme {8} to be rewritten as {i} in the environment of the affixes {aj, yvaj,
#k, ...}33 (cf. (Eitdj, proZitivaj, &Eit#x(a)}, as {@]} in the env. {#c, enij, ...}
(cf. {Stec, Stenij}), and as {#} in the env. (@, ...} (cf. F-stem {S#t)} in Best’,
Stu; {uZ#t} in uddt, udta, etc.). Let us call this the % + i,P,# rule. The word
&itat’ is formed by concatenating the DB-stem {&%t} with the verb-forming affix
{aj}. The resultant {&st+ aj} then serves as a point of departure for two morpho-
phonemic processes. On the one hand, the accommodation rules of the D-system

operate on {&st +3j} to generate the F-stem {&itaj}:

cat+aj
Truncation: not applicable
L+ i,8,4: Bit+aj
Erase (,), #: not applicable

Erase + and output: &itaj

On the other hand, this same deep stem {&st + aj} is the base upon which deriva-
tives of Gitat’ are formed. The substantive &tec is derived by concatenating

{Cst+ &)} with the affix {#c}, giving (Zst + &j)+#c which is then subjected to the

same set of rules:

(Sat+83) +kc

Truncation: (Est) +¥c
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S > i,0,4: (C@L) +#c
Erase (,)., @: Ct+ic
Erase + and output: Ctéc

The generality of these rules is clear if we examine the generation of other words
in the same family; this examination will also provide the formal justification
for the vague intuitive confrontation of &tec with Fest’, prodest', prodtu.

The rather archaic verb &est’ is formed by concatenating the DB-stem {&st}
with the verb-forming zero derivational affix (@}, giving the deep structure

{&st + @}, from which the above rules will generate

Eat+Q
Truncation: not applicable
%o i, 4: EHt+o
Erase (.,), ©: Che+
Erase + and output: (of 34

i.e. the F-stem {&#t}. The perfective verbs prodest' and proditat' are formed on
the deep stems {Est + @} and {E%t + 4j} respectively. Note that these prefix conca-
tenations must be subjected to the same rules as the underlying stems, i.e. the
{i} in the root syllable of pro#itat’.is not simply taken over from the {i} of
ditat' (as would be the case if one F-stem were derived directly from another),
but is instead derived from the same underlying {3} by the same set of rules; the
identity of surface morphophonemes ({ditdj} = (profitivaj)}) is explained not by a
direct causal connection between them, but by the fact that they have a common
origin in {%) and are derived by the same rule. There is no doubt that this is a
more complicated structural situation than a simple causal link, but it is the
price that must be paid for a satisfactory explanation of the morphophonemics of
such derivations as Jditat' + 3tec. On the complicated nature of these deep vs.

surface connections see also 2.2.12 below.

2.2.3. The prefixed imperfective prodftyvat' is paired with both prodést' and pro-
Eit4t', i.e. in a formal grammar prodftyvat’ must be derived from each of these

perfective verbs. The truncation rule makes this possible:

(prodst+@) +yvaj (procst+aj)+yvaj
Truncation: (prost)+yvaj (prodst) +yvaj
S iLp, N (pro¢it)+yvaj (prodit)+yvaj

Assign stress3®: (pro&it)+yvaj (pro&it) +yvaj
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35

Ceer e profitivaj proditivaj

It is clear that the same rules which derive ¥ténie from #Ltat' will derive
pro¥ténie equally well from both prodésgt' and proditat':

(Cst+aj)+en'iy (prodst+@)+en'ij (prodst+8j)+en'ij
Truncation:
% ilﬂt*:

Erase (,), ©:

(Est) +en'ij {prodst)+en'ij (pro&st)+en'ij

(EPt) +en'ij (prod@t)+en'i) (procgt) +en'ij

St+en'ij proct+en'ij proct+en'ij

2.2.4. The verb uldést'’ is formed from &égt' in the same way as prodégt', and its

imperf. uéityvat' from the perf. udést' identically to prodést' -+ prodityvat'.

The zero-affix substantive ud2t is formed from the perf. udést’ with no diffi-

culty:
(uSst+@) +@36
Truncate: (ufst) +p
> i,0,4: (uckt)+9
Erase (,), 9: ulst+
Erase + and output: udht

However, a problem arises in the fact that ufét is defined in U8ak. as deverba-
tive to both u®ést' and udftyvat’. According to the principles upon which this
report is based, we have no right to speak of derivational relations unless we
have a clear, general (non-ad-hoc) formal procedure to account for the morphopho-
nemics of the derivation. That is, unless the F-stem {uf#t} arises automatically
by application of the same affix and same rules to equivalent forms of both
udést' and udftyvat'’, we have no right to consider ud@t derived from both aspect

forms. If we examine the several levels of depth of the imperf. udftyvat'’

(uSrt+ @) +yvaj

(utt) +yvaj

(u&it)+yvaj

ulit+yvaj

uéitivaj
it is clear that there is no single phonological shape of the word udftyvat’' to
which we could add the affix {@}, apply the rules so far introduced, and result

in the F-stem {ul#t} (if, for example, {@} were concatenated with the deepest

stem shape (udst+ @)+yvaj , we should have to change the truncation rules, speci-
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fying that both the first, verb-forming {@} and the imperfectivizing {yvaj} be
cut in order that (%} be followed by the noun-forming (@} which causes {3} ~ {#};
or, we would need to specify that the environments causing {%} to be rewritten as
{i, @, #} be terminal, that is, introduce new symbols into the derivation, etc.).
However, a relatively slight reformulation and reordering of the already-intro-
duced rules will suffice to enable us to derive ud8t from wcityvat' as well as
from udést’'. Let us specify that the stem-boundary markers ( and ) be erased from
the representation immediately following the truncation rule, and that the re-
sulting form (truncated, and without parentheses) serve as the base for further
derivation. That is, we define the D-stem as that entity which results from ap-
plication of truncation and parenthesis-erasure rules; the {3} =+ {i, @, #} rules
are applied subsequently. To illustrate this change with the words already dis-
cussed: the word fest' is formed by concatenating the DB-stem {c%t} with the af-

fix {@#}; the T(runcation) and E(rasure) of (,) rules are applied

(Z3t) +9
T: no
E: Sst+P

The resulting entity {Zst + @} is then subjected to two sets of rules: first, the
rules for {%} + {i, @, #} etc. which ultimately result in the F-stem {Z#t} of
3egt'; second, the concatenation rules for all derivatives of Zest' (ulest', prec-
desgt’', 3tenie if one considers this word derived from Jest’ as well as from
&itat'!, etc.). Let us call the first set of rules D-F rules, since they lead
directly from the derivational to the flexional system, and the second set (i.e.
the further concatenation rules) D-D rules, since they lead to further derived
words. To show this schematically, let {3} stand for the {%} - {i, @, #} rules,
C-1 = concatenation rule for forming prefixed verbs in u-, C-2 that for imperfec-

tives in yva, C-3 that for deverbative nouns in zero affix; then

c-1: u(Set+d)

T: no c-2

E: uELt+P -+ (uEit+é)+yvaj

2: uHt+d T: (u¥it) +yvaj c-3
E: uZst+yvaj - (uStt+yvai)+@
%: ucit+yvaj T: (uEtt) +@

E: ufat+d
: uE#t+é
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If the output rule then reads "Erase @, + and output”, the entities {ud#t}, {ufi-
tivaj}, and {ul#t} will be delivered to the F-system as the F-stems of udest’,
udityvat', and uddt respectively (we omit the stress and {y}-{i} problems already
mentioned; cf. also fn. 4l1). The same post-T,E form {uE%t+—5} which served as

base for the imperfective udityvat' of course also serves as base for uZdt:

c
udst+@ -+ (uSst+B) +@
T: (ulit) +@
E: ulst+P + to uddtnyj etc.
Y

uE#t+é

In other words, we now have a formal apparatus which derives u®@t from both ulést'
and uE{tyvat'. The D-system has two sets of rules, one (T,E) which generates D-
stems and another (% and others not yet discussed) which generates F-stems.
Similarly, the deverbative pro¥ténie can be derived from the imperfective
procéityvat’' (which as we have seen itself comes from both prodést' and proditat').

Let C-4 = the concatenation rule for deverbative nouns in &nie; then

Cc-2
profst+i -+ (proZst+3) +yvaj
T: (prodit) +yvaj Cc-4
E: prod&t+yvaj -»> (prodst+yvaj)+én'ij
T: (prodst)+én'ij
E: pro&st+én'ij
% prod#t+d procit+yvaj procgt+én’'iy
Erase and output: proc#t profitivaj prodtén’ij

(C-4 applied to {pro¥st+@} of course also gives {pro&tén'ij}).

2.2.4.1. There is another formal means of accomplishing the same purpose. Conca-
tenation (= further derivation) rules could be applied to the deepest-level shape
of stems if we require the truncation rules to be applied more than once (cycli-

cally, from lesser to greater constituents). For example, we could derive pro®té-

nie from prodfityvat’ as follows:
C-4: [ (procst+P) +yvajl+en’ii
T(l): [C(profst)+yvajlten‘’i]j
T(2): C(protsat)l+en*ij
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E: prodst+en'ij
2: prof@gt+en'ij

etc. However, there are two disadvantages to this means. First, one needs more
complicated rules (cyclical application of T). Second, the form [{prolst + @)+
yvajl+en'ij makes it appear that the {#} by which &est' is derived from the DB-
stem {Ctt} is somehow relevant to the derivation of prodtenie from prodityvat';
that is, a completely irrelevant item of deep structure is introduced into the de-
rivation (the {%} of {&%t}, however, is as we have seen a relevant item of deep
structure}. We should like to advance the principle that no unnecessary informa-
tion be carried along into successive steps of derivation; since the vocalism of
prodtentie (the &t) cannot be explained without recourse to the underlying {%},
this latter must be present in the stem from which proétenie is derived, but the

irrelevant {@} must be left out as soon as possible.37

2.2.5. In the case of prodit4t' + prodténie the problem was to explain the root
vocalism of the derivative; this problem was solved by utilizing a stem deeper
than the F-stem of the base. The same solution is found for problems involving
stem consonantism. Consider the substantive proéad which is defined (UZak.) as a
deverbative of proéxrat' and proez34t'. Leaving aside the problem of the supple-
tive proexat’, how can we derive a stem containing {zd} from one containing {zz}
(or /2%/, /2/ etc.)? Starting with a DB-stem {jezd}, and with concatenation rules
C-5 = formation of verbs in {i}, C-6 = perfectives in {pro}, C-7 = imperfectives
in {jaj} (palatalizing the stem), and the same C-3 = deverbative nouns in zero af-

fix discussed above, we have:

c-5
jézd +» (jezd)+i

T: no C-6

E: jézd+i + pro(jézd+i)

T: no c=7
E: projézd+i =+ (proiézd+i)+3jaj
T: (projézd)+3jaj Cc-13
E: projezd+jaj -+ (projezd+jaj) +@
T: (projézd)+pd
E: projézd+g

d+ar':38 jézd'+i projézd'+i no no
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d +» z: no no projezZ+3jaj no
Erase @, +
and output: jézd'i prdjezd‘i projezzaj3® proijézd

[ ]
2.2.6. Use of a deep D-stem and truncation rule operating thereon makes it pos-

sible to dispense with the awkward search for formal parallels that, for example,
leads the Academy grammar to give the perfectives rastrdtit’ and v§dwmat' as the
bases of rastrdtdik and vydmsddik but the imperfectives perepfsyvat’' and zakdzy-
vat' as the bases of perepfs3ik and zakdz¥ik,“0 while ignoring the formal problems
posed by the suffix yva of these imperfectives. If the grammar contains a stress
rule to the effect that stressed truncated suffixes lose their stress to the next
left syllable (in the absence of other stress indicators), then the substantives

can be formed from the perfectives in all cases, e.qg.

(perep'is+a)+s&ik (zakaz+3) +s&ik
Truncate:"! (perep' is) +s&ik (zakaz) +s&ik
s& » &: (perep'is)+&ik (zakaz) +&ik
Erase (,): perep'is+&ik zakaz+&ik

etc.

Similarly, there is no need to give the imperfective vkladyvat' as the sole base
of vkladdik, as is done in AG (apparently to account for both the stress and the d
of the derivative). If end-stressed zero-affix verbs (e.g. Zest', klast') are so
marked by stressing the affix {@)} which forms them, then vkl&d®ik can be formed on

the perf. vklast' and for that matter also on the substantive vklad with which it
is also related (UZak.):

perfective substantive

(vklad+B) +sik (vk13d+@) +sCik
Truncate: (vklad) +s&ik (vklad) +s&ik
s& + &: (vk1l8d) +&ik (vk1ad) +Cik
Erase (,): vklad+&ik vklad+&ik

etc.

2.2.7. One of the principal advantages of the truncation rule described here is
that it formalizes such cases of simultaneous dual derivation, that
is, cases where more than one word serves as derivational base for a given deriva-
tive. Cases where substantives are simultaneously derived from both members of

verbal aspect pairs are especially frequent. We have already seen a few instances
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of this. Consider now the case of zaprdvka (F-stem: {zaprav#k}), formed on both
the perf. aaprdvit' (F-stem: {zaprav'i}) and the imperf. zapravljat' (F-stem: {za-
pravl‘aj}). Use of the derivational boundary {+} has already been shown to elimi-
nate the need to specify the phonological details of the truncated affixes. An
additional benefit becomes clear in the case of zapravka. Zapravljat' is formed

from zapravit' by concatenation rule C-7 and zaprdvka from both verbs by C-8 ("Add

{#x}"):
c=7
zapriv+i - (zaprév+i)+33j
T: (zaprav)+j4j
E: zaprav+jaj
CcC-8 Cc-8B
+ {zaprav+i) +#k -+ (zaprav+jaj) +#k
T: (zaprav) +#k T: (zaprav) +#k
E: zaprév+#k E: zaprav+i#k

after which the D-F rules will create {zaprav'i} and (zapravl'aj} from the two
verb stems. Since {zaprav+#k} has already been generated from the underlying D-
stem {zapriv+jaj} of zapravlijat', there is no need to bother about the truncation
of {1*'} from the F-stem {zapravl'aj}. 1In other words, use of the deeper D-stem
obviates the need to account for "reverse morphophonemics®”, i.e. for the elimina-
tion of the effects of adding the affixes by which the given derivational base

was formed. This is equally true of the perfective zaprivit': by using the D-stem
{zaprav+i}, we need not account for the depalatalization of {v'} which would have

to be specified if only the superficial F-stem were used as derivational base,
i.e. {zaprav'i} + {zaprav#kl}.
2.2.8. It can in fact be shown that there is no such process as depalatalization

in Russian derivational morphophonemics. Consider first another case of simulta-

neous dual derivation, that of vfkup by C-3 from both vfkupit' and vykupat':

C-3: (vikup+i) +@ (vikup+53j)+p"2
T: (vikup) +@ (vikup) +9@
E: vikup+@ vikup+@

There is no need to specify the depalatalization of {p'} which would otherwise be
necessary (in the F-stems {vikup'i} + {vikup}).

The substantives gdvor, krfk, x5d can likewise be formed with no reference to
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depalatalization of the base stem, provided it is the D- and not the F-stem which

is used as base:

C-3: (govor+i) +@ (kr'ik+ja)+@ (xod+1) +¢
T: (govdr) +p"3 (kr'ik)+@ (x5d) +@
E: govor+d kr'ik+® x5 +@
etc.

Similarly, one forms nouns in -f&n and -ok by C-9, C-10:

C-9: (govor+i)+in {kr'ik+j&)+Gn
T: (govor) +4n {krik)+Gn

E: govor+in kr'ik+an
C-10: (jézd+i)+0k (xod+1) +3k

T: (jezd)+3k (x5d) +Sk

E: jezd+ok xod+6k

etc.

2.2.9. The general effect of the D-stems and truncation rule is to permit under-
lying forms to be "restored"”, as it were, in the course of further derivation from
words which have themselves changed their underlying forms in one way or another,
One of the most obvious instances of such change in Russian is the class of verbs
in -nu- which often causes truncation of stem-final consonants of their deriva-
tional bases: razvernut', veprysnut', etc. The further derivation, e.g. of af-
fixal imperfectives or deverbative substantives, must restore the consonants which
were "lost" in the first derivation, e.qg. razvértyvat', vspryskivat', razvértka,
etc. There is no non-ad-hoc way to do this on the basis of F-stems: {-an-} gives
{-ad-} in {zagl'anu} + {(zagl'adivaj)} but {-ag-} in {(pr'it‘'anu} + {pr'it’agivajl,

etc. The T-rule operating on D-stems handles all of these cases at once:

Cc-2: (zagl'ad+nil) +yvaj (pr'it'ag+nil)+yvaj (razv'ort+nil) +yvaj
T: (zagl'ad) +yvaj (pr'it'ag) +yvaj (razv'ort)+yvaj

E: zagl'ad+yvaj pr'it'ag+yvaj razv'ért+yvaj

etc.

Such a description, making use of the same stems and truncation rule needed in
many other kinds of derivation, formalizes the intuitively recognized fact that
F-stems such as {razv'ornl} somehow "contain" a {t} between the {r} and the {(n}.

This is a natural and intuitively satisfying way of avoiding the {(pseudo-)problem
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which arises if one attempts to describe derivation in terms of F-stems.

2.2.10. The truncation rule operating on D-stems explains a good many seeming
anomalies in the derivation process. The affix {izn(a)}, added to adjective
stems, produces the substantives golubizna from goluboj, belizna from belyj, no-
vizna from novyJj, etc. but from redkij one has not *red®izna but redizna, as is
perfectly natural if one starts from the D-stem {red+#k} (cf. also redet'y. A

similar situation obtains with the suffix {in(a)}:

{bistr)+in (sed) +in (t'ix)+in {glub+ok) +in (Sir+ok)+in
T: no no no (glub) +in (Sir)+in
E: bistr+in sed+in t'ix+in glub+in Sir+in
.. bistr'in sed'in t'isin glub'in Sir'in

Similarly, {(bogat)+éj + {bogatéj} (skipping the intermediate steps) but (gramot+n)
+éj + {gramotéj}; (gus)+'Gni3 + {gus'SniS)} but (ut+#k)+'6nisS + {ut'S6nis} (likewise
uténa, ut'’-ut’).

There is no shortage of similar cases in other Slavic languages. Cf. 0l1d
Church Slavic sladbkb (i.e. {slad+bk}) = {sladostb}, Czech krotk§ (i.e. {krot+#k})

+ krotitel or spotiebid derived from both verb and substantive:“"
Perf. verb Imperf. verb Substantive
(spotfeb+i) +id (spotfeb+ova)+id (spotFeb+@) +id

T: (spotfeb) +id (spotTeb) +il (spot¥eb+) +i&

E: spotreb+ic spotreb+ic spotreb+id

2.2.11. Ethnic names show several cases of surface anomaly which turn out to be
perfectly regular once one looks at their deep structure. For example, an inhabi-
tant of Avetrija is an avstrijék, but an inhabitant of Prfgsija is not a *prussi-
Jak but a prussik, for the good reason that Prigsija is itself a derived word con-

taining a {(+} boundary upon which the T-~rule operates, whereas Avstrija is unde-

rived:
(prass+ij)+ak (Afstr'ij)+ax
: (priss)+8k no
(a)a + (a)a: (pruss)+ak (afstr'ij)+ak
: pruss+ak afstr'ij+ak

In the same way, the underived stem of fndija combines with {jan#k} to give indi-

Jjénka, but the derived stem of Grécija, namely (grék+ij}, combines with the same
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affix to give greddnka, not *grecijinka.

2.2.12. It would not be difficult to multiply examples, but the point has been
made adequately already: many seeming morphophonemic problems turn out not to be
problems at all, and a significant measure of generality is obtained in the rules
describing morphophonemic processes in derivation, if one takes as derivational
base a deeper, underlying D-stem and abandons the futile attempt to describe de-
rivational processes in terms of flexional stems; the latter are elements of sur-
face structure compared to the deep-structure D-stems, and in a generative de-
scription surface entities can only result from, but not explain, the items and
processes on deeper levels. Of course, the situation is not always as clear as in
the illustrative examples chosen above. In some cases, one and the same affix
causes truncation in some stems, but not in others; cf., for example, Jirdkij -+
Zirota, but grjaznyj + grjaznota (not *grjazota), or blizkij + blizost' but gibkij
+ gibkost’. One last example may suffice to show how complicated can be the rela-
tions between the deep and the surface structures of Slavic words,

The Academy gramunarl’5 describes feminine deverbatives in {in(a)} as based in

ad-hoc fashion now on the perfective, now on the imperfective:

vpadina (vpast') zavilina (zavélivat')

zartbina {(zarubit') tzgibina (izgibdt') etc.
In all cases except those where the perf. is formed by prefixation (rather than
the imperf. being formed by affixation), e.g. mérZdit' + nambrédit’, the deverba-
tive can be formed on a D-stem with truncation from both aspect forms, e.qg. vyp&-
dina from both (vpad+@)+in and (vpad+&j)+in etc. This is also true of the pair
iagibat' —izognfit', in spite of the apparently great distance from the phonolog-
ical shape of iszognfit’' to that of iggfbing. 1If we add {in} to the list of affixes
requiring truncation and % + i, we can derive Zzgfbina from both stems. Let C-11

= imperfectivization with {4j)} (as in &fitat’) and C-12 the formation of nouns in

{in}. Then:

D-D rules C-11
iz#gsb+nid + (iz#gsb+ni) +aj
: no (iz#gib)+3j
: no iz#gsb+aj
Cc-12: + (iz#gib+nl)+in + (iz#gsb+aj)+in

T: (iz#gib) +in (iz#gib) +in
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E: iz#g§b+in iz#gib+in
D-F rules
9: iz#ggb+nil iz#gib+in iz#gib+3j iz#gib+in
# + 3:6  jzoggb+nh izggib+in iz#gib+aj izggib+in
nu: izogg+nu no no no

which, after removal of phonetic zero ({g}), can be ocutputted by the erase-{+}

rule as
{izogni} fizgib'in} {izgib&j} {izgib'in}

that is, the flexional stems of izognfit', izgib&t’, and izgibina (twice). The
phonological similarity between izgibdt' and izgfbina, and the dissimilarity be-
tween the latter and izogniit', is a result of rules in that part of the D-system
(namely, the D-F rules) which is concerned not with the derivation of words from
other words, but with the generation of F-stems out of their underlying D-stems.
The formation of words — that is, the application of concatenation rules — takes
place at the deeper level of D-stems, as one type of D-D rule; at this deeper
level, the {t} of {gsb} has not yet been resolved as {i)} or zero, the {b} has not
yet been truncated before {n}, etc. One cannot, of course, exclude the possibi-
lity of feedback from surface to deep structure: if the phono-
logical distance from, say, {izogni} to (izgib'in} is disproportionately great
compared to that from the latter to {izgibaj}, this may cause a reevaluation in
the type or ordering of rules resulting in a broken connection between tzognit'
and the noun 7zgibina. Such feedback and reevaluation may be one of the internal
causes of shifts in the derivational patterns as seen diachronically.

The foregoing discussion of deep vs. surface structure within the word has
taken us into many problems of derivational morphophonemics. It is only natural
that we now lock briefly at some of the structural characteristics of the third
major morphological entity of Slavic, with which derivation is exclusively con-

cerned, namely the word-family.

2.3. The word-family, as we have seen, consists of a set of F-stems related to
each other by a network of derivational relations within the D-system; the F-stems
themselves are but surface manifestations of these derivational relations.

The DB-stem need not necessarily coincide in shape with any one D- or F-stem;
its only function is predictive. Just as F-stems can contain predictive segments

like the vowel-zero morphophoneme {#} (which is not the same as either phonetic
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zero or a full vowel, but merely enables the zero or vowel to be generated auto-
matically by the rules), so can D-stems contain "artificial" elements like {%},
from which the flexional morphophonemes {Vv} (full vowel), {#} (zero), and {#} can
be predicted. HNote the difference between this view and the traditional Bloom-
fieldian view of prediction; the latter chooses one segment on a given level and
predicts other alternant segments on the same level on the basis of varying en-
vironments, whereas we choose a segment on one level and predict from it a set of
segments on a less deep level. Phonetic sets are defined in terms of a predic-
tive phoneme, phonemic sets in terms ¢f a flexional morphophoneme, flexional mor-
phophoneme sets in terms of derivational morphophonemes; in all cases, the "basic

variant"” is on a deeper level than any of the alternants it predicts.

2.3.1. In many cases, the DB-stems will resemble the etymological roots upon which
word-families were historically formed, but this need not necessarily be the case;
consider the many instances of deetymologization, recomposition, etc. (Russ. ope-
nok, opjata; medved', etc.), in addition to the more frequent instances of seman-
tic drift which carry derivatives out of the word-family in which they originated
(the original morpheme {raz} 'strike' has entirely disappeared in the family of
dbraz, and the latter is scarcely evident itself in, say, necelescobraznost').
Only a thorough investigation of the concatenation and accommodation rules affect-
ing semantic features matrices will enable us to account for the diachronic shifts
that change polysemy tc homonymy and break one word-family into two. We have al-
ready seen that the phonology of derivation is no simple matter, but there is good
reason to suspect that the semantics of derjvation is less simple than this pho-
nolegy. Modern computer technology has made it possible to approach formal prob-
lems in derivation with some sophistication, but no comparable tool for semantic

research is visible.

2.3.2. Semantic drift and subsequent disassociation of word groups from their
historical word-families is one of the two major diachronic processes observable
in derivation. The other is the creation of new word-families and new deriva-
tional rules by a process which, seen from the viewpoint of a generative descrip-
tion, is "upside down" but nonetheless very real. We have in mind the rapid in-
ternationalization of European literary languages, and even more that of technical
jargon, which has led in the Slavic languages to a whole series of new word-family
types, new morphophonemic alternations, etc. As new international terms are bor-

rowed, their form-meaning correspondences on the flexional surface create new
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patterns of alternation which (if we may be forgiven the metaphor) then put down
roots in the deep structure of the language, creating entities and operations
within the derivational system. This feedback from surface structure to deep
structure results in new DB-stems like {okkup=} or {rad=} in the following word-

families of Russian:“’

+ant- +sk
okkup= { +tacij- +onn
+irova- +n- +#n
+#k
+ist-
bort+
rad= { +irova- +n- +#n
+1 .
. +acij
+io .
+fik= ,
+irova- +n=- +#n

i.e. okkupant, okkupantskij, okkupactija, okkupacionnyj, okkupirovat', okkupirovan,
okkupirovannyj and radist, radistka, bortradist, radirovat’, radirovan, radirovan-
nyd, radio, radiola, radicfikacija, radioficirovat', radiofieirovan, radioficiro-
vannyj. Such families create new alternations and reinforce old, Slavic ones
{e.g. /k/~ /c/ in radiofikacija, radioficirovat'’). If the disintegration of old
word-families (ob-raz, etc.) can be seen as the elimination of concatenation rules
and consequent creation of two new DB-stems for one old one, the formation of new
word-families under the increasing pressure of morphophonemic surface structures
can be seen as the introduction of new concatenation rules, also accompanied by an
increase in the stock of DB-stems, e.g. {okkup=}, {rad=}. Therefore, although the
complexity of the system of rules tends to maintain a certain balance (elimination
of older C-rules through semantic drift being compensated by the creation of new
rules under pressure from surface structures), the number of DB-stems — that is,
the number of word-families — tends to increase continually, since there is no
natural process which would coalesce two DB-stems into one and hence merge two

word-families into a single family.

2.3.3. Many important questions connected with the structure of word-families have
been left untouched in this report, and considerations of space prevent us from
discussing such theoretical problems as the proper meaning of such terms as "mor-
phology," "lexicology" and "phonology" when seen in the light of the descriptive

framework proposed here. As research in the structural analysis of derivation
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[N « .
proceeds, "8 we hope to return to similar questions of fact and of theory in future

studies.
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FOOTNOTES

1 On the existence of a morphophoneme {&} in Czech see our article, "Phonolog-
ical Levels and Rate of Change", to appear.

2 See M. Halle, "A Descriptive Convention for Treating Assimilation and Dissimi-
lation”, Quarterly Progress Reports, Research Laboratory of Electronics, M.I.T.,
66 (July, 1962), 295-296.

3 The actual situation is somewhat more complicated than this, since on the one
hand not all stems undergo such alternations (cf. hPfch hPichu) and on the other
not all such alternations can be explained by zero endings (cf. mira, instr.
mérou, gen. plur. mer).

4 For example, one might assume grammatical constraints on such vocalic alterna-
tions, positing one set of alternations in the nom. sing. masc. and a different
set in the gen, plur. fem.-neut.; note that Slovak and Serbocroatian alternations
cannot be explained purely phonologically (SCr. marka, gen. plur. maraka), as
DuroviZ has pointed out (Slovo a slovesnost, 26 [19651, 126-129).

5 E. Stankiewicz, "The Interdependence of Paradigmatic and Derivational Pat-
terns", Word, 18 (1962), 1-22.

6 "The Notion of 'Stem' in Russian Flexion and Derivation", To Honor Rommm Ja-
kobson, 111 (The Hague, 1967), 2269-2288 (henceforth "The Notion of Stem ...").

7  See "The Notion of Stem ...", 2274f., and fn. 40 below.

8  gee for example Akademija nauk SSSR, Grammatika russkogo jazyka, 1, Fonetika,
morfologija (Moskva, 1952, 19607?) (henceforth AG I). The situation is better in
the excellent study of Czech derivation now appearing (Tvobeni slov v Gegtiné, 1,
Teorie odvozovdni slov, by M. Dokulil (Praha, 19623; 1I, Odvozovani podstatnfch
Jjmen, ed. by F. DaneS, M. Dokulil, J. Kuchar [Praha, 1967]), but even here one
finds too great reliance on dictionary forms. For example, it is said (I, p. 52)
that prefixation is accompanied by shortening of the stem vowel in cases like
brat + pPibrat, zabrat and dat + odevadat, p¥idat. However, the short past tense
vowels of bral, dal make it clear that one has to do not with shortening in pre-
fixal derivation, but rather with lengthening in the formation of the infinitive
of non-prefixed verbs: a single rule will account for the length of dat, brat,
whereas it takes two rules to account for the short vowels of pridat and dal
(note that the present tense stem is always long: dam, da&, ...; pPidim, pridas,

I I

9  “Vgbeg ... dejstvie po glag. vybegdt'- vybeZat'", D. N. USakov, ed., Tolkovyj
slovar' russkogo jaayka, 1 (Moskva, 1935-40), col. 428 (Henceforth USak.).

10 AG 1, 245.

11 ibid., 241.

12 ibid., 214; USak., Iv, 1292.
13 »The Notion of Stem ...".

14 ¢ohis view is advocated most convincingly by A. V. Isalenko in Die russigche
Sprache der Gegenwart, 1: Formenlehre (Halle [Saale), 1962), 3ff. However, it
can be argued that derivation, like flexion, "treats the rules for concatenation
of morphemes and studies the meaning and formal properties of the entities formed
by such concatenation” ("The Notion of Stem ...", 2270). Such different views
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are probably based more in terminology than in substantive disagreement,

15 This approach is clearly illustrated by recent works dealing with Slavic: M.
Halle, "O pravilax russkogo sprjaZenija", American Contributions to the Fifth In-
ternational Congress of Slavistg, I (The Hague, 1963), 113-132; T. M. Lajtner
(Lightner), "Ob alternacii e ~ 0 v sovremennom russkom literaturnom jazyke", Vo-
prosy Jjazykoznanija (No. 5, 1966), 64-80; idem, "On the Phonology of the 0l1d
Church Slavonic Conjugation”, IJSLP, 10 (1966), 1-28. For discussion of this ap-
proach, see E. Stankiewicz, "Slavic Morphophonemics in its Typological and Dia-
chronic Aspects", Current Trends in Lingutistics, 3: Theoretical Foundations (The
Hague, 1966), 495-520 and our comments in Current Anthropology, 9 (1968), 139-
144.

'8  For the type of description one would need, see P. Sgall, Generativni popis
Jazyka a deskd deklinace (Praha, 1967), esp. 162ff.

'7 +“The Role of Transformations in the Definition of Syntagmas in Russian and

Other Slavic Languages", American Contributions to the Fifth International Con-
gress of Slavists, 1 (The Hague, 1963), 361-383.

18 apbreviations: SUB = substantive, INSTR = instrumental, f = feminine, m =
masculine, superscript 2, 3 = so-called second and third declension respectively;
items in curved brackets are in morphophonemic transcription (by which it is
meant only that these items are deeper, more abstract than phonemes), those in
slant brackets in phonemic, and in square brackets in phonetic transcription.
where the context makes it clear that entries are in morphophonemic transcription
(e.g., in all discussions of derivation), curved brackets may be omitted., Exam-
ples are from Russian unless otherwise identified.

19 4G 1, 266-267.

20 gee J. Katz, "Recent Issues in Semantic Theory", Foundatione of Language, 3
(1967), 124-194.

21 AC 1, 148-149.

22 R, Jakobson, "Russian Conjugation®, Word, 4 (1948), 155-167.

23 Ccf£. A. V. lsaZenko, Die russische Sprache der Gegerwart, 1, Sff., with fur-
ther literature.

24 1o the extent that we need not be concerned with their precise form, phono-
logical rules will be given in an informal shorthand recapitulating facts that
are either well-known or obvious from the stem-changes resulting therefrom. On
the vocalization of morphophonemic {#}, see "On Cyclical Rules in Derivational
Morphophonemics", Phonologie der Gegewwart (Vienna, 1967), 173-186 and "Vowel -
Zero Alternations in Russian Derivation”, IJSLP, 11 (1968). The {o} + {e} rule
can be formulated either as assignment of [- low tonalityl] to the segment [+ vo-
calic, - consonantal, - diffuse, - compactl or as a change [+ low tonality] -+
(- low tonalityl, in either case in an environment preceding sharped consonants,
{c, €) etc. Stems without stress mark are end-stressed; the stress assignment
rule here will place stress on the final syllable in the environment of a zero
ending. The erasure rule will also affect parentheses (cf. below). For more
precise formulation of this kind of rule, see M. Halle, The Sound Pattern of
Russian (The Hague, 1959).

25 It will be shown below that the derivational stem of the verb kupit' (i.e.
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the stem upon which the deverbative kupeo is formed) is not the F-stem {kup'i},
but the D-stem {kup+i}. A side benefit of the use of such underlying DB-stems
as {kup} is that one no longer has internal inconsistency in the notation of
palatalization before {#)} in F-stems. Use of the F-stem {kup'i) results in the
derived F-stem {kup'#c} with sharped {p'}, whereas such sharping need not be
marked in forms like {ot#c}, since it can be predicted from the context; the D-
stem {kup+i} gives the derived F-stem {kupic}.

26 we propose the term "generative history" as a substitute for the widely-used
"derivational history” in order to avoid ambiguity in the term “derivational",
which can refer either to the set of entities and rules by which a given form
{(say. a terminal syntactic string) was generated or to the derivation of words
from other words, i.e. derivational morphology.

27 Cf. M. Dokulil, Tvoreni slov v Zedtind, 1: Teorie odvozovéani slov (Praha,
1962), SOff.

28 p_ stankiewicz, "The Interdependence of Paradigmatic and Derivational Pat-
terns", Word, 18 (1962), 1-22.

29 nThe Notion of Stem .., 2281ff.

30 gee "The Notion of Stem ...", 2280ff. and "Vowel - Zero Alternations in Rus-
sian Derivation", IJSLP,.1ll (1968).

31 yzak., 1V, c. 1292.

32 we assume the existence of two morphophonemes {y} and {i}; see "Phonological
levels and Rate of Change".

33 The suffixal environments listed are not exhaustive. Similarly, as will be
seen, the truncation rule affects stems concatenated with a wide range of affixes
forming verbs, substantives and adjectives.

3  In the case of {yvaj}, stress is assigned automatically to the preceding syl-
lable. A number of problems connected with stress are left unsclved in this
paper.

35 we leave out of consideration the problems involved in proceeding from two
morphophonemes {y}, {i} to one phoneme /i/ and again to two allophones [yl, [i].

36 The first {@) is the verb-forming affix, the second that forming substan-
tives.

37 fThis principle differs from those underlying the generative phonological
studies of the M.I.T. school (cf. fn. 15), which appears to "recapitulate the
entire (generative) history of a word in each and every one of this word's case-
number forms" ("On Cyclical Rules in Derivational Morphophonemics", Phonologte
der Gegerwart, Vienna, 1967, 181); the price one pays for the present view is
splitting morphology into two sub-systems, which involves repeating some (not
many) rules in both systems,

38 The non-substitutive and substitutive softening rules are well-known. Note
however that palatalization in derivation differs from that of flexion: {a+j} »
{2} in {jézd+jaj} + (jezZdj}, but not in ot'jexat'

39 we omit the {j} + {P)} rule as irrelevant to the present point.

“0 AC I, 219-220. This suffix is a good example of information which can be in-
cluded into either the item or the process part of a linguistic description. The
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Academy grammar gives two suffixes -3%ik and -%ik, the latter occurring after g,
z and after t, d not preceded by nasal, liquid or jot, and the former elsewhere.
We should prefer to reformulate this information in terms of a single suffix

{s®ik} (not {EZik}) and attribute the /Zik/ of vkladdik etc. to a morphophonemic
(accommodation) rule of the form

sCik + cik/{...+

1
D g K e
o,

S
z

cf. begeddik, bufetdik, raznosdik, vozdik (s& and z& + ¥' by further, phonetic
rules), flejt33ik, aliment&3ik (i.e. {flejts¥ik}, {al'iménts&ik}). Choice of the
suffix beginning in {s} rather than {Z} makes it possible to view this truncation
as another instance of Jakobson's law of truncation (Word, 4, 1948, 155-167) of
one of two like segments; here it is of course the second segment which is so
truncated. The AC item-and-arrangement view misses this generalization.

“1  As mentioned in fn. 34, a number of problems connected with stress assignment

must be omitted from this paper for lack of space {(and of previous study). One
generalization seems to be possible: whenever the post-truncation form of a stem
contains stress markers both within and without the parentheses, that without
prevails (e.g. (zaprav)+jaj + ... F-stem {zapravl'aj} on the next page). This
means that stress should be assigned as part of the D-D component; in most cases,
stress conflicts are automatically resolved by the truncation rule. Note that
the above generalization neatly accounts for the stress of perf. vfnogit’ vs. im-
perf. vynosft': the former is formed by concatenating {v{} with the D-stem of
nostt', namely {nos+i}, and the latter by concatenating {{} with the D-stem of
vgnegti, namely {vines}:

vi (nos+1) (vines) +1i
§(a) ~ a(a): vi(nos+1) (vines)+i
ees e vinos'i vinos'i

(omitting the problem of root vocalism, irrelevant to the stress).
The rule that in the absence of other markers truncated stressed segments

lose their stress to the next left segment is another instance of a general rule;

cf. (perep'is+8)+sCik

Truncate: (perep'is+3)+sdik stol+g
a...p + a...¢: (perep'is+g)+s&ik Stol+¢

The apparent problem of getting rid of the (g) in (perep'is+g)+sCik is easily
solved; this is not the morphophonemic {#} used to derive nouns and verbs, but
simply a phonetic zero, which could be marked by a different symbol and erased
together with (,).

“2 This word poses a stress problem. If derived from {vikup+i} by the suffix

{32j}, the stress rules in fn. 41 should give the derived D-stem {vikup+aj}, from
which truncation would produce *vikfp.

43 gbvor is a stress exception; most C-3 derivatives simply shift the stress in

accordance with the retraction rule of p. 175 : e.g. (otxod+1l) -+ (otxdd) in deriv-
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ing otxbd.

“4 Ccf. F. Dane3, M. Dokulil, J. Kucha¥, Tvorenf slov v 3edtind, 1I, Odvozovéni
podstatnfjch jmen (Praha, 1967), 197. Cf. also such Czech evidence for the gener-
ality of the truncation rule as the subliterary (obecnd &e3tina) formations
Vaelavak and Karlak from vaclav+sk(é namésti) and karl+ov(o namésti). Of course,
truncation can operate on surface phonological facts as well as on deeper enti-
ties like {+}: cf. the truncation of /n/ in Cz. medicinalni + medicinidlka disci-
plinarmi « disciplinarka, etc.

5 AC 1, 245.

“6 frhis is the same rule as needed in the F-system, whereas the {3} and {nu}
rules occur only in derivation.

“7 7The tables stand for sets of concatenation and accommodation rules. Stems

followed by "=" are blocked, i.e. not outputted to the F-system (no words of Rus-
sian correspond to them); stems followed by "-" are both outputted to the F-
system and subjected to further derivational rules; stems followed by neither "="
nor "-" are terminal, i.e. they are outputted to the F-system but not subjected
to further derivational rules. The "+" indicates whether a given affix is suf-
fixed (+ant-) or prefixed {bort+) to the preceding stem,

“8  such research is being conducted (primarily on Russian) by the author and his
colleagues at the University of California and the RAND Corporation; the research
is based on a computer-segmented corpus of 110,000 Russian words. The first
volume to result from this work is now in press: D. S. Worth, A. S. Kozak, D. B.
Johnson, Rusgian Derivational Dictionary: cf. also D. S. Worth, R. S. Schupbach,
A Deep Index of Derivational Morphology, RAND Corporation Memorandum RM-5143-PR
(Santa Monica, California, 1966).
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AMBIGUITY IN RUSSIAN DERIVATION

0. Ambiguity is not the exception but the rule in natural language. Existing on
all linguistic levels, ambiguity is responsible for most of the richness of lan-
guage and for many of the problems of linguists. Hardly a sentence is uttered
which is not ambiguous in several ways. The linguist, whose job it is to seek
for clarity in what often seems like chaos, to discover structure under the
jumble of surface data, to cage restless meaning in rigid form, is inclined to
seek one-to-one relations throughout language, ignoring the multiple ambiguity
which is inherent to every linguistic level. In this paper, we shall examine
some types of ambiguity in the Russian derivational system.l

Ambiguous relations are of two types, synonymic and homonymic. Since the
terms synonymy and homonymy themselves have been preempted for lexicology, we
shall introduce (with apologies for further cluttering the terminological land-
scape) the terms SYNAMBIGUITY and HOMAMBIGUITY to signify these two cardinal
types of ambiguity. Synambiquity obtains when one element of deep structure is
represented by two elements of surface structure,? or — which often amounts to
the same thing — when one unit of meaning is represented by two units of form, as
for example when {g} in {lug-} 'meadow’ is represented by [g], [g,] and [k] in
luga, luge, lug,® when /e/ appears as [e] and as [el in 2to and 2ti, when 'in-
strumental (singular)' is expressed by {-om} in the context 'non-feminine' but by
{-#3ju} in the context ‘feminine', when the syntactic string translatable by ‘'the
wind carried off the boat' appears as véter unés lbdku, lédka wunesend vétrom and
vétrom unesld lb6dku, or when the presumably identical underlying semantic fea-
tures corresponding to English 'brave' are incorporated in the stems of the two
adjectives smélyj and rrdbryj. Homambiguity obtains when two morphophonemes are
neutralized phonetically (as {g} and (k} in /luk/ = lug 'meadow’ or luk 'onion')
or morphophonemically (as {t} and (k} in the /&/ of bormé3ut < bormotat' and of
kli3ut < klikat'), when two different sets of semantic features share a common
phonological expression as in the {vod-} of vodit' 'lead' and the {vod~} of vod&

‘water', in case syncretism such as {-im} = both 'instrumental singular non-femi-
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nine' and ‘'dative plural’', or when two underlying syntactic strings correspond to
(underlie) a single surface string as in J& znil egb studéntom, the embedded sen-
tence of which can be either J& b§jl studéntom or On bfjl studéntom. These syn-

and homambiguities differ from one level to another, and have been the subject of
much scholarly literature. The only part of the Russian linguistic system whose

ambiguities have as far as I know escaped attention is derivational morphology.

1. The Russian system of word-formation shows, mutatig mutandis, the same two
types of ambiguity as the remainder of the language. Both synambiguity and hom-
ambiguity can be either complete or partial, as will become clear with the exam-
Ples below.

DERIVATIONAL SYNAMBIGUITY obtains when one and the same derivational meaning
is effected by two distinct affixes, for example mordz 'frost' + 'diminutive-af-
fectionate' + both morézec and mordzik, or lgat’' 'lie' + ‘'agent' =+ both Igun and
13ec. Aspect formation provides many examples of ambiguity of this type, e.g.
zatopft' (P) + 'imperfective' + both zatopljdt’' (1) and zatdplivat’ (1), zarézat'’
(P) + zarez&t' (1) and zaréazyvat' (1). Standard sources provide quite some in-
formation about derivational synambiguity.“ This is not the case with deriva-
tional homambiguity, which appears to be almost completely uninvestigated.

DERIVATIONAL HOMAMBIGUITY obtains when two or more deriving stems give rise
to a single derived stem, i.e. when a given word has more than one derivational
history. There seem to be two principally different kinds of homambiguity in
Russian derivation (although as we shall see they are not always entirely sepa-
rate from one another). The simpler of the two obtains when the morphophonemics
of derivation operate on two quite distinct words to produce homonymic deriva-
tives. The imperfective of namesit’ (P) 'prepare a certain quantity of something
by kneading' is naméaivat’'', which shares an identical phonological structure
with the imperfective namégivat'? of namesat’' (P) 'add, mix into something' .3
Such cases are by no means rare; cf. dopdivat’ (I) to both dopajdt' 'finish sol-
dering' and dopoft' 'finish giving to drink', doryvat' (I) to both dorvat' 'fin-
ish tearing' and dbrgt’ '*finish digging', etc. Since this type of ambigquity ex-~
tends across the boundaries between separate derivational families, it might be
termed exocentric homambiguity. Its opposite is then endocentric homambiguity,
that is, derivational ambiguity within one and the same word-family. It is this

latter type of ambiguity with which this paper is primarily concerned.

2. Derivational ambiguities in Russian involve two distinct but interrelated sets
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of precblems, one formal (phonological) and one semantic. The formal problem is
that of directionality: if two words are derivationally related, is the relation
between them directional, that is, is one word always hierarchically subordinated
to the other? The material itself leads to no clear conclusion: at one extreme,
highly "motivated" derivation (to use Vinokur's term) is obviously directional
(the diminutive ddmik is clearly derived from dom), but at the other extreme,
there clearly exist derivational sets which can be directionally ordered only
with a certain artificiality (e.g., -izm/-iet/-i15%eskij sets, sexed animal sets
like koad/koz2l and lev/l'vica, "ethnic" sets like abxdz/Abxazija/abxézka/abziz-
8kij.®) A generative description is inherently directional, and has only two al-
ternatives: either one of the given set of words is taken as basic and the others
derived therefrom, or an abstract form is assumed to underlie all given words,
which are then derived from this abstract form; the first solution leads to arti-
ficially imposed hierarchies and the second to the multiplication of speculative
abstractions. This paper will explore some of the consequences of the first of
these approaches; we shall see that the formalization of a directional, one-word-
to-another description remains feasible in spite of some problems.

The semantic problem of derivational ambiguity is that of discontinuity,
that is, of the incomplete parallelism between the formal and the semantic pro-
cesses of derivation. Such categorial meanings of affixes as "agentive", "diminu-
tive", "imperfective”, while useful in labelling entire derivational models, are
not much help in describing the semantics of individual word-formations. Not all
meanings of a derivational base are carried over into its derivative, and the lat-
ter as often as not adds new, idiosyncratic meanings of its own. The problem of
phonological/semantic discontinuity is extraordinarily complicated, as Mel'Cuk has
recently made clear;’ in this paper, we shall merely explore a few semantic prob-

lems of derivational ambiguity.

3. The formal and semantic problems of directionality and discontinuity can be ex-
plored in the types of ambiguity resulting from derivation involving aspectual
pairs. (Whether aspect formation is considered to be part of flexion, part of de-
rivation or somewhere in between is irrelevant to our purpose, since the problems
will not be changed or solved by relabelling them,)

Russian shows at least three kinds of homambiguity connected with aspect for-
mation: (1) a single secondary imperfective can correspond to two perfectives

(prodést' [P] and proditat' [P] both - prodityvat' (11); (2) verbs in -gja are
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derivationally related both to verbs of the same aspect but without -g8ja and to
verbs with -gja but of different aspect (dolé3ivat'sja is both imperfective to do-
le®ft'sja and intransitive to doléZivat'); (3) deverbative substantives are cor-
related with (=derived from) both members of aspectual pairs (obstfka from obsu-
FLt' and obsfifivat’), or, if there exist both transitive and -8ja intransitive
pairs, from all four verbs (obrisbévka from obrisovdt'/obrisbvyvat' and from obri-
sovat 'sja/obrigbvyvat'sja). Endocentrically homambiguous forms can be interre-
lated with exocentrically homambiguous forms, and the three types of endocentric
homambiguity just listed can combine to form multiple homambiguous derived forms.
Throughout these complicated patterns run the two threads of (phonological) direc-

tionality and (semantic) discontinuity.

3.1. The derivation of secondary imperfectives "simultaneously" from two perfec-
tive verbs poses substantial formal problems, but is not impossible if one is pre-
pared to accept the existence of underlying derivational stems containing marked
morpheme boundaries and bracketed constituent structure, upon which an ordered set
of morphophonemic rules operate:8 the imperfective proéityvat' can thus be derived
from the derivational stems {pro=C#t+aj)} and {pro=C#t+@} of proditat’' and procést’
respectively. Implied in such a description is the assumption that the secondary
imperfective has two distinct underlying phonological shapes, corresponding to the
two forms from which it is derived:

(pro=C#t+aj)+ivaj ( < proditat’)

' =
pro3ftyvat (pro=C#t+@) +ivaj (< pro3ést’)

That this assumption is less innocent than it seems will become apparent toward
the end of this paper.

The formal (phonological) problems of such simultaneous dual derivation are
complicated enough by themselves, but the real complexity of Russian derivation
becomes apparent only when one attempts to account for the semantic side of the
process as well as the phonology. Prodftyvat' itself provides a simple illustra-
tion of this. The perfective proditdt’ has two basic meanings: 'read through (un-
derstanding the contents of what has been read)' and ‘spend a certain time in
reading' (e.g., pro¥itdt’' knigu and pro¥itdt' veji nd3' respectively). Its per-
fective synonym prodést’, however, has only the first of these two meanings, and
the same is true of the imperfective proéityvat'. Now, even the phonological gym-

nastics by which we can obtain prodftyvat' from both prodést' and proditdt’ — in
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the case of the latter, by truncating {-aj} from and vocalizing {#} to {i} in the
underlying { (pro=c#t+aj)+ivaj} — are quite incapable of accounting for the loss of
the second meaning of proZitdt' in the course of deriving prodityvat' (it would be
unreasonable to assume that this semantic change is in any way connected with the
concomitant phonological changes, namely addition of {-ivaj} and truncation of
{-aj}}.? such semantic discontinuities are more the rule than the exception. Na-
kladyvat', for example, is imperfective to both nakldst' and nalo3ft'. Nalo3fit'
has seven meanings, but nakl&st' has only two of these seven ('fill up by placing
something in' and 'beat severely'). Consequently, the naklddyvat' derived from
nalo3it' will have seven meanings, while that derived from nakldst' will have only
two. Since nakladyvat' must either have, or not have the five additional mean-
ings, the derivational system would appear in such cases to have worked itself in-
to a state of near absurdity.10 It is true that a certain number of such problems
might be due to the prescientific clumsiness of present-day lexicographic tech-
niques, but it would be idle to assume that all the complexities of semantic dis-
continuity will simply wither away under the glaring light of some new and power-
ful lexicology.11

The ambiguity of profftyvat' in regard to proZést' and proditdt’' was clearly
endocentric, and that of doryvét' to dorft' and dorv4t' was just as clearly endo-
centric. Some cases of ambiguity, however, seem to straddle the fence between
endo- and exocentricity. Dokdtyvat’', for example, is imperfective to both doka-
tit' and dokatf{t'. The latter, however, are not merely (near-)synonyms, as were
prodést’' and prodit4t'; dokatlt' means 'finish rolling (something)', while doka-
tit' means both 'move (something) to a different place by rolling' and ‘ride
quickly up (to someplace)', that is, these two perfectives have only the semantic
component ‘'circular motion' in common. Just as was the case with pro&ityvat’, do-
katyvat' clearly has two distinct phonological structures, corresponding to its

dual origin:

dokatyvat' = (do=katdj)+ivaj (< dokatdt')
(do=kat,f)+ivaj (< dokatft')

but unlike prodftyvat', dokftyvat' contains three distinct meanings, one from do-
katit' and two from dokatit'. The ambiguity of dokdtyvat''s origin is not at
question; what is at issue is its status as one word or two (i.e., has one to do
with a single but polysemantic dok&tyvat', or with distinct but partially syno-
nymic dokdtyvat'' and dokdtyvat'?). In the absence of an objective method for
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distinguishing polysemy from homonymy, we can do little beyond reiterating the
existence of this problem.12

The combination of semantic discontinuities and the interrelations of endo-
and exocentric homambiguities result — as expected — in further complications.
The imperfective natdskivat'® is ambiguously derived from the perfectives na-
ta¥¥it’ and nataskit'!. Nata¥3Lt' has two meanings, 'bring in quantity' and
'bringing, cover'. In the first of these meanings nata8éft’' is synonymous with
natagkit'! 'bring in guantity', and in the second meaning it is synonymous with
another perfective verb, natjanfit’, but only in the third of the latter's mean-
ings, (3) ‘'bringing, cover'. As a result, the secondary imperfectives natiski-
vat'! and natjagivat' (the latter from natjanfit') are partial synonyms, sharing
the meaning 'bringing, cover' (from natagdit' (2) and from natjantit' (3)). Fur-
thermore, there exists the pair natagkat'?/natéekivat'?® 'teach, train {dogs,
etc.)', which are exocentrically homonymous with nataskdt'!/nataskivat'’'. This
complex set of syn- and homambiguous relations may be more readily apprehended in

diagrammatic form:

natjégivat' (3) =— natjantit’ (3) 'bringing, cover'
wwe,r |1(2) 'bringing, cover'

] . - natasctt o _ o

nat&skivat (1) 'bring in quantity

™~ nataskfit'! 'bring in quantity'

natéskivat'? -—— nataskfit'? 'train (dogs)'

A semantic analysis utilizing semantic distinctive features would undoubtedly show
this picture to be even more complicated, since the features corresponding to
'repetitive action' would be present in natagk&t ' /matéskivat'? as well as in the
remaining verbs. However, even the rough schema above suffices to show the diffi-
culties any formal grammar will encounter in trying to account for the semantic

and formal complexities of Russian aspect formation.

3.2. Another variety of derivational ambiguity in Russian occurs in the formation
of intransitives in -g8ja. Here one must distinguish two subtypes. In the first,
already noted by lopatin and Uluxanov,l3 a perfective in -gja can be ambiguously
derived both from the corresponding perfective without -gja, and from an imperfec-
tive intransitive in -8ja, e.g.

kléit'sja

Kl8it' ™ pggkléit’sja
< raskléit' =
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The second and far more fregquent subtype occurs when a secondary imperfective in
-8ja is ambiguously derived both from the corresponding perfective verb in -gja
and from a corresponding imperfective without -gja. Smjagdfit’sja, for example, is
both imperfective to emjagdft’'sja and intransitive (usually mislabelled ‘'passive’,
‘gtrad.') to smjag®4t'. There are hundreds of similar sets in Russian (over one
hundred for na-...8ja verbs alone), e.g. narekft'sja from naréd'sja and narekit’,
otstrdivat 'sja from otstrdit'sja and otetr&ivat’', deosla¥ivat'sja from dosl&Zat'sja
and dosladivat', etc.

Homambiguous imperfective intransitives in ~gja show the same kinds of seman-
tic complication as were noted in plain aspect derivation above. One example will
suffice. The perfective verb navalfit' has four meanings: (1) ‘place something
heavy on top of something', (2) 'toss into a disorderly pile', (3) 'pile up (snow,
etc.) in large quantities', (4) ‘collect, come together in large numbers'. Navi-
livat'! is listed as imperfective to navalft', presumably in all four of the lat-
ter's meanings, though this is not stated explicitly in SRJa. There also exists a
perfective intransitive navalft'sja, which like navalft’ has four meanings; the
four meanings of navalit'’sja are however by no means merely the intransitive ver-
sions of the four meanings of navalft', namely: (5) 'crush by one's weight, create
difficulties', (6) 'attack suddenly and furiously', (7) (naval term.) ‘cant,
tip', (8) 'fall in large quantities'. Although meanings (5)-(8) obviously share a
number of semantic features with meanings (l)-(4), the former cannot be derived
from the latter merely by subtracting the grammatical meaning 'transitive' from
the latter; in other words, there is a substantial semantic discontinuity between
the transitive and intransitive perfectives. Further: the imperfective intransi-
tive navdlivat'sja! is defined by SRJa both as intransitive to navdlivat’'! (but,
nota bene, only in the first two meanings (1), (2) which navdlivat'! has inherited
from navalft'’!), and as imperfective to navalft'sja (thus presumably inheriting
all four of the latter's meanings). To compound the confusion, there exists an-
other perfective verb navaljdt', one of whose three meanings is equal to meaning
(3) of navalft': (9) 'to felt, full (i.e., to produce felt cloth by rolling and
crushing)}', (10=3) ‘pile something up in quantity', (11l) ‘'write or sketch hastily,
carelessly'. Note that ngvalft’ and navaljét' even share the same government pat-
tern (acc. or gen.) in meaning (3), i.e., they are really partial synonyms. Na-
valjét' has an imperfective navdlivat'?, which would be exocentrically homonymous

with nav&livat'! were it not for the shared meaning (3) which makes these homonyms
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partially synonymous (!). Further: navdlivat'? has an intransitive navélivat'-
8ja?, which, inheriting meanings (9) (3) (1l1l) from navdlivat’, is exocentrically
homonymous with navdlivat 'sja’ (whereas, it will be remembered, the corresponding
imperfective transitives navdlivat'® and navdlivat'? were partly homonymic, part-
ly synonymic). Finally, there exists an isolated perfective intransitive ngva-
ljat'sja 'to lie around (e.g., in bed) as long as one will', which for conveni-
ence' sake will be left unconnected with the other verbs in this set, although a
semantic feature analysis would of course show navaljat'sja to share some such
feature complexes as 'quantification' and 'nonlinear motion' with these other
verbs. Again, the situation may be clearer in diagrammatic form:

navalft'’ ( — ) navalit'sja
1 2 3 & S 6 7 8

navdlivat'! — navélivat'sja’
1 2 3 1 2 5 8 7 8

navédlivat'?* — navélivat'sja?®
92 3 11 9 3 11

f

navalq'&t' ( — ) navaljat'sja
3 3 11 12

3.3. Deverbative substantives provide a third kind of derivational ambiguity in
Russian. Such substantives are occasionally defined as derived from only one
member of the aspectual pair (e.g., obxbéd only from obxrodft', not from obojti).
but this is almost always due to an inappropriate search for identity in the sur-

face phonology of deriving and derived stem. 1Y

There where there are no apparent
phonological complications, the deverbative substantive is considered derived
from both the perfective and the imperfective members of the aspectual pair, e.g.,
ob"javlénie from both ob"javit' (P) and ob"javlij&t' (1), obsfifka from both obsu-
8ft' (P) and obsfifivat' (1), etc. Semantic discontinuities are common in such de-
verbative derivation, and can take one of two forms. Either the deverbative sub-
stantive adds a meaning not in the verb (obtjdZka is not only deverbative to ob-
tjanat ' fobtjdgivat ', but in addition means 'that by means of which something is
covered, closed,' i.e. the instrument by which the action itself is accomplished;
cf. also obtfrka, obsfpka, and many others), or it eliminates one or more of the
verb's meanings (obtegat'/obtésyvat' means (1)'level, make even by hewing' and
(2) ‘'teach good manners, cultivated behavior®, but only the first of these mean-

ings is carried over to the deverbative substantive obt&ska). The semantic com-

plications are just as great in sets containing deverbatives as in the formation
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of aspectual pairs (3.1) and the derivation of -gja intransitives (3.2), but the
pProblem of semantic discontinuity has been adequately illustrated already, and
rather than repeat such demonstrations here, it will be more profitable to uti-
lize deverbative substantives to examine a phonological problem connected with
directionality in derivation.
We have seen above that a word which is ambiguously derived from two sources

must be considered to have two distinct underlying phonological representations.
In the case of deverbatives, this means, e.g., that ob"javlénie has two phono-

logical structures

ob"javlénie = (ob=jav,f)+en,ij (<odb"javit")

[ (ob=jav,i)+ajl+en,ij (< ob"javljat')

and similarly
obtjaika = C (ob=t,ag)+nl1)+#k (< obtjantt')

{C (ob=t,aq) +nQl+ivajl+ék ( < obtjagivat')

( (na=str,ig)+@J)+@ (< nastrid’)
{T (na=str,ig)+Bl+aj}+P (< nastrigit')!>

nagtrig =

etc., etc. for hundreds of similar cases. Such ambiguous phonological structures
do not seem unnatural for deverbative substantives derived from both of two
verbs. The situation is not always this straightforward, however.

In cases where the given verb exists not only in transitive (perfective and
imperfective) but also in intransitive pairs, deverbative substantives are usu-
ally defined as derived from all four verb forms, e.g. obulénie is said by SRJa
to mean 'action according to the meaning of the verbs ocbudft'—obucat' and obu-
3tt'sja—obudat'sja. That is, the deverbative obudénie is derived from all four

of these verb forms:

obudit' — obulft'sja
obudat’ — obuddt'sja
- P
—e obuldénie -=—

The same logic which led us to posit two phonological structures for ob"javlénie,
obtjalka, nastrig etc. above now requires us to admit the existence of FIVE dis-
tinct underlying phonological structures for substantives like obucdénie (five in-
stead of four, because as we have seen the imperfective intransitive is itself

ambiguously derived from the perfective intransitive and the imperfective transi-
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tive, i.e. it has itself two underlying phonologies, each of which must be car-

ried over to its own derivatives):

(ob=uci)+én,ij (< obucit')
[ (ob=uci)+ajl+én,ij (< obuddt')
obucénte = [ (cb=uCi)+...sal+én,ij (< obudit'sja)

{C (ob=uci)+ajl+...sal+én,ij (< obuldt'sja < obudlt')

{{ (ob=uli)+...sal+@j}+én,ij (< obudbt'sja < obudit'sja)

If one could accept the double phonologies of ob"javlénie etc. without protest,
quintuple phonological structures such as that of obudénie are substantially more
awkward, and the grammar which gives rise to them is, to say the least, a bit
clumsy. And yet there are many dozens, and perhaps hundreds of just such deverb-
ative substantives: cf., within a few pages in the dictionary, in addition to the
obu¥énie set, obrigbvka from obrigovat'’/obrisbvyvat' and obrisovat'sja/obrisdvy-
vat'sja, oboréna from cboronit'/oboronjat' and oboronit'sja/oboronjat'sja, ob"-
Jasnénie from ob'"jasnft'/ob"jasnjat' and ob"jasnft'sja/ob"jasnjat’'sja. Nor are
such quintuple phonologies the worst the language can offer, as the following
example will make clear.

The deverbative substantive obmén 'exchange (of goods, experiences, etc.)'
is said by SRJa to be derived from obmenjat'—obmenit'/obménivat' and obmengjat'-
gja—obmenit'sjasobménivat'eja (the -nit' and -njdt' forms are said to be com-

plete synonyms):

J 'I -,
————— obmenit' « obménivat' - obmengjat '—————‘
obmenit'sja ———— obménivat 'sja e————— obmenjat'sja ‘
Lo
e I

The descriptive framework within which we have been working now requires that we

posit not two and not five, but TEN separate phonological structures for the word

obmén:

(ob=men,{)+@ (< obmenit')

(ob=men,aj)+@ ( < obmenjat')

[ (ob=men,i)+...sa)+@ (< obmenit'sja)

{ (ob=men,aj)+...sal+P ( < obmenjat'sja)

( (ob=men,1)+ivajl+@ (< obménivat’' < obmenit')
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[ (ob=men,aj)+ivajl+@ (< obménivat' < obmenjat')
{{(ob=men,1)+...sal+ivajl+@ ( < obménivat'sja < obmenit'sja)

{C (ob=men,aj)+...sal+ivajl+@ ( <obménivat'sja < obmenjat 'sja)

{C (ob=men,{)+ivajl+...sal+@ (< obménivat'sja < obménivat' < obmenit’)

{C{ob=men,aj)+ivajl+...sal+@ ( < obménivat'sja < obménivat' < obmenjat")

It would not be difficult to find further examples of such complications.

It might be well to pause for a moment at this point and consider the signi-
ficance of decuple phonclogical notations such as that just described. Consider-
ing the fact that obmén is, after all, an innocuous little word, simple in its
meaning and frequent in the speech of all educated Russians, one's first reaction
is that there is something cancerous about a phonological system which generates
all these structures for a single word. Let us suppose, for a moment, that the
two perfective verbs obmenjidt' and obmenjat'sja were to disappear. With them
would vanish a full five of the above ten phonological structures of the deriva-
tive obmén (since obménivat' would then have a single structure and obménivat'sja
only two rather than four), but is there any way in which either the real (i.e.,
the intuitively acceptable) phonology or semantics of obmén would have changed?

I think not. Should one conclude, then, that the whole concept of deep vs. sur-
face phonological structure is wrong, and treat this analysis of obmén as a re-
ductio ad absurdum of the entire idea of directional derivation? This too, as
it seems, would be premature. What is certain is that it makes no sense to say
that the word obmén has (in any reasonable meaning of "has") ten different phono-
logical structures. If, however, we regard these phonological structures not as
properties of the word obmén itself, but as specifications of the formal rela-
tions obtaining between obmén and the words with which it is derivationally re-
lated — that is, if we may be permitted the metaphor, as a specification of the
geometry of the space, one point in which is occupied by obmén and others by ob-
menit', obménivat' etc. — then the ten separate structures seem less monstrously
disproportionate to the facts they are supposed to account for. But one still
instinctively rebels at the presence of ten separate phonological structures
where there are only six derivational relations to account for. Aand here, it
seems, is the crux of the matter. If we say that, e.g., obménivat' is derived
from both obmenit' and obmenjat’, the formal phonological implications of this
statement can be rendered in a not unsatisfactory way by assigning the two struc-

tures {(ob=men,i)+ivaj} and { (ob=men,aj)+ivaj} to obménivat’. 1I1f we recall at
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this point that this dual phonological structure is not a description of the
phonology of obménivat’' itself ('deep' or other), but merely a specification of
the formal relationship obtaining between obménivat’ on the one hand and obmenit'
and obmenjat’' on the other, then we see that there is no reason to carry this
dual structure on into the ensuing derivations. This is the weakness of the de-
scriptions given so far: in carrying ambiguous phonological descriptions past

the given word into subsequent derivational processes, we have in fact acted as
if these ambiguous phonological structures were properties of the given word,
rather than specifications of this word's relations to others in the family. If
we specify that every word has one and only one phonological structure in regard
to derivatives from that word, we can eliminate four of the ten structures of ob-
mén, leaving only the six that are a not unreasonable specification of obmén's
relation to the six verbs obmenft', obménivat’, etc. The single phonological
structure can be obtained simply: one has only to retain the common elements of
the dual (or treble, etc.) structures which specify the relation of the given
word to its derivational antecedents. For example, obménivat' is related to ob-

menit' and to obmenjat' as specified by the two statements

(ob=men,1)+ivaj

(ob=men,aj)+ivaj
the common denominator of which is
ob=mén,ivaj

which from then on (e.g., as a derivational base for obménivat 'sja) is the only
phonological structure of obménivat'. Similarly, the intransitive obménivat'sja
is related to its own three derivational antecedents as specified by the three

statements

[ (ob=men,i)+...sal+ivaj (< obmenit'sja)
[ (ob=men,aj)+...sal+ivaj (< obmenjét'sja)

(ob=mén,ivaj)+...sa ( <obménivat'’; cf. just above)

of which the common denominator is {ob=mén,ivaj...sal (we ignore here several
problems of the formal generation of these "common dencminators"), and it is the
latter which serves as the only phonological representation of obménivat'sja in
the subsequent specification of the relations obtaining between obménivat 'sja and

obmén; instead of the four distinct structures given above, all four of which
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purportedly specified the relations between obménivat'sja and obmén, we now have
a single phonological statement of this relation: {(ob=mén,ivaj...sa)+@g}. Obmén
will of course also be associated with five other structures, specifying its
phonological relations to the five other verbs in this set, but none of these
structures will be considered to be a description of the phonology of obmén it-
self. By the "common denominator" principle alluded to above, obmén will (in re-
gard to further derivations, e.g. obménnyj, and in regard to its own flexional
phonology16 have the simple structure {ob=men+@}. It is clear, then, that the
apparent absurdity of the phonological framework utilized throughout this paper
is resolved by: (1) remembering that ambiguous phonological statements are speci-
fications of relations between words, not descriptions of words, and (2) positing
as the phonological description of a word the common denominator of all relation-
al specifications between the given word and its antecedents.

In this discussion of derivational ambiguities connected with aspect forma-
tion, we have pointed out some of the problems caused by semantic discontinui-
ties — without yet proposing a formal device for their solution — and have tried
to clarify the meaning {(and to eliminate a possible misinterpretation) of the
ambiquous phonological statements that are a part of the framework in which we
have been studying ambiguity. Needless to say, there are many more problems of

both phonology and semantics remaining to be investigated.

4. There are many types of ambiguity in Russian derivation other than those
closely connected with aspectual pairs. Neither the phonology nor the semantics
of these other types is in any way simpler than those of the varieties of ambi-~-
guity already discussed, but for reasons of space, we must limit ourselves to a
brief indication of some of these as yet undiscussed kinds of derivational ambi-
guity.

Negated abstract substantives in ne-...os8t' are usually derived from the
corresponding negated adjectives in ne-...yJ (e.g. nedordavityj -+ nedorazvitost’,
nevozvratnyj + nevozvrdtnogt'), but a few dozen such negated abstracts appear to
be ambiguously derived. Nesamostoj&tel'nost', for example, is defined by SRJa
both as substantive to nesamostoj&tel 'nyj and as 'absence of samostojatel 'nost'',
i.e. as ambiguously derived from both bases; the same is true for e.g. nesoraz-
mérmost' and neuvérennost'.!? Similar ambiguities obtain in the case of some
negated abstracts in bez-...nost', e.g. bezzakdbnnost', derived both from beaza-
kénnyj and zakénnost'.
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Many derivational ambiquities are to be found among compounds, esp. in tech-
nical terminology. A case in point are compounds containing suffixal elements;
these are often ambiguously derived both from the non-suffixed compound, and from
the suffixed simplex (= non-compound). Domoviadélica, for example, is ambiguous-
ly the feminine to domovladélec and a compound of vladélica (cf. dadevladéliea,
zemlevladélica); élektroakustideskij is both the adjective corresponding to élek-
troakfistika and a compound of akustfdeskij. Examination of several hundred po-
tentially ambiguous cases reveals that the majority of them are suffixal deriva-
tives of compounds, rather than compounds of suffixal forms, but there are with-
out doubt well over a hundred genuinely ambiguous cases. 18

Nouns in -iz2m and -i8t and related forms, especially those built on borrowed
bases, form complicated and often non-directional ambiguities, cf. for example
dbgma/dbgmat/dogmatiam/dogmatik/dogmitika/dogmatideskij® ('osnovannyj na dogmax',
'‘gvojstvennyj dogmatiku')/dogmatiBeskij® ('otnosjad¥ijsja k dogmatike, izlagaju-
581j dogmaty')/dogmatidniost’'/dogmatidnyj. Such is often also the situation with
ethnic names and their derivatives, e.g. amérika/amerikanec/amerikénka/amerikan-
8kij. It seems equally artificial to insist on a single direction of derivation
(e.g. from male to female designation) and to deny the presence of any direction
in derivation at all;!? in addition, the morphemic status of items such as the
-an- in the set just adduced is in need of clarification.

Among the other varieties of ambiguity in Russian derivation, let us indi-
cate only cases such as &xnut' from both ar and &xat’,20 perfective/imperfective
pairs such as zaxodit'’ (P) derived directly from xodft' and meaning ‘'begin to go'/
zaxodit' (1), imperfective to zajti (among such verbs the phonological structure
often differs, cf. zabégat' (P)/ zabegat' (1), zapldvat' (P)/ zaplyvit' (I). etc.
Finally, all the many instances of so-called compound affixes in Russian are il-
lustrations of derivational ambiguity, e.g. gkrjdZniZestvo both from gkrjdga + ni-
Jegtvo and from gkrjéZnidat’' + stvo.?!

An assiduous search would doubtless uncover many more varieties of deriva-
tional ambiguity in Russian. The formal and the semantic problems connected with
ambiguity are, as we hope to have shown, substantial, and most of them are not
merely unsolved but unexamined.

One final remark. If ambiguity is as widespread in natural language as we
have maintained, how is it that ordinary people go about their ordinary discourse

unbothered by the multitude of ambiguities their language contains? One must
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assume, it appears to me, that no matter how complex the ambiguities of any
level, the speakers of a language are provided with the means not necessarily

for resolving ambiguity, but at least for placing it in hierarchical order. In-
formation within the code itself and within the speech situation is almost always
adequate to enable the hearer or reader to make a reasconable guess as to the most
likely interpretation of the given ambiguous sound, word, phrase or sentence.

And here we come to truly unknown territory: what are the linguistic and extra-
linguistic factors which impose the hierarchical ordering of competing solutions
to ambiguous utterances, and what is the role of these factors (and the shifting

hierarchies they occasion) in the historical evolution of languages?
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FOOTNOTES

! The research on which this paper was based was supported by National Science
Foundation Grant GS5-2327.

2 wWe use the terms 'deep' and ‘surface' not as absolutes, but relatively, as ex-
plained in the paper "'Surface structure' and 'deep structure' in Slavic morphol-
ogy", American Contributions to the Sixth International Congress of Slavists,
vol. I {(The Hague, 1968), p. 396-397. The notion that there could be a single
'deep' layer and a single 'surface' layer of language seems both counterintuitive
and unproductive,

3 Morphophonemes are given in curved brackets, phonemes in slant brackets, pho-
netic transcriptions in square brackets, and Cyrillic forms in italics. 1In ren-
dering the constituent structure of derived forms, however, parentheses and
brackets are used without these special meanings.

“ E.g., AN SSSR, Grammatika russkogo jazyka, 1 (Moscow, 19602), p. 210-225 (suf-
fixes forming nouns designating male persons). Cf. also V. V. Vinogradov, Rus-
skij jazyk (Moscow-lLeningrad, 1947), p. 98ff. and the discussion of onomasiolog-
ical categories and their realization in M. Dokulil, Tvorenf slov v dedtiné, 1,
Teorie odvozovani slov (Prague, 1962), p. 29ff.; cf. the "derivational fields" in
0. G. Revzina, Struktura. slovoobrazovatel ‘nyx polej v slavjanskix jazykax (Mos-
cow, 1969).

5 Dpefinitions, unless otherwise specified, are taken from Slovar’' russkogo jazy-
ka, vv. 1-4, Moscow, 1957-196l. Abbreviated: SRJa.

6 some of these sets have been discussed in recent literature: E. Stankiewicz,
"The interrelation of paradigmatic and derivational patterns", Word, 18 (1962),
p. 1-22; D. S. Worth, "The notion of 'stem' in Russian flexion and derivation",
To Homor Roman Jakobson (The Hague, 1967), p. 2269-2288; M. Shapiro, "Concate-
nators and Russian derivational morphology", General lingutistics, 7, 1 (1967), p.
50-66, esp. 53-54; V. V. Lopatin and I. S§. Uluxanov, "Postroenie razdela 'Slovo-
obrazovanie'", Osnovy postroenija opisatel'noj grammatiki sovremennogo russkogo
literaturnogo jasyka, p. 50-91, esp. 55-59; cf. also M. Flier, "On the source of
derived imperfectives in Russian", The Slavic Word. Proceedings of the Interma-
tional Slavistic Colloquium at UCLA, September 11-16, 1870 (The Hague - Paris,
1972), p. 236-260.

7 1. A. Mel'uk, "K ponjatiju slovoobrazovanija", Izvestija AN SSSR, Sertja lit.
i jaz., 26 (1967), p. 352-362; idem, "Ob opredelenii bol'Sej/men'sSej sloznosti
pri slovoobrazovatel'nyx otnoSenijax", ibid., 28 (1969), p. 126-135; idem, "Stro-
enie jazykovyx znakov i vozmoZnye formal'no-smyslovye otnoSenija mezdu nimi",
ibtd., 27 (1968), p. 426-438B.

8 sgee "'Surface structure' and ‘'deep structure' ...", pagsim.

9 fThe situation is not improved if we accept the USakov dictionary's definition
of pro3ftyvat' as containing both meanings of proditat’, since one would then
have either to add the second meaning while deriving prodftyvat' from prodést’' —
something this descriptive framework cannot accommodate — or deny the deriva-
tional relationship between these two forms,

10 Note that it is not enough to specify that nagklédyvat' has seven meanings, re-
ceiving two of them twice (from nakldst’ as well as from nalozft'). If naklddy-
vat' is truly an imperfective to nakldst'’, it must share the cooccurrence re-
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strictions which are a function of the latter's narrowed meaning; if nakladyvat'’
does not share these restrictions — that is, if it has all the meanings of nalo-

Zit' — then it is not strictly speaking an imperfective of nakldst’. The system
cannot have it both ways.

1l Some (though surely not all) problems of semantic discontinuity may be solved
by treating semantic derivation in terms ¢f derivational and flexional stems,

parallel to the phonological description outlined in "'Surface structure' and
‘deep structure' ...".

12 There is a substantial body of literature on this problem, of which one might
select 0. S. Axmanova, O3erki po obédej i russkoj leksikologii (Moscow, 1957),
296 pp. (with extensive bibliography); V. V. Vinogradov, "Ob omonimii i smeZnyx
javlenijax", Voprosy jasykoznanija (1960), no. 5, p. 3-17; L. A. Nikonov, "K
probleme omonimii", Leksikografideskij sbormik, 4 (1960), p. 92-102. Homonymy
and polysemy lead one into an even broader circle of problems, that of the iden-
tity of the word as a linguistic unit.

13 vpostroenie razdela *slovoocbrazovanie'"”, p. 85.
1% see "'Surface structure' and 'deep structure' ...", pasgim.

13 This constituent structure reflects the assumption that secondary imperfec-

tives are derived from their corresponding perfectives; this assumption can be
disputed.

16 gee "'Surface structure' and ‘deep structure' ...", p. 403-408.

17 The negated abstract substantives show a number of other semantic peculiari-

ties as well; they will be treated in a separate paper.

18 This problem has been discussed in the "Introduction" to the Rusgian Deriva-
tional Dictionary by D. S. Worth, A. S. Kozak and D. B. Johnson (New York, Ameri-
can Elsevier, 1970), but would merit a more thorough investigation.

19 gee the references in f.n. 6 above.
20 vpostroenie razdela 'slovoobrazovanie'”, p. 83 f.n.

2! AN sSSR, Grammatika russkogo jasyka, 1 (1960%), p. 257.
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ON CYCLICAL RULES IN DERIVATIONAL MORPHOPHONEMICS

The linguist attempting to choose between competing solutions to a descrip-
tive problem can consider himself fortunate if some principle in his methodologi-
cal framework imposes one of the alternatives upon him and excludes the other.
Less happy is he who, when faced by such a choice, finds himself torn by two
principles which, although generally complementary, appear to compete and to sug-
gest different solutions in the given instance. Here there can be no simple ap-
peal to the methodological rules of the game; rather, the two contradictory prin-
ciples must be weighed against each other, and one of the two must be assigned
the higher value, thus permitting a choice between the two competing solutions.
Since value judgments of this sort can be made only in terms of very general cri-
teria such as "insightfulness", and since entities such as insightfulness are no-
toriously hard to define precisely, let alone quantify, this is tantamount to
saying that such decisions must be reached largely on the basis of subjective,
personal preference. Few would argue that this is an ideal scientific situation,
but the decision must nonetheless be made, and defended as best one can. As a
case in point, we shall examine a problem in the derivational morphophonemics of
Russian. The two methodological principles which suggest competing solutions to
the problem are descriptive economy on the one hand (specifically, the principle
that one rule is better than two) and an updated version of the non-mixing of
levels on the other (specifically, the principle that derivation and flexion are
two autonomous though interrelated morphological subsystems).

One of the salient features of Russian flexional morphophonemics is the
existence of the so-called "fleeting" or "fugitive" vowels, that is, of a morpho-
phonemic alternation between a vowel and phonetic zero. In the nominal declen-

sion of contemporary standard Russian, such fugitive vowels appear primarily be-

fore zero endings, namely:

In the nom. sing. of masc. substantives: I€Hb 'day', gen. JIHA, dat. ORY

etc.; similarly, COH, CHa 'sleep', CONOBE#, COJIOBbLA 'nightingale‘,
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Hadm, HAaHMa ‘'hiring';

In the genitive plural of neuters and second-declension feminines: nqumé,
gen. plur. NiAcCeM 'letter'; similarly, pe6po, pé6ep 'rib'; 3emni,
3eménp ‘'earth', CTaTbA, CTaTed ‘article’;

In the nom. and acc. sing. of a few third-declension feminines: non.-acc.
NOXb ‘'lie', gen.-dat.- prepositional JIXK; similarly, mo6dBbL, nGBH
'love'; UEPKOBb, LUEePKBH 'church';

In the short (predicative) form of masc. adjectives: masc, n:?peﬂ *bad*,
fem. NyYpHAa; similarly, 3nden, 3udfina 'sizzling hot', cBéTen,

cBeTna 'light, clear’'.

The fugitive vowel also occurs before endings the first segment of which is a

similar alternating vowel — zero morphophoneme, namely:

In the instr. sing. of third-declension feminines: noxpn 'by a lie' (mor-
phophonemically (1#Z+#ju)), mo6SBBLK 'by love', etc.;

In the suppletive jot-stem plurals (i.e., before the plural suffix {#j}) of
some masc. and neut. substantives: KAMeHb 'stone', gen. KAaMHA, nom.-
acc. plur. KAM@HbR, gen. plur. KamMéHweB; similarly, yrons, yrnf,
yrénba, yrdneves 'coal(s)'; AHO, nHa, NOHbA, NOHBEB ‘'bottom';

apeHd, 3BeHa, 3B&HbA, 3BE&HBEB 'link’'.
The behavior of morphophonemic {#} could thus be described by rules such as

(1) {#) - & in the env.: _ CV

(2) {(#)} - Vv in the env.: __C

G x N

The zero ending or morphophonemic {#} is a necessary but not a sufficient
condition for the appearance of the fugitive vowel in the stem; therefore, one is
obliged to posit the existence of an alternating vowel — zero morphophoneme {#}
in all stems in which the fugitive vowel appears: since, for example, the final
cluster /lk/ is tolerated in Russian substantives (cf. nNOnkK, gen. nonka ‘regi-
ment', wW&nk, mdnka 'silk', etc.), the stem of cTpendk, gen. cTpenka
'qunner' must be rendered as {strel#k~}. The necessity of positing morphopho-
mic {#} in stems with fugitive vowels is clear from the following word pairs
(examples could easily be multiplied): BéTep, gen, BpeTpa ‘'wind' ({vétar-1)

vs. MeTp, MéTpa 'meter' ({métr-}); cynb6a, gen. plur. cymé6 ‘fate'
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({sud'#b-}) vs. npdcbGa, Npocb6 ‘'request' ({préz'b-}); TOPBMA, gen. plur,
TiOpeM ‘'prison’ ({t'ur'#m-}) vs. nanbma, nanpM ‘'palmtree’ ({pal'm-}); sOpd,
gen. plur. Anep ‘'nucleus' ({jad'#r-}) vs. Hémpa, nom. plur. (plural. tantum),
gen. Henp ‘depths' ({nédr-}); there are even a few minimal pairs, such as
nacka, gen. plur. nack 'tenderness' ({liask-}) vs. ndcka, gen. plur. JACOK
‘weasel' ({las#k-}) and 606p, gen. DOGPA 'beaver (the animal)' ({bobr-}) vs.
6068p, gen. 606pAa 'beaver (pelt, collar, etc.)' ({bob'#r-}1.

The descriptive problem with which this paper is concerned arises when a
stem containing (#}, such as those above, comes into contact with a derivational
suffix which itself begins with just such a {#}. This happens most often with
the formation of diminutives in the suffix {#k}, which is used for both masculine
and feminine stems, with the flexional paradigm and grammatical gender of the
diminutive corresponding to that of the base, e.g. (first, examples of stems
without {#}) NOM ‘'house' + NOoMOK 'little house', JIOYb ‘daughter' + aduyka
'small daughter'. The suffix {#k} also causes softening of certain stem-final
consonants: HOTa ‘foot' - HOXKa, gen., plur. HOXex, nyxX 'down' -+ nywdx,
yacTHua 'particle' + YACTAYKA, but such alternations are not germane to the
vowel — zero alternations we are concerned with here. Examples of stems contain-
ing {#} and forming diminutives in {#k)}: kycdk, Kycka 'piece' ({kus#k-}) =+
kycbuek, kycbuka 'small piece' ({kus63#k-}): pyuénr, pyubf ‘'stream’
({ru#j-}) - pyuedk, pyuyeRka ‘'rivulet' ({rufej#k-}); O9Ynxa, gen. plur.
6ynox ‘bun' ({blil#k-}) + Gynouxa, Gynoyex ‘'small bun' ({biiloS#k-}); ceMbH,
gen. plur. cemén 'family® ({sem#j-}) + ceméfika, ceméex ‘small family'
({seméj#k-}); such diminutive formations are very productive in modern Russian.

The problem posed by these diminutives is that, while the suffixal {#} be-
haves as would be expected, that is, in accordance with rules (1) and (2) above,
the {#} of the stem is invariably fixed as a full vowel, regardless (or so it
seems at first glance) of its phonetic environment. 1In spite of the fact that
Russian permits, e.g., /m'j/ before a morpheme boundary (cf. 3a3UMbe 'first
frost' (= /zaz'im'ja/ = {zaz'im'j-o}), paszniMbe 'meditation' (= /razdm'ja/ =
{rozdim'j-o}), we nonetheless find the genitive plural of ceMéAka (/s'im'&jka/)
to be ceméek (/s'im'éjik/) not * CéMbek (/s'ém'jik/); similarly, the nom.
sing. of the diminutive of pyuéR (/ruéj/) is pyuedx, (/rufijdk/), not *py-
yb8K (/rucidk/) in spite of the fact that there is no purely phonetic reason

for the {#} of the underlying stem to be vocalized (cf. such cases of /&j/ before
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stressed /8/ on a morpheme boundary as aypaun® ‘'pack of fools' (/duralid/),

MYyXHUYb®& 'bunch of peasants' (/muzicjd/), etc.). In general, what is happening
is perfectly clear: a derivational stem containing certain morphophonemic alter-
nations is fixed or "frozen" in just one of these alternants as part of the pro-

cess of derivation (note how frequent this fixation of original alternations is

in the case of stress: the mobile stress of rososa ‘'head' — cf. the paradigm
ronoBa — ronoBk — ronosé — rénosy — ronosdfi — ronosé; ronosw —
ronds — roJioBaM etc. — is frozen onto a single syllable in the diminutive

rondska) . What is less clear is how to describe this fixation of alternations,
particularly in relation to the rules for the choice of {V} or zero within the
flexional system.

The first type of description which suggests itself to the Slavicist is to
treat sequences of (# ... #} in modern Russian in much the same way as the his-
torian of this language treats sequences of the reduced vowels (jers) whose vo-
calization and disappearance gave rise to the vowel — zero alternations of the
contemporary language. Details aside, the traditional explanation of the "fall
of the jers" counts these reduced vowels as weak or strong, beginning from the
end of the word, and paying no attention to any kind of morpheme boundary; jers
in Auslaut or before a full vowel are weak, jers before weak jers are strong, and
jers before strong jers are weak, so that sequences of several reduced vowels
alternate as, e.g.. strong — weak — strong — weak; strong jers then become full
vowels, and weak jers disappear. Unfortunately, it is simple to demonstrate that
an analogous treatment of sequences of {#} in modern Russian will result in
spurious forms. If to the stem {bdl#k} of the word 6VnKa ‘bun' one adds the
diminutive suffix {#k}, there will result such sequences as nom. sing. {bdl#c#ka}
and gen. plur. {bGl#Z#x#}. If rules (1) and (2) are applied in the "right-to-
left” or regressive manner suggested by the traditional treatment of the fall of
the jers, they will generate the correct nom. sing. 69noyka (the second {#},
preceding a full vowel, becomes zero; then the first {#}, preceding a sequence of
two consonants, is vocalized), but will also generate the incorrect gen. plur.
*6¥nuex, instead of the correct Gynouex, since the intermediary stage
{bGl#%ek}, obtaining after the application of rules (1) and (2) to the final and
medial {#) respectively, contains conditions requiring the remaining {#} to go
to zero rather than to a full vowel. The regressive application of rules (1)

and (2) must therefor be dismissed as observatiocnally inaccuratel. Since such
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regressively applied rules are generally and uncritically accepted in Slavic
historical linguistics, and are at the same time demonstrably incorrect, it seems
useful to examine the formal operations underlying them in some detail, in order
to compare them with other perhaps more useful kinds of rules.

Regressively applied rules in effect specify two sets of morphophonemic
conditions; morphophonemic {#} finding itself in a condition of the first type

is converted to a full vowel, whereas {#} in a condition of the second type be-

comes phonetic zero, that is:

. C#
(1) % > V in env. cc
(2) #% + ¢4 in env, (C)&

where ¢ = phonetic zero and & = word-final boundary. Each {#} of any given form
is examined in turn, beginning with the rightmost {#}, and is converted to V or

to &4, according to whether its environment is described by rule (1) or rule (2).
The effect of such rules, applied to the forms underlying the nom. sing. 6ynou-

Ka and the gen. plur. 6¢504ex can be shown as:

bul#Z#kas bul#Z#k#s
| | @
bul#ddkas bul#d#kegs
| | W
bulo&gkas bul#Zokgs
} @

bulg&okgs

i.e., phonetic [billaZka) and the spurious *[bdl&pk]. The reason why these rules
don't work is clear: right-to-left application of rules specifying morphophonemic
environments assigns descriptive priority to the flexional system over the deri-
vational system, as if the morphophonemics of derivation were dependent on those
of flexion; in other words, the form which is assumed by the {#} in the deriva-
tional base {b{il#k-} (the stem of 6¥nka) depends on the presence of a zero vs.
a vocalic ending in the derived word O¢yoOuka, as if the latter's stem were
*{hi1l#&#k-} rather than {bilod¥k~-}. Not only is there no clear distinction be-
tween the derivational and flexional levels of language, but the normal hierarchy

of these levels is as it were inverted. To sum up: the advantage of such regres-
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sive rules is that only one set of rules is required; the disadvantages are ob-
servational inadequacy, mixing of levels, and inversion of descriptive priority.
The worst feature of regressively applied rules is eliminated by applying
the same rules from left to right, or progressively. If one starts with the
same underlying forms and rules as above, but applies the rules in the opposite

direction, the result is at least observationally adequate:

bul#d#kas bul#EHk#a
} |
buloc¢#kas buloc# kés
1(2) 1(1)
bulo&gkats buloZokid &
} 2)

bulo&okgs

i.e. the correct phonetic strings [bfilaCka] and [bGladbk] of the forms 6¢nouxa
and 6Ynouekx. However, the observational adequacy of these rules is not
founded in any intuitively satisfactory account of derivational and flexional
morphophonemics; such an account would have to specify that the first {#} is
fixed as {o} in the process of deriving 6V¥nouxka from 6ynka, — that is, would
recognize that the derived word has a stem {blQlod#k} containing a full vowel,
not {#}, between {1} and {&). The similarities and differences between deriva-
tion and flexion are obscured rather than clarified. The observational accuracy
of these progressive rules is not, however, due entirely to chance, but rather
to the fact that left-to-right application of vocalization rules corresponds,
albeit in a nonexplicit and slightly obscure way, to the derivational structure
of words like 6¥n04YKa. This can be seen if one marks the immediate constitu-
ent structure of the strings underlying 6%¥n04yka and O69¥noYek with plus signs
marking morpheme boundaries and parentheses enclosing the first (smaller) con-

struct:

6¢nouka 6gnovyekx

(bil#k + #k)} + a (bG1l#k + #k) + #

Left-to-right rules are then seen to reflect, although not very clearly, the
fact that the fixation of the first (#} as {o} is a result of the concatenation
of the constituent {bll#k} and the constituent {#k}, whereas the alternation of

the second {#)} between {g) in the nom. sing. and {o} in the gen. plur. reflects
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the concatenation of the construct {(bil#k + #k)}, now functioning as a consti-
tuent, and the new constituents {a} and {#} respectively. Such hierarchical
organization of morphophonemic processes is made much clearer if the vocaliza-
tion rules are applied not progressively from left to right, but as it were from
the inside out, that is, applied cyclically, first to the smallest construct,
then to the next larger construct, etc. Such cyclically applied morphophonemic
rules, which were first suggested by Morris Halle2, can be demonstrated to re-
sult in observationally correct forms, as will be shown with the same examples
as have already served above. For the sake of completeness, we add an informal
version of the palatalization rule ([+ low tonalityl -+ [- low tonality] in the

env.: | vocalic + {#x}3; let us call this the "k + &" rule). The "de-
+ consonantal

rivational history" (in the synchronic sense) of the word-forms is marked in
their IC structure, with the plus sign marking morpheme boundaries. If we re-
formulate and reorder rules (1) and (2), taking advantage of the simplification
in statements of environment permitted by ordering, as

C+V

{3) ¥ +¢g in env.: ___ N

(4) # + V in env.:___ C+

and apply the three rules first to the smaller construct (formed by the consti-
tuents: derivational base + suffix) and then to the larger construct (formed by
the constituents: stem + ending), the correct phonetic shapes of 6ynoYka and
6¥novex will be derived as follows:

nom. sing. gen. plur.
FPirst cycle: bG1 #k+#k bGl#k+#k
k + &: bG1#&+#k bGl#&+#k
(3): no change no change
(4): biloZ+#k bilo&+#k
Second cycle: blloc#k+as bGloC#k+#&
k + &: no change no change
(3): bilocgk+as biloZ#k+gs
(4): no change blloZok+gs"

which, after boundary removal and application of phonetic rules, results in the

correct phonetic strings [(b{ilackal and [bliladbkl. The advantages of such
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cyclical rules are observational accuracy and the non-inversion of descriptive
priority (the morphophonemic processes of derivation are accounted for before
those of flexion, since the effect of the first cycle is to generate the flex-
ional stem of the derived word 6%n0oyka, namely {bllol#k+} while the second
cycle accounts for the morphophonemic alternations which occur within this de-
rived flexional stem). At the cost of introducing additional entities into the
stem notation {(parentheses and plus signs}, such cyclical rules at least make a
step in the direction of distinguishing between derivation and flexion. Upon
closer examination, however, it becomes clear that cyclical rules still involve
a serious mixing of levels. To remain for a moment with the same example: the
strings underlying the nom. sing. 6Ynou4ka and the gen. plur. BYnouexk are

{ (bG1#k+#k)+a} and { (bUl#k+#k)+#)} respectively; both these strings contain an
entity, namely the first {#}, that exists only in the derivational history of
Gynouka (as the alternating vowel — zero morphophoneme of the derivational
base Gs'fnka) but which is artificial, a fiction as it were, within the flex-
ional stem of the derived word 6Yynouxka. In other words, the introduction of
boundary markers and constituent structure markers can disguise, but cannot
eliminate a weakness which was already present in the regressive rules discussed
above: the derived stem, which factually contains only a full vowel, is made to
appear to contain (albeit now at a deeper level) an alternating vowel — zero
morphophoneme which exists only in the derivational base from which the given
word is derived. This is not just a detail of notation. Cyclical rules do not
distinguish between derivational and flexional stems, and generate the stems of
derived words only incidentally, as a transitory by-product on the way from the
deepest underlying derivational structure of a word to the most minute details
of its surface phonetics. One cannot say that cyclical rules eliminate flex-
ional stems entirely, since these stems do appear as intermediate steps in the
derivation: but their importance, and for that matter the importance of the word
itself as a linguistic unit, is certainly downgraded by rules of this sort.
Furthermore, the binary nature of the derivational process is lost to view, and
in the more complicated derived words, there obtains a cumbersome repetition of
rules (such as the k + & rule above, which had to be reapplied, with "no change"
as the result, in the second cycle). These drawbacks become more obvious when
one considers a multi-layered derivative such as Russian ABOMHOYKA 'small ice-

cube’'.
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The derivational history of nbafiHouka is as follows: from the word nen,
gen. nbAa (stem {1'#d+}) 'ice', Russian derives a singulative nsaiHa ({1'd'in+})
‘piece of ice, ice floe', from which a diminutive nuaftuka ({1°d'in#k+}) 'ice-
cube' is formed by addition of the suffix {#k} already discussed; from npOHHKA
a further diminutive, with affectionate shading, is formed by readdition of the
same suffix: npmitHouka ({1'd'inod#k+}). The strings underlying the nom. sing.
nrafiHouxa and the gen. plur. NbAAHOYEK must then be marked as having the

following constituent structure:

nom. 8ing.
<C(1'#d+in) +kkI+#k>+a

gen. plur,
<[ (1*#d+In) +¥kI+hk>+#

The three rules used in the cyclical derivation of O69ynouxa, O6¥nouek plus
another softening rule which we can call the "d + d4'" rule (something like
{— sharp] + [+ sharp) in the env.: __ {+i})® can then be applied in four cycles,

and will result in the correct phonetic strings [1'd'ina&kal and [1'd'inadbk],

as follows:

nom. 8ing.

<C(L'#d+5in) +#kI+#k>+as

gen. plur,
<C(1'#d+in) +¥kI+#k>+¥s

Firgt cycle 1'#d+in 1'#d+in
d +d': 1'#d'+in 1'#d'+1in
k » &: no change no change
(3): 1'gd'+in 1'gd*+{n
(4): no change no change
Second cycle 1'd’' in+#k 1'd'fn+#k
d +4': no change no change
k + &: no change no change
(3): no change no change
(4): no change no change
Third cycle 1'd'fnkk+#k 1'd' fn#k+#k
d +4': no change no change
k +¢: 1'd'{n#c+#k 1'a’ fn#c+ek
(3): no change no change
(4): 1'd'finod+#k 1'd’' fnod+sk

Fourth cycle
d-+d':

1'd’ fnoddk+as

no change

1°d* fno&ek+#s

no change
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k + &: no change no change
(3): 1'd*inodgk+as 1'd’fnol#k+gs
(4) : no change 1'd'inofok+ds
Phonetie rules: [1'd'inadkal [1'd'inalbk]

There is no doubt that these rules "work" in the sense that they result
in verifiably accurate phonetic strings. What is wrong with them is nonetheless
obvious: the number of morphophonemic operations to be performed is out of all
proportion to the differential results obtained. In four cycles of four rules
each, applied here to two underlying strings, there are thirty-two distinct
operations, twenty-one of which result in "no change”, eight of which result in
identical changes in both columns, and only three of which (application of rules
(3) and {(4) in the fourth cycle) result in different phonetic strings. Wwhen one
remembers that the paradigm of a Russian substantive consists not merely of two,
but of twelve case-number forms, so that the total number of morphophonemic
operations to be performéd is really one hundred and ninety-two, it becomes
clear that rules of this sort are indeed a morphophonemic mountain, the result
of whose labors is a very small phonetic mouse. This kind of rule recapitulates
the entire derivational history of a word in each and every one of this word's
case-number forms, which is obviously uneconomical, since the flexional rules
operate on flexional stems alone — in other words, the derivational history of a
word is completely irrelevant to the functioning of the morphophonemics of
flexion. There is no {#)} between the {1'} and the {d'} in JnbONHOYKA, and in
order to account for the fact that this word's nom. sing. contains a cluster
/&k/ whereas the gen. plur. has /&ik/, one has no need to refer to rules of the
sort 4 + 4d'.

A further weakness of this type of description, but one which cannot be
discussed in any detail here, is corollary to the view that words such as nbOn-
HOUYKa consist of no more and no less than a string of morphemes embedded in a
certain IC structure: any underlying string, such as those just considered, must
have a meaning of equivalent "shape", i.e. the meaning of ABANHOYKA must be
egual to

<[ ('ice' + 'singulative') + ‘'diminutive'] + ‘affectionate diminutive'>
plus the particular caéé—number meaning involved in the particular form. Even
if one grants the dubious assumption that it makes sense to speak of the IC

structure of semantic entities, it is still clear that the meanings of most
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derived words are not equal to the organized sum of the meanings of their parts;
once again, this means that cyclical rules fail to represent adequately the
binary nature of the derivational process. One may conclude, then, that al-
though cyclically applied morphophonemic rules are observationally accurate, and
while these rules reflect more explicitly than non-cyclical rules the distinc-
tions between derivation and flexion, they are nonetheless mechanistic in their
semantic implications, force the derivational history of words to protrude into
their flexional morphophonemics and (the most serious charge against them) are
very uneconomical, involving a high number of morphophonemic¢ operations for a
very low yield.

All three types of rule examined so far share one common methodological
feature: they apply a single set of rules to every individual paradigmatic word-
form, attempting to account simultaneously for the morphophonemic processes of
derivation and those of flexion. Since each of the three types of rule has been
judged inadequate (to varying degrees, and for varying reasons), it seems
natural to suggest that a different methodological framework might provide a
more satisfactory description.

The methodological framework underlying all three types of rule discussed
so far takes as its primary criterion descriptive economy and subordinates the
non-mixing of levels thereto; to state this differently, one can say that these
three types of rule begin with the premise that a single set of rules exist (or
should exist), and attempt to force both derivation and flexion through this set
of rules. If one begins with a different premise, namely that derivation and
flexion are two autonomous but interrelated morphological subsystemse, and then
defines the morphophonemic rules which are operative in each of these subsys-
tems, one has a better chance of specifying both similarities and differences.
Since some theoretical considerations and a formal description of such a frame-
work have been treated in detail elsewhere’, we shall only recapitulate the
salient features of it here, with particular reference to the vocalization of
(#}.

The morphological system of Russian (and presumably of most languages) has
two major subsystems, derivation and flexion. The first has descriptive pri-
ority over the second; that is, the output of the derivational system serves as
input to the flexional system. The flexional system's output then serves as

input to the system of phonetic rules which determine the final sound shape of
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the utterance. For example: the derivational base {bGl#k} (that is, the stem of
the word 6¥nxa) is concatenated with the affix {#k}, and the morphophonemic
rules of the derivational system specify the results of this concatenation to be
{biloT#k}, i.e. the flexional stem of the derived word O6¥youka; this output of
the derivational system {bulo&#k} is input to the flexional system, where it is
concatenated with each of the several case-ending forms nom. sing. {a}, dat.
sing. {e}, gen. plur. {#}, etc., after which the morphophonemic rules of the
flexional system specify the results of this second (set of) concatenation{s) to
be nom. sing. {bGilofkal, dat. sing. {billofke}, gen. plur. {bllodok}, etc. These
lowest-level morphophonemic entities are then inputted to the phonetic system,
which determines their final sound shape to be [billadkal, [blladk'bl, and
[bilalbk] respectively. At the same time, the output of any given derivational
operation can serve as input to further stages of derivation, so that, for
example, the results of concatenating {l1'#d) 'ice' with {in} ‘'singulative’,
namely {1'd*in}, serve not only as input to the flexional system determining the
shape of the case-number forms of the word nhxﬁiﬂa. but also as input to fur-
ther stages of derivation, e.g. {1'd'in} + {#k}; the results of this latter,
namely {1'd’'in#k}, then serve as input both to the flexional system which will
generate nom. sing. {1'd'{nka}, gen. plur. {1'd'inok}, etc., and to the next
stage of derivation, {1'd'in#k}+ {#k}, giving {1'd'ino&#k}, the flexional stem
of the last word in the derivational chain.

In such a framework, there is no need for the uneconomical repetition of
rules of the type d + d' within the flexional system, and in general it becomes
possible to define the morphophonemic processes which are specific to the deri-
vational or to the flexional system, or common to both these systems (e.g., al-
ternations of the type k =+ ¢ occur only in the derivational system, whereas the
type k + & occurs both in derivation and in verb flexion, but not in non-supple-
tive noun flexion). When one examines the behavior of {#} in each of these sys-
tems, one can see immediately that the same general rule applies to derivation
and to flexion. Informally, this rule states that any {#} becomes zero when
followed by a syllabic segment or a word boundary, and becomes a full vowel
everywhere else. This is, however, merely an informal version of rules (3) and
(4) on p. 213 above. Within the derivational system, these rules will have the

form

(3a) # - g in env.: __C+V
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(4a) % -~V

which are simpler than (3), (4) in that they require fewer contextual condi-
tions. As a matter of fact, it turns out that with one slight readjustment,
these same rules are entirely adequate for the flexional system as well. The
"readjustment" consists of recognizing that the so-called "zero ending" of the
nom. sing. masc. etc. is not quite the same morphophonemic entity as the alter-
nating vowel — zero morphophoneme {#}, but simply a (morphophonemic and) pho-
netic zero, i.e. {g}. The gen. plur. of O6¥nKxa appears as {bul#k+g)}, which by
(4a) becomes {bllok} and phonetically [bilak]l. These rules are simpler than any
of those previously considered, they involve none of the artificialities of
cyclical rules, and they observe the intuitively obvious descriptive priority of
derivation over flexion — i.e., they are insightful, general and economical.

We conclude, then, that a descriptive framework which assigns highest value
to the non-mixing of levels results — paradoxically enough — in a description
which is not only intuitively more satisfactory, but actually clearer and more
economical than the descriptions resulting from a framework in which the crite-

rion of economy is paramount.
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FOOTNOTES

1 This observation implies that the traditional description of the fal. of the
jers needs to be reexamined,

2 Morris Halle,"O pravilax russkogo sprjarenija (predvaritel'noe soob3lenie) ,*"
American contributions to the Fifth Intermational Congress of Slavists, vol. 1,
The Hague, 1963, p. 113-132.

3 A formal statement would have to account for the [— continuantl -+ [+ contin-
uantl of {g} + {Z)}, as well as devise a feature notation for the morphoshoneme

(#}.

“ The symbol {V)} in the rules-stands for a [ + vocalic segment, ”

— consonantal

— diffuse

— compact

+ low tonality
i.e. for {o}; the phonetic rules will reduce unstressed {o} to [a], [al, or
(after soft consonant not on a morpheme boundary) [(BJ.

5 fThis may be the same rule as the k + ¢ rule above; c¢f. {Zémlug} 'pea-l' (col-
lective) + {ZemdGZina) 'a pearl', {gdérox} 'peas' + {gordSina} 'a pea' e:c.

6 Cf. E. Stankiewicz,"The interdependence of paradigmatic and derivatisnal pat-
terns,” Word, 18, 1962, p. 1ff.

7 "on the notion of 'stem' in Russian flexion and derivation," To Honor ioman Ja-
kobson, The Hague, 1968, p. 2269-2288.
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LINGUISTICS AND HISTORIOGRAPHY

A PROBLEM OF DATING IN THE GALICIAN-VOLHYNIAN CHRONICLE

The old Russian chronicles are of interest not only to the historian, al-
though he gquite rightly treasures them as a precious, in some cases almost
unique source of data on the early history of the Eastern Slavs.! For the lin-
guist these chronicles, which — unlike most of their Western counterparts — were
written in a language close to the vernacular, have preserved a wealth of infor-
mation on many aspects of the literary, juridical, and even of the spoken lan-
guage of ancient Rus'. The historian of literature for his part notes that
these same chronicles, far from being a dryly narrative account of recorded
history, contain a vast and variegated display of literary wares: one finds in
them traces of the Slavic and non-Slavic epocs, separate war-tales, hagiography
and secular biography, ritual laments and prayers, proverbs and panegyrics. It
is not astonishing that texts which offer so much to different disciplines
should provide a fertile area for interdisciplinary cooperation, and an unusual
opportunity for the specialized tools of one discipline to contribute to the
knowledge of another. The present paper attempts to show how an investigation
originally undertaken for purely lingquistic purposes can produce a by-product
which may be of some small service to the historian and to the historian of
literature.

The paper deals with the so-called Galician-Volhynian Chronicle, which fol-
lows the Primary and Kiev Chronicles to form the third and final section of the
Hypatian Chronicle.? The Galician-Volhynian Chronicle is an almost unique rec-
ord? of the events which took place in Southwestern Rus' during the turbulent
thirteenth century, specifically from 1201-1292.% Furthermore, it is one of the
most highly decorated of the early chronicles from the literary point of view.
As its title suggests, the chronicle consists of two main sections, the first of
which is basically a secular biography of Prince Daniil Romanovié of Galicia
(1245-1264) > and the second of which deals principally with the reign of Dani-
il's nephew Vladimir Vasil'kovi& of Volhynia (1272-1288}. The problem to be

treated below is that of determining as precisely as possible the exact location
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in text of the border between these two sections.

There have been almeost as many opinions as to the year in which the border
between the Galician and the Volhynian section of the chronicle must be sought
as there have been scholars who have read the chronicle., Among the historians,
Hru§evs'kyj6 placed this border at the year 1254, and Eerepnin7 at either 1256/57
or 1260/61. Among the literary historians, Lixaev® follows Cerepnin in posit-
ing 1256/57, TschiZewskij? mentions both 1260/61 and the less definite 1260-63,
whereas Orlov!C opts for 1267. Recent years have seen two attempts to break the
Galician-Volhynian Chronicle down into several superimposed redactions, thus de-
nying (at least by implication) the earlier and generally accepted division into
two main sections. The historian PaSuto!! assumes the existence of borders be-
tween these several redactions at the years 1238, 1246, 1263, 1269 (?) and 1289/
90. On the other hand, the linguist Hens'ors'kyj,12 making more use of linguis-
tic data but less of historical fact — and conjecture — appears to discern bor-
ders at 1234, 1266, 1285/86, 1289 and 1292. One's suspicions are of course
aroused by the almost total lack of concord among these various scholarly opi-
nions. Figure 1 correlates all of these suggested dates with the 1843 edition of
the chronicle used here.l3

As we shall see below, there is compelling linguistic evidence in support
of only one of these fourteen scholarly suppositions, and indirect evidence con-
cerning a second.

The present method of analysis is almost mechanical in its simplicity. It
grew out of an accumulation of data on various linguistic levels (phonological,
morphological, lexical, etc.) destined eventually for a description of the lan-
guage of this chronicle. As the amount of material collected increased, it be-
came apparent that whereas certain forms occur more or less constantly through-
out the chronicle,!” other forms are restricted to particular types of subject
matter, !> and yet others occur only in certain sections of the text. It is
this last type of restriction that is of interest for the problem of dating.
Following the example given by Eiievskij in his discussion of the dative ab-
solute constructions in this same chronicle,!® these restricted data were plot-
ted on graphs and correlated with the dates given in the chronicle.!? The pre-
sence or absence of sharp peaks and sudden drops in these graphs provides ob-
jectively verifiable evidence for and against the presence of major borders at

various points within the text. It is proposed to call this graphic method of
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PP. PP-
. 190 -
155 - . .
. . - 1256/57 Cerepnin, LixaZev
- 195 - .
160 - . .
. . - 1260/1 Cerepnin, TschiZewskij
. 200 - .,
165 - . . - 1263 Paduto, TschiZewski)
. . = 1266 Hens'ors'kyj
. . - 1267 Orlov
. . - 1269(?) Pasuto
. 205 - .
170 - .
- 1234 Hens'ors'ky) .
. 210 = a
175 - . .
. - 1238 Pa3uto . - 1285/6 Hens'ors'kyj
. 215 = .
180 - . N
- 1246 Pasuto .
. 220 - .
185 - . .
. . - 1289 Pasuto, Hens'ors'kyj
. = 1254 Hru3evs'ky]j 225 - . ~ 1290 Paduto

- 1292 Hens'ors'kyj

Figure !|. Proposed borders between redactions of Galician-Volhynian Chronicle.

analysis "distributional stylistics," using the term "stylistiecs" in a broad
sense t» include features on all levels of language. The method will be illus-
trated >y sample facts from the realms of morphology, syntax, lexicon, and the

more nacrowly stylistic area of phraseology.

MORPHOLXGY: reka VS. reky 'SAYING'. It is common knowledge that the nominative
masculile singular of the present active participle of most verbs had the ending

-y (lony form -yi)} in the South Slavic area in which Old Church Slavic origi-
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nated, but the ending -a (long form -ai) in the East Slavic area which includes
Galicia and Volhynia. One thus has pairs such as nesa or nesy "carrying," dada
or dady "giving" etc.l® A thirteenth-century scribe, born in East Slavic terri-
tory, would himself tend to use the -g forms. Since, however, this scribe was
imbued with a church~oriented tradition of written literature, deeply influenced
by 01d Church Slavic, in which the -y forms predominated, it is only natural to
find both -a and -y forms in the chronicle. Further, since the Galician-Vol-
hynian Chronicle (like the Kiev Chronicle which precedes it) makes extensive use
of quoted speech, both direct and indirect, as a means of rendering the narrative
more immediate and more vivid,l? one finds these alternate endings more frequent-
ly with the verb "to say" than with any other single verb, namely reka and reky
“saying.“2° Although both types of ending can be found throughout the chronicle,
the Church Slavic form in -~y definitely dominates in the Galician section, where-
as the Eastern Slavic -a forms are noticeably more frequent in the Volhynian sec-
tion. The distribution of these forms is shown in Figure 2, in which "x" to the
right of the pagination represents reka(i) and "x" to the left reky(i). Figure 2
also shows the similar distribution of nominative masculine plural forms of these
same participles, in which the reflexes of common Slavic *tj oppose the 01d
Church Slavic forms in -Jt- (-33- in the Eastern Slavic reading thereof) to the
native Eastern Slavic forms in -&-, namely rekud®e / rekule, which are shown in
Figure 2 as "“o" to the left and right of the pagination respectively.

The most obvious break in the distribution of these forms occurs at p, 196,
where the Church Slavic forms suddenly cease and the East Slavic forms increase
markedly. If one tentatively assumes this to be a major border between redac-
tions (an assumption that will have to be revised slightly; cf. p. 180 f.), one
can state the numerical occurrences as follows: reky(i) and rekudde occur thirty
times in the Galician but only three times in the Volhynian section, whereas
reka (i) and rekuce occur seventeen times in the earlier but forty-nine times in
the later section. The fact that the East Slavic reka(i), rekude are more evenly
distributed throughout the entire chronicle than are the Church Slavic reky(i),
rekus®e is of course explained by the fact that the scribe of the Volhynian
Chronicle also copied the Galician section, and hence had the occasion to intro-
duce, probably largely unconsciously, his native forms into the earlier section,
whereas the Galician scribe obviously had no such opportunity to influence the

language of the Volhynian section.
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0. =155 - . X . -195 - .
X X . . - R
. . . X
. . . . X X
XXX . ~160 - . X . = 200 - .
. . . . £ XX
. . . . X X X X
. . - . X X X X
OX X . -165 - ., . m 205 - .0
X . . . . X X
. . X 0 . . X0
. . . - X X
0o0. . . .
. =170 - . . =210 - . X O
. . X . .
X . . X . . X
X . . . . XX
. - 175 - . . =215 - . X X X
. . . . XX X XX X XO
. . X X . . XX
. . . . X X X X
. . X X . .
XXX . -180 - . . = 220 - ., 0
o . . . . 0O
. . X . . X X XX
. =185 - . X X o . - 225 - .
0. . . .
X . . X X . .
OX X . . X . .
X X . . X
X . =190 - X
0. .
X . . reky (1) = X left of pp., rekuSde = O left of pp.
X . .
. . reka(i) = X right of pp., rekude = O right of pp.

FPigure 2. Distribution of participial forms.

It is also worth noting that the only occurrence of Church Slavic reky in
the Volhynian section falls on p. 219, exactly where the previously frequent
forms in -a suddenly cease for several pages. One might tentatively assume a
break of some sort in the text at this point; however, this question must be

postponed until more factual material has been accumulated.
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. =155 - ., . - 195 -~ .

>

- . . XX X XXX
X . . X . . XXX XXX
. = 160 - . X . =-200- . XX XX
. . X . . XXX XX XX
. . X XXX . . XXX XX
. . XX XXX. .
. . X X . - X XX XXX
. = 165 - | . - 205 - . X X X X
. . X . - X X XX
. . . . X X XXX
. . X . . X X
. . XXX . . XX XXX
.- 170 - . . =210 - . X XX
. . . . XXX XXX
. X . .
. - . . XX
. - X . . X X XX
. =175 - . . =215 - . X
X . . XX ) . .
. . . . X XXX
- X . - X
. . - - X
. - 180 - . X . - 220 - .
. X .
. - X . XX
. . XX . - X
. — 185 - . . - 225 - . X
. . . X XX
. - . X
. =190 - .

Figure 3. Distribution of compound past tense consisting of nada(&a) (=X right
of pp.) or poda(8a) (=X left of pp.) + imperfective infinitive.
SYNTAX: nadati, poBati + INFINITIVE. One of the most distinctly individual fea-
tures of the Volhynian Chronicle is its frequent use of aorist forms of nacati
and po&ati "to begin" with the imperfective infinitive?! to form what appears to
be a compound past tense replacing the imperfect or the dative absolute construc-
tion, more frequent in the Galician section, e.g. (Vasil'ko) nada otdavati di¥3er'

svoju Olgu za Andrea knjazja 198.8-9 " (Vasil'ko) was preparing to marry his
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daughter to Prince Andrej." To be sure, one cannot always determine from the
context whether these forms are being used as auxiliaries in a compound past
tense, or with their full meaning of "to begin (to do something)"; however, this
semantic vagueness is of no import for the purposes of this paper, since it is
the occurrence of the forms themselves, and not our subjective and perhaps erro-
neous interpretation of their meanings, that is an objective feature of the
text.??2 The occurrence of these compound past tense forms is shown in Figure 3,
in which "x" right and left of the pagination represents forms of nada{da) and
poda(3a) respectively.

Here one notices a much more sharply defined border than was the case with
the participial forms reka/ reky etc. above. Compounds with nada(8a) and poda-
(8a) occur only sporadically before p. 198, but at that point they suddenly be-
come very frequent, averaging some 5h instances per page for the next fourteen
Pages, and then dropping off slightly. These frequent occurrences begin just
after a noticeable break in the text, where an unknown amount of the archetype
(or, to be more cautious, of the penultimate copy) of the Galician Chreonicle was
omitted in copying. This break, which occurs between the years 1260 and 1261
(between lines 6 and 7 of p. 198 in the edition used here), is of considerable
importance as evidence itself, since it is the only indubitable interruption
within the entire Galician-Volhynian Chronicle. These facts suggest that the
major break in text between the Galician and Volhynian sections of the chronicle
should be placed at p. 198, rather than at p. 196; the distribution of the parti-
ciples reka and reky etc. shown in Figure 2 does not contradict this amended as-
sumption, since the one case of reka on p. 197 can easily be explained as a later
addition, similar to the other instances of reka scattered throughout the Gali-
cian section of the chronicle. The occasional instances of nala(#a) and poda(&a)
within the Galician section are likewise to be attributed to the later, Volhynian
scribe, who introduced them into the earlier text he was copying. These compound
past tense forms are noticeable, furthermore, by their absence from pp. 220-223,
which corresponds almost exactly to the drop in occurrence of the participle reka
discussed above, thus lending more weight to the assumption that this small sec-

tion of text is somehow different from that which surrounds it.

LEXICON: jako VS. o3e AND aky (aki). Of all the distributional factors investi-
gated thus far, the most striking is the lexical opposition of the subordinating

conjunction jako in the Galician section to oZe in the Volhynian section, e.g.
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. * XXX XX XX . ~-195 -,
. XXX XX XX . .
. XX X . .
. X . .
- 200 - .
. . = 205 - .
. 0 - 210 -
. X . .
. X . .
- * -
. . - 215 -
XXX XXXX. .
. 0 X X XX . -220 -
. X .
X X X . .
. X . .
. * . = 225 -
. X .

=X left of pp.), o2e/a3e (=x/*
of pp.).
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Ko XXX
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XX00O0

X X

X wew
XX00

X0

XX X X #nr

0O

right of pp.)

Knjaginja ... rede: jako "syna mi poimi ko ddderi" 194.27 "The Princess said,
g ¥ 14

*Take my son (as a husband) for your daughter'" on the one hand, and ra:t 3e pri—

3eddi k gorodu, poznaBa, o¥e Ruskaja rat' 217.34-35 "When the army had

the city, they recognized that it was the Russian army"” on the other.

:ome up to

in the

Galician section of the chronicle jako has another function as well; it is used

as a conjunction of a comparison, e.q.

(Skomond) borz %e b& jako zvEr' 182,21
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"(Skomond) was swift as a wild beast." In this Volhynian section, this function
is filled by the form aky (aki), e.g. stada okolo goroda, aki borove velicéi
209.38 "They stood about the city like a great forest." As was the case with the
participial opposition reky / reka discussed above, the opposition of jako vs. oZe
as subordinating conjunctions represents an opposition of Church Slavic forms on
the one hand to Eastern Slavic forms on the other; the pair jako vs. aky (aki) as
conjunctions introducing comparisons, however, apparently represents only an op-
position of different regionally-bhased varieties in the Russian recension of
Church Slavic.23 Figure 4 above shows the distribution of all these forms
throughout the chronicle: jako as both subordinating conjunction and conjunction
of comparison is represented by "x" to the left of the pagination, the conjunc-
tion oZe by "x" to the right, and the conjunction of comparison aky by "o" to the
right. Six occurrences of the spelling of a3e for o3¢ on pp. 215 and 224 are
shown by asterisks, as are four cases of oZe¢ with different or somewhat unclear
meanings on pp. 155, 158, 173, and 185 of the Galician section.2"

Again it is striking that the instances of jako cease abruptly at exactly
the point where those of o3%e and aky begin, namely at the border between 1260/
1261 on p. 198 of this edition. Even the one case of jako on p. 198 itself comes
before the missing fragment of text at lines 6/7, and the one case of 0Ze occurs
after this break. The numerical distribution is also impressive: Jjake occurs al-
most two hundred times in the Galician section but only nineteen times in the
Volhynian section, whereas o3e (aZe) and aky (aki) occur only six times in the
Galician but almost eighty times in the Volhynian section. Furthermore, of the
nineteen examples of Jjako that do occur within the Volhynian section, sixteen oc-
cur in the brief passage on pp. 219-224, which the morphological and syntactic
evidence discussed above has already led us to suspect. This passage, stylisti-
cally quite distinct from the surrounding text, describes the illness and death
(in 12B8) of Prince Vladimir Vasil'kovil of Volhynia, including an extended
panegyric to Vladimir as well as a list of his many good deeds.2% It extends
from the very top of p. 219 nearly to the bottom of p. 223, at which point there
begins the brief account of the reign of Prince M'stislav Vasil'kovi¢, Vladimir's
brother. This twofold unity, linguistic and thematic, suggests strongly that
this passage on the illness, death, and glory of Vladimir should be considered a
separate item within the Volhynian section of the chronicle, written in all

probability by a different scribe, or at the very least by one who showed such
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mastery of this more solemn genre that he automatically employed only the more
solemn Church Slavic forms appropriate thereto. One may conclude, then, that
there is certain linguistic evidence that PaSuto and Hens'ors'kyj were correct in
positing 1289 (p. 223) as a border within the Volhynian Chronicle, although one
must also note that both scholars appear to miss the equally clear border ({(p.

219) at the beginning of this passage.

. = 155 - . . =180 - . X . = 205 - .

>
>

- 160 - ., . - 185 -, . = 210 -
. X . . XX .

- . . X . .
. . X . . X . .
- . . . X . .
. =165 - . X « =190 - . X X X . = 215 -
. . . X
. . . . X . .
. . X . . XX .
. - 170 - . . =195 - | X . - 220 -
. . . . X X
. - X
. =175 - . X X . - 200 - . . = 225 -

- . . - . .
- - - . - -

Figure 5. Distribution of explanations with rek3e, rekomyj, etc.

PHRASEOLOGY (1): EXPLANATIONS WITH rek8e ETC. It has not escaped the attention
of earlier investigators that one of the typical stylistic devices of the Gali-
cian section of this chronicle is the explanation of strange words, and indeed of
some words that could not have been too strange to the scribe, 26 by means of a
synonym introduced by the form reke “"that is to say," rekomyj "called" etc.,
vratidasja v strany svoja, rekde v pole 196.1027 “"they returned to their own
lands, that is to say, to the steppe." All twenty-six such explanations that
were found occur within the Galician section of the chronicle, as shown in Figure
S above; n.b. that the last such explanation falls on p. 197, immediately before

the major border that other evidence has already pointed to.
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"GALICIAN" PHRASES

= mogoe mMmoZestvo "a great multitude"

= plén velik "booty great"

8 velikoju dest’'ju "with great honor" and vo velicé &esti "in
great honor"

"VOLHYNIAN" PHRASES

besdislenoe mmoZestvo “countless multitude”

so0 mMoZesgtvom * genitive "with a multitude of ..."

polona mogo "of booty much"

ot mala 1 do velika "from the small even to the great"

8 (pobédoju i) dest’'ju velikoju "with (victory and) honor great"”
i tako byst' konec' "and such was the end of ..."

ne malo bo pokaza muz'stvo svoe "to no little degree did he show
his manliness"

gloZiti & gebe gorom "divest oneself of shame"

. =-180 - . 3 . =205 - .45
-3 . .
2 . . .15
. 38
. . . . 24
3 . - 185 - . . =-210-.11255828
2. . . 1158
3. 1. . 11112
2 . . 125
2 . . . .
21. -19 - . . = 215 - .
. 4
. . 2
1. -195 - . . =220 - . 4
3. . 2 . .
Volhynian section . . 4
. .14 . =225 - .1
.- 200 -, 334568 3 .112456587
. . 1168 .
. 567 .
337
6

Distribution of fixed phrases typical of Galician and Volhynian
sections of chronicle.

PHRASEOLOGY (2): FIXED PHRASES. The chronicle contains a considerable number of

fixed or semi-fixed phraseological units, e.g., ot mala t do velika "from the

small even unto the great," g pobddoju t Sest'ju velikoju “"having conquered and
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with great honor," etc. Certain of these phraseological units are limited in
their occurrence to one or the other section of the chronicle, as were the other
linguistic data already discussed. Since these phraseological units have been
described in some detail elsewhere,28 Figure 6 above will only recapitulate in
condensed form some of the results of this earlier analysis. Figure 6 shows the
distribution of three phraseological units typical of the Galician section of
the chronicle and eight such units typical of the Volhynian section. It will be
noted that certain units listed as Galician or Volhynian respectively are very
similar to each other in form, being distinguished by such relatively minor fea-
tures as word order (e.g., 8 velikoju dest'ju "with great honor” is a Galician
feature, whereas the almost identical & Jest'Ju velikoju "with honor great" is a
specifically Volhynian feature). This fact serves f.a. to emphasize the detail
with which phraseology must be studied if it is to be a useful tool for textual
analysis.

Once again it is clear that the major linguistic break falls on p. 198, and
once again there is a noticeable absence of specifically Volhynian features from
pp. 219-223. It seems obvious to conclude that there is overwhelming lingquistic
support for one, and only one, major border within the entire Galician-Volhynian
Chronicle, namely, the border posited by Cerepnin and CiZevskij between the
years 1260 and 1261. Whatever historical arguments may or may not be adduced,
there seems to be no convincing linguistic evidence for any of the other bor-

ders which have been proposed.29
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FOOTNOQTES
! An earlier version of this paper was read at the VIIIth Congress of the In-
ternational Federation for Modern Languages and Literatures at Liége, Belgium,
September 2, 1960.

2 On the Mss. and editions of the Hypatian Chronicle see D. S. Lixacev, Rus-

skie letoptei i tx kul'turno-istorideskoe znadenie (Moskva-Leningrad, 1947), pp.
431-433.

3 Some of the events mentioned in the Galician-Volhynian Chronicle are of
course described in other chronicles as well, e.g., in the Voskregenskaja leto-
pis' (= Polnoe sobranie russkix letopisej, V1I) (SPb., 1856). According to V. T.
PaSuto, OZerki po ietorii Galicko-Volynskoj Rusi (Moskva, 1950), p. 26 ff., the
Polish chronicler J. DIugosz made use of the same extended version of the Kiev
Chronicle (to 1238) that was used by the first scribe of the Galician-Volhynian
Chronicle.

4 It is well known that these dates were not in the archetype of the Galician-

Volhynian Chronicle, and are inaccurate by as much as four years; the most tho-
rough investigation of this problem is still to be found in M. Hrusevs'kyj,
"Xronologija podij Halycko-Volynskoji ljitopisy," Zapyeky Nauk. Tov. jim. Zev-
denka, ¥VI, 3 (L'vov, 1901).

35 Genealogical tables are appended to D. Tschizewskij, Geschichte der alt-

rugssiechen Literatur im 11., 12. und 13. Jahrhundert. Kiever Epoche (Frankfurt
a/Main., 1948}.

®  HruZevs'kyj, op. cit.; cf. also his Istorija Ukrajiny-Rusy, III, 2nd ed.
{L'vov, 1905%5) (reprinted New York, 1954).

7 L. Cerepnin, "Letopisec Daniila Galickogo," Istorideskie zapigki, No. 12

(1941), pp. 228-253.

8 Dp. s. Lixalev, op. cit., p. 256.
% p. TschiZewskij, "Zum Stil der Galizisch-Volynischen Chronik," Slidostfor-
schungen, XI1I (1953), pp. 88, 99.

10 A. orlov, Drevmjaja russkaja literatura XI-XVI vv. (Moskva-Leningrad, 1937),
p. 119,

11 y. T. Pasuto, op. eit., pp. 21-133. A criticism of PaSuto's methodology and

conclusions can be found in I. P. Eremin, "Volynskaja letopis' 1289-1290 gg.,"
Trudy Otdela Drevnerusgkoj Literatury, XI1I (1957), 102-117,

12 Al 1. Hens'ors'kyj, "Redakciji Halyc'ko-Volyns'koho Litopysu," Akad. Nauk
Ukr. SSR, Instytut suspil'nyx nauk, DoslidZennja =z movy ta literatury (Kiev,
1957), pp. 68-72.

13 Polnoe sobranie russkix letopisej, II, 3. Ipat'evskaja letopis' (SPb., 1843);

later and better editions were unavailable during the preparation of this paper.

14 E.g. the dative absolute constructions; c¢f. D. TschiZewskij, "Zum Stil ...,"
pp. 83-84.

15 E.g. the phrase v 8113 tja¥eZ "in great force"; cf. D. S. Worth, "Phraseol-
ogy in the Galician-Volhynian Chronicle," Annals of the Ukrainian Academy of
Artg and Seiences in the U.S., VIII, 1-2 (New York, 1960), pp. 55-69.
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16 p. TschiZewskij, "Zum Stil ...," pp. 82 ff.

17 rThese dates are given only as guideposts within the text, not as historically
accurate; cf. above, footnote 4.

18 por the 0.C.S. facts see Paul Diels, Altkirchenslavische Grammatik, I (Hei-
delberg, 1932), pp. 232-33, 277; for 0l1d Russian (with some parallel material
from Czech) see N. Durnovo, OZerk istorii russkogo jazyka, photomechanic reprint
('s-Gravenhage, 1959), pp. 254-56.

19 p. Tschifewskij, "2Zum Stil ...," p. 81.

20 Although the choice of a single verb gives a smaller number of occurrences,
it avoids the danger that the distribution of forms (-y vs. -a) be complicated
by the distribution of various lexical items.

2l gome fifty such infinitives occur, including byti; most frequent (with more
than five occurrences each) are povddati, molviti, dwmati, voevati, and knja3titi.

22 p, 1. Hens'ors'kyj unfortunately fails to mention such compounds in his
otherwise interesting study Znadennja form mynuloho Zasu v Halye'ko-Volyns'komu
litopysu (Kiev, 1957).

23 Both jako and aky are attested in 0.C.S. manuscripts, the former being more
widespread than the latter; details and literature in L. Sadnik and R. Aitzet-
miller, Handwdrterbuch zu den altkirchenslavischen Texten ('s-Gravenhage, 1955),
pp. 3. 7, 211, 247.

24 In two cases o¥e means "if" (poj Ze emu pZsni Poloveckija; oZe ti ne vosxo-
Bet, daj emu pouxati zel'ja, imenem evBan (em3an in Xlebnikov = X and Ermolaev =
E Mss.) 155; Rekdu emu: "Danilo! 3emu esi davno ne pri¥el, a nynZ ofe esi pridel,
a to dobro 3e;" 184-85), and in two more apparently "still,” "yet" (Polovei ze
uzrdvdi &, krépei nalegoda na nja, ondm %e 3du33im napredi imi k Ljutoj récé,

oZe byda ne pridzal& Ljaxove i Rus', i so¥edde odva preprovadida réku Ljutuju
158; ljuto bo bZ boj (ljuto b bo X, E) u Cernigova, ofe i taran na n' (na ny X,
E) postavida, metada bo kamenem poltora perestréla 173).

25 rhis passage, as has been remarked e.g. by Tschizewskij, Geschichte der alt-
russigschen Literatur, p. 312, is strongly influenced by the poxvala to Vladimir
in Metropolitan Ilarion's Slovo o zakone i blagodati. 1. P. Eremin, op. cit.,
pp. 113-114, has already demonstrated that the scribe of the latter part of the
Volhynian Chronicle was not adverse to such copying.

26 1n some cases the scribe may be explaining dialect variants (8tjudenec, re-
komyj kladjaz', bliz eja bé 196-97; Volodislav (poslav added in Ipat'ev Ms.)
vo3'3e (po3Ze X, E) vsja okrest'naja vsi (vesi X, sela E), rekomaja okolnjaja
190), in others, clarifying a learned borrowing (riks ti Ugor'skygj, rekde korol'’
194), retreating from an overly audacious metaphor (Sudiglav Ze vo zlato préme-
nisja, rekSe, mogo zlata dav izbavisja 159), or underlining the orthodoxy of
his religious views (the Lithuanians were vgja bogy svoja pominajudde, rekomyja
bdsy 195). 1In a few cases the explanations consist only of an added personal
name or nickname (pp. 175, 184, 190). In general, these explanations appear to
be primarily a literary device, permitting a certain exotic ogtranenie to color
the narrative,

27 fThis reading from X, E seems preferable to that of Ipat. (v stany), which
seems to have confused this explanation with two cases where kolymag is ex-
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Plained as stan (158, 186).

28 D. Worth, "Phraseology in the Galician-Volhynian Chronicle," pp. 64-66.

29 por additional data see A. I. Hens'ors'kyj, "Redakciji Halyc'ko-Volyns'koho

litopysu,” and his "SpotereZennja nad vZivannjam povnoholosnyx i nepovnoholosnyx
form u Halyc'ko-Volyns'komu litopysi,"” L'vov University, Voprosy slavjanskogo
Jazykoznanija, kniga 4 (1955), pp. 82-83 et al. In fairness to Hens'ors'kyj it
should be noted that he speaks not only of a "redaction of 1265," but also of
the year 1260 as a major border between the Galician and Volhynian sections of
the chronicle, so that he should perhaps be listed with Cerepnin and TschiZew~
skij as one of those who have — according to our evidence — correctly identified
this single major border within the chronicle.
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LEXICO-GRAMMATICAL PARALLELISM AS A

STYLISTIC FEATURE OF THE ZADON3ZTINA

Most of the extant literature concerning the fourteenth-century battle tale
known as the Zadon#¥ina is concerned more with the reconstruction of archetypes
and with the relation of the Zadondéina to the Slovo ¢ polku Igoreve than with
the analysis of the former as a self-contained work of artistic prose.1 In the
present paper we shall ignore all problems of origin, Mss, filiation, authenti-
city etc., and concentrate on one feature of the literary style of this often-
underestimated literary work, namely its consistent and effective use of lexical
and grammatical (including syntactic) parallelism as a stylistic device. Such
parallelism, e.g. the repetition of near-synonyms or the antithetical pairing of
antonyms, is well known from other works of 0Old Russian literature (the most
striking case being Metropolitan Hilarion's Slove o zakone i blagodati; cf. also
the Molenie Daniila Zatodnika), but this parallelism is brought into particularly
sharp relief in the Zadonsdina due to the highly rhythmic, semi-poetic organiza-
tion of verses in this work.

By "lexical parallelism” we shall understand the repetition of lexical (and
derivaticnal) morphemes; by "grammatical parallelism™ the repetition of like
word-classes in like functions, e.g. of instrumental substantives of manner modi-
fying verbs, two verbal aorists as predicate to a single subject, etc. (the vari-
ous types will be discussed on the basis of concrete examples in what follows).
Either type of parallelism, lexical or grammatical, can occur without the other,
although the most obvious and striking cases are those where both lexical and
grammatical morphemes are repeated. In many cases, as we shall attempt to show,
the lexico-grammatical parallelism of the Zadond&ina is reinforced by metrical
repetition, i.e. by the organization of parallel words or phrases intc rhythmic
units with similar or identical digtribution of stressed and unstressed syl-
lables.

The simplest types of parallelism in the Zadon¥3ina are those where a noun,

verb or adjective is conjoined to a like unit, for example the double subject of
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147 ¥xe no PYCbCKOM 3emiit npocTpécs Becénbpe K GYHCTBO (grammatical pa-

rallelism) or, with negative conjunction, 90 ***uW pPATau HM NACTYCH He K-

YThL *** (grammatical parallelism reinforced by lexical similarity). Verbal
predicates can contain redoubled finite forms, e.g. 48 *** noraHuu Mamau npu-
wén Ha PYce u B6e cBoé npusén “** (G, L-;? n.b. the phonic reinforcement
pridel —privel), or repeated infinitives, e.g. 25 *** TaTdpoBe *** XOTATH

6pecTfi M npenidTH xuBOT cBO6M HAmeun cndB®d (G). In verse ¢ the subject is

reinforced by repetition of both noun and adjective modifier: *** ponfimaca X&-
HOBe nordHuu, Tatdpobe 6ycopminHoBe (G, L), whereas in 68 only the adjec-

tive is redoubled: *#* ynipuwaca na MHOras crand ryciiHas u netenfinas (G,

L). Most lexico-grammatical parallels in the Zadong3ina contain two terms, al-
though there are several instances of triple repetition, e.g. 68 Ixe 6o COKONfA
K fictpe6u u EbnosépecTun kpéuetu 66p30 38 Jlow nepenerbwa *** , and
it is not unusual to find double and triple units juxtaposed, as in verses 72 and
73:

72: *44 nporonTéwa XO6/MH M NYru.

73: BovamyTfwaca pdxu u norbkm u o3épa.

That such juxtaposition is not fortuitous can be seen in the 3-2-3-2 pattern of

verse £, *** MOMHHAaAWYHN:

(3) xnufisdt ¥ 6ofipw ¥ ynanwe monu, ***
(2) n6Mu cBO& M OOraTbLCTERO,
(3) xenfi u obtu u cxéT,

(2) uybcTb M cndpy Mfipa cerd nonyufisum #4+

Imperatives not infrequently occur in twos (115 He ycTaBau, ***He NOTAaKAau
KOpOMONbHHUKOM; 26 ***nbuaeM TaMoO, YKYNHM XHBOTY cnésu; 1783 npoctfiTe
M, Op&The, M Gnarocnopfite*** ), threes (17 *** Bv3NeTh non chiuaa neGe-

c&, NocMOTPA K CHANBHOMY rpday Mocked, Bmcnédu cnéey Benfikomy KHA3W
#4%)y and fours (35 *** pcfineMm, 6piTte, nocmbrpum GhcTporo O6HY, HcnueM
wenomoM MeuB, ucnmTieM MeuéB cBofix *** ), and in one instance a group of

five imperatives is organized into a 2 + 3 arrangement by the preverbs: 9

cms CHfinem, OpaTbe M NpPyxAHO, ***

CBHCTABUM gnéao k Cnésy,
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Bb3BeceniiM PYCcpCKyw 3éMno H
Bb3-: Bb3Bép3eM Newydnbp HO BBCTOUHYI CTpaHy,***
Bb3manfiMm noriHomy Mamiw noGBoy+*+*

Such sets are reminiscent of the imperative sequences in Hilarion's apostrophe
to Vladimir in the Slovo o zakone 1 blagodati { BbCTaHu, O 4YeCTHadA rnaso,
etc.), repeated i.a. at the end of the Volhynian Chronicle.

Vocatives as well as imperatives tend to occur in groups of two and three,
although the single vocative Op&Te and Op&The are frequent as well, Paired
vocatives are usually arranged in groups of similar metric structure, with an
equal number of stressed syllables in each unit of the pair, e.g. 9

[ r -

ewv'ov: OpPpaThRe W NpYXAHO,

'e.'uo: cCilHOBe PYCBCTHH

(n.b. the identical no. of syllables in each half of the pair); in verse 30 the

metrical parallelism is complete:

”~
f.o'.: O conoséw,

r..'.: néTeuaa nthAuna

A vocative pair consisting of two substantives (or of a single substantive re-

peated) is balanced by a second pair consisting of adjective + substantive, e.q.

verse 9 cited above, verse 121, where the single OpaThe is followed by
v'vevo'v: GOfpe H BOEBOOM

cluo'ue ¢ W oBTH BOfipbCKHE

and the formulaic onset of verse 107,

«'.’ : MocxB&, MockB4a,
t_..': OfacTpaa phxa!

(cf., with different metrical pattern, 95 ibue, N6ue, GfcTtpan plk&!). A
variation occurs in verse 176, where the first vocative pair is balanced by two
adjective + noun pairs: BpiTbe, GOfipe, KHAi3W MONOHAH, H mBTH GofipbCKue!.
Such sets of noun + noun + adjective + noun are one of the favorite devices of
the Zadon3&ina‘'s presumed author, Sofonija Rjazanec: cf., for example, 6 ** 2 ufiad
W Gofipm M yrénme noou ***; 29 *4* Hu cokony, HH AcTpeby, HH ocbny xpé-
yeTy *** (similarly 52, 68); 93 s44uarink, u confipund u Boenbauuu

XeHAQ **4,
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Oblique-case noun parallels are frequent both with near synonyms and with
antonyms. As examples of the former, one may cite verses § **# 252322 3eMnf ¥
neuydneew nokpfmaca *** (cf. 143 *** BbcTOHA 3emni Tar8psckas, GBadmu u
TYrow npokpfuwaca ***), 15 *+* ppcxsanfia nbcubmu M rycnbHuMH BOAHM cno-
Bech ***, 126 M nomonfica BOry u lpeunctd erd MiTepm u Bchm cBaTEM *4*,
etc., whereas antonymic parallels appear in 83 JIgye GH HaM NOTHATHM NACTH,
HéxeNn MONIOHEHEM OATH ***, 26 *** cTS&puM nésdcTs, a MOJIonAM AAMATH,
etc., The antithesis of 'old' vs. 'new' appears in a more complicated form in
verses 86 and 123, where the lexical morpheme molod- appears not only as a dative
noun in the second half of the parallel, but is also incorporated into a verb in

the first half thereof:

86:*** cT&py TnLOMONOOATHCH,

|

a mononbH6my nnéupr CBOAX NOMNHTATH.

N

L -L,G G

123:*4* cTéapy noMononfiTUcA,

a mbnony YBbCTA OOGATH

~

L -L.G G

Antithetical parallels are particularly frequent between the Russians and the

Tatars, as is only to be expected in such a work, e.g. 74

Knfikuyno AfiBo B PYCbCKOH 3emnfr,

BenfitTb nNocnYwaTH TrpoO3HOM 3eMNAM
-L L

The Russian—Tatar antithesis comes to a climax in verses 139-148: 139 Tp¥nu

TaT8pbCKuMH NONA Hachawe *** 142 **4 B PYcb HEM ¥xe DPATHLIO HE XAXH-
BaTH, a Béixoma Ha&M y PYcbckuix xHR3&M He nplumBaTv! 143 *** BBLCTOHA
semnfi TaT&pbckaa *** (yHuwa) KHA3EM noxsanid Ha PYcbekyw 3émue xomf-

T and finally, in a strikingly similar set of three aorist phrases,
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145: #**PYCBCTHH /cﬂmose pa3rpacuma Tarapbckas y30pOuna 4%

P |

146 #4* xem’n\ PyCchbCKEHE BbCNaeckKuwa TaTapbCKBM anidtom!
148: Bbauiecécn cnasa Pycscxaa NoréaxHux x&:[y.
G G-,1~ G-,L~

The lexico-grammatical parallels in the Zadon33ina are sometimes expanded to the
size of entire catalogues, e.g. the paired nouns cataloguing the booty carried
off by the Russian princes after their final victory over the troops of Mamaj:
145 *#* npocrbxw W kouk, Bof M Bep6nyon, K BHHSG M cdxapb, *** KaMxki u
HAacCHNHM ***, A similar catalogue occurs in the description of the rigorous
training of the Russian warriors in verse 31: *** Ha muTH POXeHH, KpemeHH B
piTHOM BpEMEHH, NOA TpPYGAMH MOBMTH, NOM WEAOMH Bb3JEeN®fHH, KOHeUb
KONbR BbCKOPMIEHH, C BOCTPOrO Meuya IloeHHM ***, An equally extensive
list, this time of animals and birds and the sounds they utter, is given in verse
50: BOpouu 48cToO rp&wTk, ré4nuud ... roBOPAiTh, OPNfi BBLCKNEKUOTSH,
BONUK ... BENTL, ¥ NuchAu® ... 6péusoTb. If this framework is expanded to
include all the noises and motions of fauna in verses 45-52, one can see how
skillfully Sofonija creates an uneasy, fearful symphony of sound and movement,

expressing Nature's own anxiety and alarm before the battle:

45: npuTexkbwa cBpuu BOMM ... CTABwe BAIOTH

47: r¢cH BBITOroTamwa M néSenu KPHIA BbCOneckawa

48: HM rycv BB3Irorotawa HHM néb6eny KpUIA BbCNNeckawa

49: nTfum ... TBTEKTH

50: BOpOHH ... rpiwKTb, ranuu® ... roBopATb, opaf
BBLCKAEKYIOTb, BOAUK ... BAWTH, JUCAUP ... GPEuIOTH

52: coxonfi 1 AcTpeGH H ... xpéyeTH pPBAXYCH OT ...
Konémuub ... BbaNeTBwa ... Bb3rpembua.

Note that with almost no exceptions, the verbs in these verses express either
sound or motion: 44 BBCKpPHNEeNH, HAOYTL; 45 [PHTEKOWa, CTABWe, BLWTh,
XOTATE HACTYMNATH; 4§ NPpUHOCWA, XOTHATE NPOHTH; 47-48 BBIroroTauwa
bis, B®CMNeckamwa bis, nNpWwues, nNpHBen; 49 nacydecs, ndTawTb; S0 rpa-
0Tb, TOBOPATb, BBCKIEKYWTb, BHIWTL, OpPeuloTh; 52 pBaxycs, Bb3nerduwa,
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B'bar‘peM‘hua; the visual and aural imagery is welded into a coherent whole by
the frequent occurrence of the prefix morpheme BB3-/BbC-, which underscores
the parallelism of rising sound and upward motion,

Sofonija's predilection for sound imagery is combined with another favorite

word type, the place- or proper name, in a four-unit catalogue in verse 19,

KoHfi px¢Tb Ha Mockad,

Tpy6&l TpYOGATL Ha Konbmuk,

696HM 6bHTL B Cepn¥xonh

3BEeHfiTb Cndpa no BCéM 3eMnfi PYCbCKOH.

the units of which are related not only by their lexical parallels and identical
syntactic structure, but also by phonological repetitions in the stressed vowels
of subject and verb: /i/- /0/-/i/-/4/- /4/-/4/-/1/. Place and proper names
play an important role in another extended catalogue in verse 63, listing the
armor borne by the Russian warriors: 3onouéunme nocn®xu, wenoml YepkiacicKoe,
WHTG MockSpbckue, cynuud HAMEukwe, koW4dpn Oph3bckue, Meufi Gyndr-
HWe, as well as in more simple lists such as the place names of verse 75 Wf6Gna
cnésa (3a Bonry), né mopiw Kk Xemb3uHwmMm BpaT6M H K OpHAUH, K PfiMy U K
K&dB 1 k TopudBY M OTT&6ME Kk llap® rp&ny or the names of the Russian dead
in verse 80 and 173. Toponyms occur not only in catalogues, but also in paired
sets, in which the river Don figures with particular frequency; the Don is asso-
ciated with the Moskva by the paired vocatives discussed above, with the Dnepr
in prepositional pairs (42*** Ha ycTb JOHY H HH‘bnpa, similarly 45; I76*%** mex
noéHoM ,llH'bﬂpéM) and with the Kulikovo field in the phonically reinforced
(/1'ikov/ - /1'ikov/) verse 80 H& nonu Kynfikopd, y IOHY Benfikoro, while
the latter is linked with the brook Neprjadva in 71 H& nonu Kynfikos®, Ha
phubut Henpfhined (idem 110, 176). Pairs are even more frequent with proper
names, not only the ubiquitous Dmitrij and Volodimer (Title, 1, 8, 11, 17, 24,
16?7, and many others), but also Boris and Gleb (54}, Shem and Japhet (Xp&6Guu
ApeTbB 3, xp€6GHH CAMOB ¢ ), God and the Virgin (16, §3, 126), Peresvet and
Osljabja (81-89), even to the lamenting women ( Mapba na *** OKCHHbA, 100) and
the day of the year (Ha AKAMa M AHHHH ne#b 108). 1Is it only a chance occur-
rence that such striking emphasis on paired forms is found in a work which, ac-

4

cording to the ingenious hypothesis of R. Jakobson,® itself formed the second

half of a physical pair, namely a diptych version of the Slovo and the Zadon-
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§¥ina? However, this is mere speculation; let us return to the parallels within
the Zadonddina itself.

The Zadomgdina contains two types of prepositional-phrase parallel. 1In the
first, presumably borrowed from folk poetry, the preposition itself is repeated,
e.g. 5§ Ha pBud ua Kafine, 25 Ha phuB Ha Meu#, 11 O NOXBaANMBHHX CHX O
HEHBWHUX nopbcrex, 13 B ropon% B KueBd, The phrase 3a 3émmo Pgchckyw
H 3a Bipy XPHCTBLAHBCKY®W (15, 26, 152), which itself consists of a coordi-
nated pair 3a + Noun + Adj., repeats the first 3a to read (6, 37, 65, 8%, 177)

'ee='aao: 384 3emmo 3a PYCBCKYK (H)

-'--'--: 3a BBpy xpHCTBAiHBCKYW

which, excepting only the conjunction, has halves of identical length. The
second type of prepositional pair is antithetical, with opposed prepositions OT-
no, c-B, etc. emphasizing the spatial and temporal tensions so characteristic of
the Zadonddina: 6 or Kanukuwe paTH Oo MamieBa no6dSduma (idem 15), 159 ot
BbcTOKa M no 34nama, 79 M3 $Tpa mo nonynaHe, 18 ¢ semnd 3ambBeoebckue B
none I[onoBé&ukoe (in the last example the parallel is strengthened by the ini-
tial ze- ... za-, pol- ... pol- and the off-rhyme -lés'skye = -veckoe).

After this survey of the various types of lexico-~grammatical parallelism in
the ZadonEEina, we need only adduce a sufficient number of examples to demon-
strate that this parallelism is no chance affair, but rather an essential — we
would say the essential — stylistic feature of this work. In verse 64, for
example, Hopéru UM B%nomu, a nepeBO3H fiM H3rOTOBJE&HH the grammatical
categories are practically identical (except for the present —past opposition
in the participles), the subjects are closely associated lexically, and the pro-
nouns are identical. A similar instance occurs in verse 154 TpyOf& fAX He TpPy-
6ATL, YHGWA rnicH fix, while in 71, excepting the adjective, the lexical and

grammatical parallelism is complete:

kocTbMfi TardpsckmMH nonf Hac%nua,

KpOBBIO 3eMI NMONMbLAHA.

Such parallels can be included into the middle of a sentence, as in verse 143,

describing the Tatars after the battle,

yHfaza 6o uapem fix xoThuue Ha P¢crckyiw 3émmo xomfitu

B KHA3EM noxpaJlia
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It is an easy matter to cite other examples, of which the following few may suf-

fice:

141 (TatapoBe) noGhrowa**+*,
ckpéruwye 3y6H CBOAMH,
nepy4é nuud cBOA
116 NOraHuy
nonf Hawa HACTYnNnawTL, a**#
OPYXAHY § Hac CTHPaWTh.
70 Ynpuuwa x6nbH xapanyxsuMH o pocndxm TaT&pbckue
Bb3rpemMBau Meufi Gyn&THHH O wesioMi XHHOBbLCKHE.

In verse 126, the parallelism is less obvious at first: H npocne3fics rdpbko H
yTep cné3n seems to show only the derivational relation cJsie3a > NPOCNEIH-
THUCA. From another point of view, however, the symmetry is more nearly com-
plete: proslezitisja is a verb formed on the base slez- with the formants pro-,
-g8ja, while utereti sleszy is a verb phrase formed on the base glez- with the
elements u-, ter/tir. The semantic change involved in the derivation gleza >
utereti alezy is no greater than that in gleza > proglezitigja. Rather than in-
sist on this example at too great length, however, we shall examine some more
complicated cases of lexico-grarmatical parallelism,

In verse 77,

Torn& 6o cinbHue TYuD cvoTynfiwacs.
(a u3 HiAX) cufinu cfinne MOJIHBH,

rpbmu rpembnu Benfiuu.

one notes not only the lexical parallels 'ryq% — MOJIHBH — I'pPOMH and the paro-
nomastic linkage both within and among units (8i- ... &b8- ... 8ja ... 81 ... 8%,
grom- ... grem-), but also the artful rearrangement of word order, with adjec-
tive, noun and verb appearing as ANV (normal order), VAN (reversed order of
subject and predicate, but normal order within subject), and NV A (with the ad-
jective emphasized by separation from its noun head and relocation after the
verb). Furthermore, the verse comes close to following a regqular dactylic pat-

tern:
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A different type of variation occurs in verse 108,

444 M6xewH nH *** pecrnfl Ilainp 3anpyRATH,
a N6H wenoMAl BAYEpnaTH,
a Meuh phkx¢ Tpynu TaTdpbckumu 3anpynfTu?

where the first two units are exactly parallel in grammar and lexicon, but vary
in word order; the third unit repeats the word order of the second (object— in-
strument — infinitive), but adds modifiers to both object and instrument, effec-
tively doubling the number of syllables to provide the balance (1 + 2) + (3) dis-
cussed above on the basis of noun adjective sets (KHRB% H GOApPH H ynalne
monHn 6, etc.). Word order plays a less, and stress distribution a more impor-

tant role in the quadruple parallel of verse 42,

- ' _ ' o . _. praypbfima chAnbuum B%Tpu A4

- - = '~ "o _ ' _, npunendfima TYUL Benfixy *4*
- - -~ ' . . ' _: BACTYNHWaA KpOBaBHe 36phk, ***

- '~ " - 2" . TpenfémoTh CfiHHe MONIHBH,

The same types of parallel structure which obtain within phrases and verses are
used to bind together different verses into larger coordinated sets.> On the
sound level, for example, the same reversal of enclitic order (da ne — ni da)

which is one of the phonological parallels between the halves of a pair in verse
125

*%4 na He NOCTHXYCHA Bb g%xu.

%
uu na nocmb@Te MM ca Bpasfi Moft
joins together the separate verses 66 and 67,

66 M&umoTy 60 cA (4ku xfiBu) xopwrdse.
N/

67 HmpoTsb c/oéls Y6CTH H CJNABHOI'C HMMEHH.

in an even more artful manner, since the reversal of order 60 CH — co6® leaves

the palatalization feature in the same place, i.e.

/bo/ /s'a/
/so b'e/

On the lexical and syntactic levels one may note, for example, that in verses
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94-96 and again in 97-99 one woman laments her dead husband (Mikula's wife Mar'ja
and Timofej's wife Fedos'ja respectively), whereas the third lament, verses 100-
102, is that of two women together (Ondrej's wife Mar'ja and Mixail's wife Ok-
sin'ja). After a brief return to the battle scene in verses 103-104, a new
lament occurs in 106-109, this time that of all the wives of Kolomna. Both the
first set of three laments, ([Mar'jal + [Fedos'jal) + (Mar'ja + Oksin'ja) — n.b.
that this first set repeats the (1 + 2) + (3), with (3) = (1 + 2) pattern men-
tioned above — and the second, longer lament (all the Kelomna women) are intro-
duced by negative parallels (Bbcnbnu 6fiwe nthiud x&nocthuwe nBcuu 44 in 92,
444 nmopoBe pPAaHO Bbcnbnu x&nocthue nBcHU in 105-106), and thus grouped into
a larger coordinate pair,

The coordinate structure of different verses is particularly apparent at the
beginning of the Zadon¥*ina, for example in the first antithesis between Russians

and Tatars:

3 4
Néungem #*4* Bu3fumem **4
B nonysduyHyw cTpaHy, Ha BbCTOUHYW CTpaHy,
xpésun AdpéToB, xXpé6un CAMOB,
cfiHa H6ema, OT Herd xe cfiHa Hb6esa, OT Herd xe
ponfica Pycb npecnipHas poafimaca XAHOBEe MOIAHHH **4

in which the parallelism at times reaches the point of identity, and is rein-
forced by the paronomastic opposition of prefixes ([lonneM ~ NONYyHOUHYW : Bb3-
bneM — BbCTOYHYI).

A similar prefix opposition is reinforced by lexical antithesis in verses

7-8,

7 Mpéxe BBCMHCAX XANOCTh 3emrd PychCkue **#
8 MNotbm xe cnuclx XanocTb H Moxpany ***

and the Bb3-/Cb- opposition, one of the organizing devices within verse Z(cf. pp.
238-139 above), also recalls verse 4 (Bb3amneM ***), thus opposing the verse
groups 4-8 (4 Bbafinem H& ropu Kfiesbckue ***—§ IlloTbMm xe cnuclx XanocTsb
444y in which Sofonija looks back both in the historical sense (to the unfortu-
nate events of 1185 and 1224) and in the creative sense (to his having copied the
Slovo o polku Igoreve "from books"), to verses 9-13, in which he announces his

intention of refuting the pessimism of the Igor' Tale and of bringing joy back to
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the Russian land (9***CHunem***Bb3BecenfiM PYcbckyio 3&mmo) and describes
the artistic methods he considers appropriate, namely an imitation of the style
of Bojan: unlike the author of the Igor' Tale, who rejects the "zamy3lenie" of
Bojan, Sofonija rejects the imaginary lands (13 He nopasfiMmca MACJILHHMH 3eM-
NAMH) but praises Bojan (13 NOXBANHM Bimer‘o BESaHa) and announces directly
his intention of imitating the Kievan bard (1§ ﬁa xe nomsauy, Codpduus Pa3idHeu,
BbCXBaNAA NBCHEMK W rycnpbHuMu BO6AHM cnoBecll ). In verse ¢, Bb3mmeMm is
a signal of retrospective sadness, whereas the CHunemM of verse 9 announces the
end of sadness and looks forward to the joy of victory. Verses 4-13 thus serve
as an introduction to the Zadom&dina as a whole: the opposition of sadness (4-8)
to subsequent joy (9-13), like the introduction at the beginning of a musical
composition of themes to be more fully developed later on, subsumes in an artisg-
tic hint the dual parallelism of external reality which motivates and permeates
the entire Zadon3®ina, namely that of the two halves (defeat and subsequent
victory) of the battle on the Kulikovo field, on the one hand, and that of the
two historic battles of 1185 (disaster) and 1380 (subsequent victory) on the
other.

The functions of oppositional pairs are many in the Zadonddina, and we have
been able to inspect only a sampling thereof in this brief article. It is hoped,
however, that even the relatively meager choice of examples offered in the fore-
going pages has been sufficient to demonstrate that such oppositional pairs, on
the phonological, morphological, word, syntagmatic and verse levels, represent
the organizing principle which takes the Zadondécina from the realm of ordinary
description and transports it into the realm of poetry. We shall end this short
study by expressing the wish that the Zadon&dina no longer be treated as a poor
stepchild, as a pale and confused reflection of the Slovo, but rather that it be

studied in its own right, as the fascinating and highly developed artistic work

it is®.
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FOCOTNOTES

! A survey of the relevant literature on the Zadon3dina., Slovo, and Skazanie o
Mamaevom poboiéde, as well as of all manuscripts of or containing excerpts from
the Zadong&lina, will be found in R. Jakobson and D. S. Worth, eds., Sofonija's
Tale of the Russian-Tatar Battle on the Kulikovo Field, The Hague, 1963, pp. 7-
11, All quotations from the Zadonséina refer to the reconstructed archetype
therein, pp. 28-39. 1In cases of conflicting evidence regarding the place of the
stress, the more archaic Undol'skij Ms. variant has been chosen; cf. ibid., p.
15. For technical reasons it has not always been possible to distinguish between
stressed and unstressed 8.

2 g = grammatical parallelism, G- = partial grammatical parallelism; L and L- =
complete and partial lexical parallelism and -L = antithetical lexical paral-
lelism, i.e. antonymy. These symbols will be used only in the first portion of
this paper, since the types of parallelism involved will soon become self-evident
from the examples cited.

3 This passage occurs within the final dozen lines (l168-180), which may not have
been part of the archetype; see Sofonija's Tale ..., p. 16.

“ Most recently and fully developed in Sofonija’s Tale ..., p. 16ff.

5 1t should of course not be forgotten that the division into verses is to some
extent artificial; in any case, the units involved are larger than those dis-
cussed within verses.

© This wish only echoes that of D. S. Lixalev, Literaturmaja udeba, 1941 (3) and
R. Jakobson {orally, at S5th Intern. Congress of Slavists, Sofia, 1963).
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WAS THERE A "LITERARY LANGUAGE" IN KIEVAN RUS'?*

Few problems of Russian philology have been debated so long and so passion-
ately, and have resulted in so few conclusions, as that of the origins of the Rus-
sian literary language. 1In one or another of its aspects (usually in the evalua-
tion of the Church Slavonic and native East Slavic components of the literary vo-
cabulary), this problem attracted the attention of Ludolf in the seventeenth cen-
tury,1 of Lomonosov in the eighteenth,2 of Shishkov, Dobrovsky, K. S. Aksakov,
Bulich, Sreznevsky, and others in the nineteenth,3 and of such scholars as Shakh-
matov, Obnorsky, Vinogradov, Unbegaun, and Issatschenko (to name but a few) in our
own time.“ 1In the space available here we cannot begin to give an adequate survey
of the convoluted history of this question:5 we can only recapitulate the main
lines of controversy and try to identify certain methodological weaknesses which
have too often flawed discussions of the history of the Russian literary language.

The principal controversy over the Kievan origins of literary Russian is
well-known and attached to the names of Shakhmatov and Obnorsky. The so-called
Shakhmatov view draws heavily, as Shevelov has shown, on the earlier opinions of
Aksakov,6 and has been upheld and refined by Unbegaun and Shevelov among others.
This view holds that the first Russian literary language was Church Slavonic,
which was imported with Christianity in the late tenth century and then gradually
penetrated by native East Slavic elements until, in the eighteenth century, there
was achieved that final amalgamation we call modern literary Russian. The Gbnor-
sky school is a mirror image of the Shakhmatov: the first Russian literary lan-
guage, this view contends, existed prior to Christianization and consisted entire-
ly of autochthonous East Slavic elements; this native East Slavic literary lan-
guage was then subjected to increasing Church Slavonic influence until, again in
the eighteenth century, this mixture gave rise to the modern literary language. A
somewhat more sophisticated version of the Obnorsky position was expounded in 1953
by Iakubinsky.7 who believed he saw evidence for two independently-arisen

*An earlier version of this paper was presented at the November 1973 meeting
of the Far Western Slavic Association.
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literary-and-administrative languages, an imported Church Slavonic one in the Ki-
evan south and a native East Slavic one in Novgorod. The Obnorsky view is repeat-
ed in works by Chernykh, Efimov, and others.?® a compromise position was adopted
by Vinogradov, in whose opinion Kievan Rus' had a single literary language exist-
ing in two variants, one used for religious oratory and hagiography, the other
serving more secular goals.9 More recent studies, e.qg., by N. I. Tolstoy, G.
Hittl-Worth, R. I. Avanesov, I. S. Ulukhanov, etc., !0 have contributed to the
study of Slavonisms in Russian but have not proposed overall views which differ in
principle from those outlined above. An exception is the more radical stance of
Issatschenko, who denies altogether the continuity of the historical evolution of
literary Russian before the eighteenth century and emphasizes the Gallicized con-
versation of the gentry as the source of the modern literary langauge.ll

If the Shakhmatov view was superficially rectilinear, that of the Obnorsky
school bordered on the ludicrous, since it stretched the meaning of the term "lit-
erary lanquage" to cover not only the Igor' Tale and Supplication of Daniil the
Fxile but also the Pouchenie of Vladimir Momomakh and even the patently non-
literary Russkaia Pravda, whose formulaic terseness obviously derives from orally

wl2 Nonetheless, this

codified legal norms having nothing to do with "literature.
wildly exaggerated Obnorsky view had, albeit involuntarily, a salutory effect on
subsequent scholarship. For the first time, the philological community was forced
to confront the really basic issue: Jjust what is meant by the term “"literary lan-
guage® in such varying chronological periods and social situations as pre-Tatar
Kievan Rus', during the stagnating period of so-called "Second South Slavic influ-
ence" in the fifteenth century, during the linguistic chaos of the Petrine epoch,
or in a modern multi-national state? Where are the borders between literature and
other forms of pis'mennogt’? Was there a spoken supradialectal koin2 in Kievan
Rus'? Can and should one distinguish genetic from functional Slavonisms, borrowed
Slavonisms from their later imitations, etc.?

Recent scholarship has grappled with these and similar questions, often in an

13

original and enlightening way. One must still regret, however, the frequent re-

1% and the continued appearance of articles whose pur-

petition of hackneyed views
pose seems as much polemical as scientific.l?® Furthermore, many if not most in-

vestigations of the history of literary Russian suffer from a simplistic binarism,
a tendency to deal in polarized absolutes only tenuously connected with the objec-

tive testimony of the texts. The basic and continuing dichotomy of "Church Sla-
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vonic” versus "Russian" too often forgets that Church Slavonic itself was a high-
ly complex mixture before it ever reached Kievan Russia (containing East Bulgar-
ian, Macedonian, Moravian, and same Bohemian and Polish elements) and this Church
Slavonic may well have reached the ancient Russians in more than one variant, for
example, a glagolitic Macedonian version in Novgorod and a Cyrillic Bulgarian ver-
sion in Kiev. Once in East Slavic territory, Church Slavonic evolved throughout
the centuries, acquiring first some native Russian features and later, in the pe-
riod of archaization known as the "Second South Slavic influence" in the fif-
teenth century,16 being subjected to a renewed Scuth Slavonicization, the Bulgar-
ian and Serbian components of which have yet to be sorted out. The autochthonous
Old Russian language itself evolved and not without influence from Church Slavon-
ic. The intermingling of Church Slavonic and 0ld Russian elements in such mixed
genres as the chronicles is well-known,17 but Church Slavonic penetrated deep into
the spoken language as well; even today, Russian dialects contain large numbers of
unmistakable Slavonisms, many of them unknown to the literary language.la And in-
deed, the very concept of Church Slavonic as foreign to ancient Rus', as an alien
import which must have been opposed to the native East Slavic, overlooks the fact
that 0ld Church Slavonic in the East (and its continuations in the several nation-
al Church Slavonics), as Latin in the West, was a truly international language, as
the community of educated and religious men was itself an international community;
the attitude of 8voe i chuzhoe, so typical of nation-states from the early Renais-
sance to our own day, was totally foreign to the high Middle Ages.19

An artificially dichotomous view often informs discussions of written and
spoken Russian, which are at times equated with "literary" and "non-literary,"
overlooking the available evidence which points to an early intermingling of spo-
ken and written forms. Ulukhanov mentions a sentence from the Primary Chronicle,
"i reche emu Volga ...: progreb mia, idi zhe iamozhe khocheshi," but can we
really believe that in Kievan times conversational Russian (even that of princes-

ses) made use of past active participles?20

And even the major dichotomy itself,
that of literary versus non-literary, must be suspect to anyone who has read
widely in 0ld Russian sources. Within one and the same genre, language can vary
widely in the complexity of its syntax and vocabulary. For example, the ornate
cadences of Hilarion's Slovo o azakone i blagodati have but little in common with
the laconic Pouchenie of the northerner Luka Zhidiata, while the 0Old Russian char-

ters (gramoty), which are sometimes treated as examples par excellence of native
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East Slavic, in fact show a wide range of Russian and Church Slavonic elements,
according to the circumstances (normal treaties, deathbed testaments, etc.) in
which they were written. Or, to take an example from a later period, one might
compare the neoslavonic weaving of words (pletenie gloveg) of Ivan 1IV's official
correspondence with Kurbsky — assuming it to be original — to the blunt, simple
reproaches Ivan wrote to his hapless subordinate Vasilil Griaznoi. Even the
chronicles, often adduced as examples of the 0l1d Russian literary language, vary
not only from nerth to south {(less and more ornate, respectively) and from genre
te genre (simple recounting of annual events as opposed to well-constructed liter-
ary tales such as that of the blinding of Vasilii of Terebovl'), but also from
topic to topic within a single genre (as in the three parts of the Pouchenie of
Vladimir Monomakh), and scmetimes even from word to word, the choice of Slavonic
or East Slavic forms (strana / storona, etc.) occasionally prompted by nothing
more profound than the fact that the scribe, approaching the edge of his parchment
or the bottom of his pagée, needed a greater or lesser number of syllables in order

to "justify his margins."21

In much the same way, centuries later, Lomonosov
chose Slavonic or Russian forms to suit the needs of his metrics and rhyme, for
the most part ignoring his own theories about the distribution of such forms among
the famous "three styles." All in all, then, it is clear that little can be ex-
pected of oversimplified binary accounts of the history of the Russian literary
language.

The answer to the question which serves as the title of this paper clearly
depends on our definition of "literary language."” One of the few clear and con-
vincing definitions of this much-abused term was given by Issatschenko in 1958:
(1) a literary language is polyvalent, that is, accessible to all members of the
given society and serving their various communicatory needs; (2) it is normalized
in its orthoepy, orthography, grammar, and lexicon; (3) its use is obligatory for
all members of the given society; and (4) a literary language is stylistically
differentiated. 22 These four attributes, however, are really but four aspects of
a single state, a state which we can characterize by saying that a literary lan-
guage has a neutral core, a codified system whose internal coherence serves as the
point of departure for characterizing all deviant styles. Indeed, if we say that
Sholokhov uses dialectisms, that Sakharov writes in the nominalized, complex syn-
tax of scientific Russian, that Maiakovsky's vocabulary is replete with punning

nonexistent forms, that student jargon is expressively elliptic, etc., what are we
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saying but that these several types of Russian differ from a standard, a neutral
form of speech which — hard put as we might well be to define it precisely —
serves as the normalized base for most of the communication occurring in
twentieth-century Russian society. To put it another way, a literary lanquage is
monocentric: it has but one norm, and all its stylistic richness and polyvalent
functions are viewed, so to speak, from the inside looking out, that is, as devia-
tions from the neutral center. Note that we are now speaking not of a philologi-
cal or linguistic but of a soctolinguistic phenomenon: modern society regards the
stylistic variation of its language as just that, namely as variation from the
standard, neutral norm.

Here we see an essential difference between the modern situation and that of
ancient Russia. There is absolutely no evidence that would enable us to posit the
existence of a neutral core in Kievan times. On the contrary, the available text-
ual evidence and our informed guesses about other forms of language not preserved
in early texts (e.g., byliny) lead to just the opposite conclusion: ancient Rus'
had several kinds of normalized language (the degree of permissible variation dif-
fering from genre to genre). A few examples are sufficient to illustrate the
point. The norms of the language of the law, orally codified in preliterate times
and preserved in texts from 1282, were terse, formulaic, paratactic, and certainly
not identical with the spoken language of the time. The norms of hagiographic
texts or of sermons had conventionalized framing devices, wandering topoi, rhetor-
ical exclamations and questions, and of course a heavily Slavonized vocabulary.
And we can assume, without too much danger of error, that the Kievan folk epic had
its own fixed norms, perhaps not identical with those of the byliny recorded only
since the seventeenth century (syntactic parallelism, extensive use of diminu-
tives, the dactylic clausula, etc.) but certainly of the same general type. In
similar fashion, treaties, testaments, perhaps even private correspondence (if we
can judge by the Novgorod birchbark letters) had their own linguistic conventions.
These conventions were specific to each genre although some overlapring was of
course possible, but they were in no sense considered departures from some neutral
core unspecified as to genre. The most telling evidence for our viewpoint is pro-
vided by the chronicles, whose wide variety of genre and language sStyles is uni-
versally described as a mixture of those several norms which, in unilloyed form,
were to be found in legal documents, in sermons or hagiography, in the folk epic

or fairy tale, etc. To my knowledge, it has never occurred to a sciolar to treat



00051582

-254-~-

the language of the 0ld Russian chronicles as an example of a “"standard language,"”
as a neutral norm, and to consider the language of legal texts or church oratory
as departures from such a norm.

The conclusion to which these considerations bring us is unambiguous: wunlike
the present, the sociolinguistic situation of Kievan Rus' was polycentric: there
were several types of language, each bound to a specific social function, and each
with its own set of phonetic, morphological, syntactic, and lexical norms. To
some extent, differences among these norms corresponded to differences in the ori-
gins of the formal devices themselves (East Slavic pleophonic gorod-type words
versus Church Slavonic grad forms; Slavic parataxis versus borrowed Greek hypo-
taxis), and there was of course a good deal of overlapping (the langquage of
gramoty resembling that of legal texts, the sermons containing many elements also
found in patristic literature, etc.).23 Since we have defined a literary language
as monocentric, as consisting of a neutral core and genre-bound deviations from
that core, and since on the other hand, as we have just shown, the sociolinguistic
situation in ancient Russia was polycnetric, we have no choice but to conclude
that there was no literary language in Kievan Rus'. There was a language of lit-
erature, and a highly polished one at that (consider only Hilarion, Cyril of
Turov, the unknown author of the Igor' Tale, the Molenie of Daniil Zatochnik,
etc.), and there were other normed, refined, socially effective forms of speech
and writing, but there was no standardized literary language per se. Only in the
course of subsequent centuries, as the interrelations among genres shifted in ac-
cord with social and economic changes, was that originally empty space at the cen-
ter of the polycentric 0ld Russian linguistic system gradually filled: the norms
of the original genres weakened, forms and formulae from one genre gradually pene-
trated other genres (e.g., the gradual penetration of Church Slavonic spellings
and grammatical endings into the language of the Russian law),zu and new genres
developed, unbound by tradition and free to take their linguistic material where
they wished (e.g., diplomatic correspondence, translated newspapers, the drama).
Through all this complicated and lengthy process there was created a larger and
larger stock of forms which were specific to no genre but common to all. With
this there was finally created that neutral core without which there can be no
literary language — that is, no standard language, no Hochsprache. The history of
any literary language is the history of its norms. The contemporary standard Rus-

sian literary language was created by the gradual shift from polycentric to mono-
centric normalization.
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ON RUSSIAN LEGAL LANGUAGE

In the works of some scholars the history of literary Russian is presented
as a nearly thousand-year-long contest between two opposed forces — the one an
imported and alien Church Slavonic, the other autochtonous East Slavic. The
many and varied theories of the rise and development of literary Russian can be
traced back to V. E. Adodurov, M. V. Lomonosov, S. T. Aksakov et al. and are con-
nected above all with A. A. Saxmatov, S. P. Obnorskij, L. P. Jakubinskij, V. V.
Vinogradov, B. 0. Unbegaun, F. P. Filin, A. V. Issatschenko, and R. I. Avanesov.
Individual problems have been discussed in the works of G. Hlttl-Worth, N. A.
MesSCerskij, M. A. Sokolova, E.T. ferkasova, L. P. Zukovskaja, I. S. Ulaxanov and
other investigators.1 Unfortunately, the works of even the greatest specialists
on the history of literary Rugssian occasionally suffer from oversimplification, a
predilection for ready-made schemes, and an incomplete grasp of the complex and
often contradictory factual material.

In his many publications in this field B. O. Unbegaun has defended the view
that until the eighteenth century there existed two written languages, a Church
Slavonic literary language on the one hand and a non-literary Russian on the
other; the first was used in religious writing of all kinds and in belles-
lettres, and the second in jurisprudence, administrative documents, diplomatic
and personal correspondence, etc.? These two written langquages remained her-
metically sealed off from each other right up to the eighteenth century. Ac-
cording to this view, Church Slavonic elements began to penetrate the language
of jurisprudence only in the reign of Peter the Great, when the barriers sepa-
rating Church Slavonic from the chancery language began to disappear.3 Although
noting such Church Slavonic words and expressions as kregtnoe celovanie, iskuple-
nie plennyx, naprasnstvo and nebreZemie in the UloZenie of 1649 and earlier co-
dices, Unbegaun nonetheless maintains that "there are no Church Slavonisms in the
Russkaja Pravda. There are none in the codices of 1497, 1555 (? — DSW) and 1589,
just as there are none in the 1649 UloZenie ... This situation changed only in

the eighteenth century, when the merger of the chancery and Church Slavonic lang-



00051582

-258~

uages was completed."“ This view denies any influence of Church Slavonic on the
Russian legal language until the eighteenth century. The Russkaja Pravda of 1282
is equated with the codices of 1497, 1550 and 1589 (for some reason Unbegaun
fails to mention the so-called SvodnyJ Sudebnik of 1606-07), and the UloZenie

of Aleksej MixajloviC of 1649: they are equally free of Church Slavonic influ-
ence and show no developmental tendencies in this respect from the thirteenth
century right up to the eighteenth. The facts are somewhat more complex.

It goes without saying that from the very beginning the Russian legal lang-
uage was quite different from that of literary texts (we do not include juridical
documents or the Novgorod birchbark letters among "literary" works). Indeed, one
of the basic distinctions between the chancery and "literary" languages was the
rarity of Church Slavonic elements in the former and their frequency in the latter.
But this does not mean that the Russian legal language developed (or rather, ac-
cording to Unbegaun, failed to develop) in complete isolation from Church Slavonic.
It is a simple matter to show that legal Russian was affected by Church Slavonic
from its very beginnings and that this Church Slavonic influence increased stead-
ily from 1497 to 1649. Without claiming to present an exhaustive account of this
matter, we should merely like to bring certain factual material to the reader's attention.

As far back as 1934 S. P. Obnorskij claimed that the Russkaja Pravda was
devoid of Church Slavonisms (or that these were later accretions). The inaccu-
racy of his views was demonstrated in 1941 by A. M. Seli3Zev, who adduced a whole
series of obvious Slavonisms such as razboj, rasgrablenie, vraZda, the endings
-ago (bojar'skago tiwna, do tret'jago réza, etc.), -oja (bez" vsjakoja svady) et
al.® seliSfev's arguments are compelling. Less well known are certain facts from
documents of the fifteenth to seventeenth centuries which will be discussed here.

In the 1497 codex, which according to Unbegaun contains "no S$lavonisms," we
find a whole series of them. This first major juridical document of the Musco-
vite state, preserved in a sixteenth-century copy.6 contains both orthographic
Slavonisms (doubtless due to the so-called "Second South Slavic influence") such
as rat’ tatarskaa S67, ot cerkvi bo¥ia 59, kotoraa vdova 59, 3'a zemlja oranaa 61,
podvojskym pravago desjatka 64, pered velikym knjazem 68 and such more traditional
Church Slavonisms as 8 osmago dnja 28, do Novagoroda do Velikago 30, po syna bo-
Jarskago 45, s spieka sudnago 64, Knjaz' velikij Ivan Vasil'evi® vseja Rusi Intro-
duction (it is interesting to note that the next major codex, of 1550, has the

more archaicized vsea Rugi), ot pravyja gramoty 22, ot beasudnyja gramoty 25,
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otpusknyja gramoty ne dati 41, etc. The codex of 1497 also contains Slavonic ¥&
from *tj and *kti: il1Z kto star, ili nemod¥en 52, xo¥¥et na pole 8 posluxom’
lezel 48, A8Ze kto podlet prigtava 45. The prefixal spelling raz-, noted by
Selisfev in the Russkaja Pravda in the words razboj, razbojnik", raznamenati,
razgrablenie, occurs in the 1497 codex only in razboj 7, 8, 38, 39 and po tomu
ras¥etu 4. Nonpleophonic forms are attested only from the root *perd, namely

in the adverbs and adjectives prefnej, preinij, preZ and the preposition pred,
e.qg. a v inoj tatbe i preinej dovoda na nego ne budet 10, v pre¥nem dele 12, v
kakove dele v preZnem 14, preX togo neodinova kradyval 13, 3to pred nimi kuptil
46. The copyist clearly felt no difference between the pleophonic and nonpleo-
phonic variants, as is clear from such an example as postavit pred namegtnikom
117 pred volostelem ili pered ix tiuny 37%. The codex of 1497 preserves the
traditional Slavonic formulae po krestnomu celovaniju 12, bez naprazdn'stva 55,
and, alongside the older poslux, the innovations svidetel’, svidetel'skoj 59.
There is one instance of a preserved (or rather, restored) reflex of the second
velar palatalization: a ead na verstu pe denze 44. The 1497 codex is, then, by
no means devoid of Church Slavonic influence; on the contrary, it manifests re-
stricted but nonetheless clear traces of that interaction of Russian and Slavonic
elements inherited from Kievan times and evident in many genres of written Rus-
sian, including the language of the law,

The situation changes somewhat in the cocdex of 15509, in which one finds
fewer artificial Slavonic spellings without jotation, although they do occur
occasionally, e.g. Knjaz' Ivan Vasil'evi® vsea Rusi (Introduction). Some lexical
Slavonisms are retained, e.qg. svjatitel’, svjatitelskoj 91, i1 tot tovar pogubit
bez naprasn'stva 90. The word razboj, going back to the thirteenth-century Rus-
skaja Pravda, is also found in the 1550 codex: A dovedut na kogo raaboj, ili
dullequbstvo, ili jabedniBestvo 59. Like the 1497 codex, that of 1550 uses the
form preX, preinij, pred, but even more frequently: I budet po obysku v kakove
v preZnem dele prirodnoj elovek z dovodom 57, v pre¥nix delax 58, a v ymoj v
preXnij tatby dovoda na nego ne budet 55, kogo v preZnix kupdix v poslusex net
85, ta vot3ina pre¥nemu prodaveu bezdene¥no 85, a gde dvorskogo net i pre% sego
ne byval 62, kotorye dela pre¥ sego Sudebnika verdeny 97, etc. The 1550 Codex
contains a few Slavonic innovations, compared to that of 1497: the numeral
sed'moj with a d and the nonpleophonic adjective gradskoj: a ne priedut sami k
otvetu ... posle sroka za sto verst v sedmoj den' 75, A gosudar'skomu ubojce, i
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gradskomu zdaveu ... Zivota ne dati, kazniti ego smertnoju kazn'ju 61. Thus, in
comparison to the codex of 1497, that of 1550 shows fewer orthographic Slavonisms
{as if the first archaizing wave had already passed), but slightly more Slavon-
isms of other types (g8ed'moj, gradskoj). The 1550 codex shows the first few
signs of that flowering of Slavonic elements that was to occur in the second
half of the sixteenth century, especially in the codex of 1589.

The codex of 1589, although basically still an East Slavic document, shows
an increasing Slavonic influence, alongside such autochtonous forms as po roz-
Setu 10, v rozboe 17, poxo¥et 19, pered sud'ju 29, ne modno verditi dela 30,

k namesnid'im ljudem ili k volostelmym 35, po gorodckix i po volosnyx posylati
prigtava 35, z golovy 83, etc. The 1589 codex was systematically Slavonized,
often replacing (in comparison with the codex of 1550) -ogo by -ago, roaboj by
razboj, semoj by sed'moj, etc.1? A few examples:

CODEX OF 1550 CODEX OF 1589

-0go -ago
ili delo zapiSet ne po sudu, ... bez ili spisok podpiSet bez bojarskago
bojarskogo, ili bez dvoreckogo ... ili bez sud'ina vedoma 4

vedoma 4

i okolnifemu poltina da za dospex

ubitogo tri rublja 1l

-te, -eJ
i vo vsex gorodex Moskovskie zemli,

i Nougorodckie zemli 99

a zemli emu ostaviti v meru stolko,

skolko on svoeJ zemli promenil 85

roz-
da na puti u nego tot tovar uter-
jaetca bezxitrostno ... ili rosboj

vozmet 90

i okolniZfemu poltina da za dospex
ubitage tri rubli 15

-ija, -eja
i vo vsex gorodex Moskovskija zemli

i Naogordckija (sic) 202

a zemli emu ostavit' stolko, skolko

svoeja vot&iny zemli promenil 167

raz-
da na puti u nego tot tovar uter-
jaetca bezxitrosno ... ili razboj

vozmet 181

In the immediately preceding article, however, the rozboj of 1550 is preserved:

A ub’jut kotorogo krest'janina na

pole v rozboe ili v ynom v kotorom

A ubijut kotorago krestijanina na

pole v rozboe il v ynom lixom
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v lixom dele 89

dele 180

(N.B. that in the 1589 codex b is changed to 7 twice and the multiple preposi-

tions are eliminated,

model .)

i.e.

semoj
a podpisati na ego spisok za sto

verst po sroce gemym dnem 69

the text is generally "corrected"™ on the Slavonic

sed'moj
a podpisati na vinu, budet ne stanet

v 8ed'moj den' za sto verst 124

(N.B. that in another case the Slavonic form with d was already introduced in

the 1550 codex.)

The most interesting changes in the Codex of 1589 are those concerning

pleophonic and nonpleophonic forms.

Although the 1550 codex does show a few

nonpleophonic forms (pre3ntj, gradskoj), and although pleophony is by no means a

rarity in the 1589 text, comparison of these two codices nonetheless shows a

clear development from East Slavic pleophony toward Slavonic trat-type forms.

Compare:
PLEOPHONY

A detej bojarskix suditi namesnikom
po vsem gorodom po ... gosudarevym

Zalovalnym po ix vop&im gramotam 64

*gerd
A torgovym ljudem i posadckim 1ljudem
i vsem gserednim bezZest'ija pjat'

rublev 26

*perd
i d'jaku iscevy i otvelikovy reéi

veleti zapisati pered soboju 28

i bojarom veleti eqo dati na krepkuju
poruku, xto emu budut vpered inye
iscy 55

i vpered kto tu kabalu obolZivit,

i ta kabala verSiti po sudu 78

NONFLEOPHONY

A detej bojarskix suditi namesnikom
po vsem gradom po carevym gramotam
po Zaloval'nym 118

A torgovym ljudem posadckim i vsem
grednim bezfestija pet' rublev 47

i dijaku iscevy i otvet&ikovy ref&i
veliti zapisyvati pred soboju 75

i sudijam dat' ego na krepkuju poruku,
xto emu budet vpredv iscy 107

I vpred' xto kabalu obolZivit,
i ta kabala ver3it' po sudu 14)
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A vpered vsjakie dela suditi po

semu Sudebniku 97

A torxannyx vpered ne davati ni-
komu 43

A kotoromu namesniku dan v korm-
len'e gorod s veolost'mi, ... a v
kotoryx volostex napered sego

starost ... ne bylo 68

A kotorye ljudi u&€nut iskati na
namesnikex ili na volostelex i

na ix ljudex po Zalobnicam 22

kak te namesniki ili volostel?,

educdi na Zalovan'e 24

A namesnikom i volostelem, kotorye
derZat kormlen'ja bez bojarskogo

suda 66

ino volostelju ili posel'skomu ima-

ti na nem za boran dva altyna 87

A namesnikom, i volostelem, ... v
gorodex i v volostjax neprodaZnyx
i domoroS&enyx lo3adej ne pjatnati

96

A vzySlet seleckoj na seleckom, a

sudit ix Ze volostel’' 100

A kogo namesnili ili volosteliny
ljudi u€nut davati ot kogo na

poruki 70

-262-

*vold

A vpred' vsjakie dela suditi po
semu Sudebniku 200

A tarxannyx gramot vpred' ne da-

vati 92

A kotoromi namesniku dano v korm-
lenie gorod s volost'mi, a preZe
togo v tex volostjax, statrdst ne

bylo 122

A kotoroi ljudi ufnut iskati na
namesnikax, i na vlasteljar, i

na inyx ljudex po Zalobnicam 34

i kak namesniki ili vlasteli,

edu®i na Z2alovan'e 36

A kotoroj namesnik ili vlastel’

bez bojarskago suda ... 120

ino vlastelju na nem vzjat' za

boran dva altyna 173

A namesnikom, i viastelem, ...
v gorodex i volostex neprodaZnyx

domoro3fonyx konej ne pjatnat' 198

A vzyZZet ego seleckoj na seleckom,
ino ix suditi ix Ze viastelju 204
A kogo namesni&ii ljudi ili vlas-

telnye stanut davat' na poruki 125

Pairs of the opposite type (nonpleophony in 1550 replaced by pleophony in

1589) were not encountered.

Altogether,

these facts testify to the increasing

significance of Slavonic elements in the juridical language of the latter six-

teenth century.
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The growth of Slavonic in Russian legal language continues in the so-called
Svodnyj Sudebnik of 1606-07, but in a somewhat different form. On the one hand,
the 1606-07 text reproduces that of 1550 almost exactly, with no attempt, for

example, to replace pleophonic by non-pleophonic forms. E.q.:

1550 1589 1606-07
A namesnikom, i vo- A namesnikom, i A namestnikam, i vo-
lostelem, ... v goro- vlastelem, ... v go- lostelem, ... v goro-
dex i v volostijax ne- rodex i volostex ne- dex i v volostex ne
prodaZnyx i domoro- prodaZnyx domoro- prodaZnyx i domoro-
$Zenyx lo3adej ne 3Zonyx konej ne pjat- S¥onyx losadej ne
pjatnati 96 nat' 198 pjatniti [19] 95

In a few, rare cases the 1606-07 codex is even more "East Slavic" than that of
1550; e.q.:

1550 1606-07
a ne priedut sami k otvetu ... posle A ne priedut sami k otvetu ... posle
sroka za sto verst v gsedmoj den' 75 sroku za sto verst v semoj den' [11] 75

On the other hand, the Svodnyj Sudebnik, for the first time, introduces or
frequently uses certain Slavonic forms which henceforth (for example in the Ulo-
Zenie of 1649) become usual. Such are:

1) nonpleophonic Zrez: A xto votdinu svoju bes carja veltkogo knjazja
vedoma drez ses' ukaz komu prodast ... [13] 125;

2) vladyka 'archbishop®' [3]) 104, [13] 121, ([25] 162 et al., and its deriva-
tive vladydnyj (24) 166, 168 et al.:

3) the toponym Veliktj Nov'"gorod" also occurs in the nonpleophonic variant
Velikij Nov"grad”: A kotoroj Belovek zem'skoj Velikogo Novagrada, tli pskovitin

(5] 151 (along with v Velikom Novegorode [12] 148; it is interesting to note
that less significant cities appear only in the East Slavic variant: Vy¥egoroda,
Zvenigoroda, NiZnjago Novagoroda, Ivanja goroda [6) 46);

4) xram ‘church' appears in the heading of the twenty-first verse of the
1606-07 codex (0 rugax v monastyre, i k xramom, kotorye dany vmove), although the
text of this verse uses only cerkov’'.

The most remarkable feature of the Svodnyj Sudebnik is that it contains, for
the first time in the history of the Russian legal language, entire passages

written in a clearly Slavonic register. These passages naturally deal with
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affairs of the church. The first of them is [13] 164, which reproduces with
minor omissions the Synodal Edict (Sobornyj prigovor) of 1580, which forbade
further acquisition of land by monasteries. The opening sentence of 164 con-
tains veea Rusii (2x), a nonphonetic ¢ in the preposition of 8o otcom svoim, &2
from *tj and a vocalized prefix and double mn in osvedFennym soborom. The text
itself is replete with Slavonisms, e.g.: miloatiju predistyja i preblagoslo-
vennyja viadydica na¥eja bogorodica; sobraxomgja v preimenitom grade Mogkve; s
nim Ze sovokupiBasja jarym obrazom Pol'Ba; rospyxaxusja gordostiju, dmjaBdesja,
xotjaxu potrebiti pravoslavie; my ... pobolexom zelne; blagoBestivyi car' na¥ ...
80 vsem svoim 8inglitom gotvori, jako dovleet ego car'skoj vlasti; mmogija Ze v
zapustenie priidoBa, jako %e ubo po monastyrem gija zapustevaxu, and so forth.

Second, [22] "0 krestnom celovan'e," which likewise goes back to the edict
of 1580, although not itself entirely in the Slavonic register, contains (often
for the first time in the Russian legal language) a whole series of individual
Slavonisms, for example v 8redu 141, 145, wmreti 141, zaneZe 141, vlast' (in the
abstract meaning) 142, sve3¥i 142, is rraminy 143, obd3uju muku 146, etc.

These two passages show two new types of Slavonic influence on the legal
language. In the first, a Slavonic passage is inserted ready-made into the codex
and becomes an integral part thereof; in the second, the text becomes saturated
with individual Slavonisms, which are, however, used alongside a good many East
Slavic forms (sveda, polon, nuZa, etc.). Both types show that the growth of
Slavonic influence was continuing into the seventeenth century.

This development is confirmed yet more eloquently by the Synodal Codex of
Aleksej Mixajlovi& in 1649. The Slavonisms of the 1649 codex have already been
treated in det:ail,]l so we shall restrict ourselves here to a few typical exam-
ples. The UloZenie contains some morphemes appearing only in their Slavonic non-
pleophonic variants (blaZennyj, vraZda, vremja), but others which occur in both
pleophonic and nonpleophonic shapes; in this case the choice of variant can be
free (g8erednij — srednij, 3erez — 3rez), or stylistically conditioned, in which
case the choice of Slavonic or native form can depend on the immediate context,
or on the register of the entire passage (2oloto — zlato, polonjanoj — plenmnyj,
serebro — srebro, xoromina — xramina), while in still other cases the choice is
conditioned lexically or derivationally (bran’', branitisja 'quarrel' — boroniti-
sja 'defend oneself', volost' 'territory' — vlast' 'church dignitary', poperek —

prekoslovie, xoroniti 'hide' — bogom xranimyj, etc.). The 1649 codex not only
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contains many new Slavonisms, hitherto unknown in juridical Russian, but is also
the first legal text to attempt to distribute Slavonisms and East Slavic forms
according to lexico~derivational and stylistic criteria.

Much remains to be done in the study of Russian legal language. The precise
filiation of juridical texts has yet to be established. The distinctions between
northern and southern texts have yet to be drawn. The possibly differing "dia-
lects" of the Moscow department offices (prikazy), from which articles were en-
tered into the various codices, are yet to be examined. Preliminary data appear
to indicate that the "Second South Slavic influence" affected legal texts pri-
marily in the latters' orthography (such spellings as -aa-), but not in the shape
of lexical morphemes, but this is only a preliminary impression. A complete and
manysided description of the origins and development of the Russian legal lang-
uvage, from the Russkaja Pravda to the present, will become possible only when
these and other preliminary tasks have been accomplished. Nonetheless, even the
preliminary observations offered here appear sufficient to force us to reject
as oversimplified the thesis of complete isolation of legal Russian from Church
Slavonic. More reasonable is the view that juridical Russian and Slavonic were
connected from the very beginning and have not ceased to interact until the pres-
ent day. But most reasonable of all, perhaps, would be to repudiate preconceived

binary schemas until such time as an adequate body of texts of various genres has

been investigated.
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FOOTNOTES
LI § survey of opinions may be found in the numerous works of V. V. Vinogradov.
See, for example: V. V. Vinogradov, "Osnovnye voprosy i zada®i izuenija istorii
russkogo jazyka do XVII v.," Wa, 1969, No. 6; . "O novyx issledovanijax po
istorii russkogo literaturnogo jazyka," VJa, 1969, No. 2. From the most recent
literature we can cite F. P. Filin, "Ob istokax russkogo literaturnogo jazyka,"
Vda, 1974, No. 3. An understanding of the complexity of the Russian literary
language's historical development in its multifarious genres can be found in N. I.
Tolstoj, "K voprosu o drevneslavjanskom jazyke kak ob3&em literaturnom jazyke
juZnyx i vostoSnyx slavjan," VJa, 1961, No. 1, and also in the works of B. A.
Uspenskij and V. D. Levin (see, for example: IV MeEdwnarodnyj s'ezd slavistov.
Materialy diskussii, 11, Problemy slavjanskogo jazykoananija, M., 1962).

2 From B. O. Unbegaun's works one can select: B. Unbegaun, "Razgovornyj i lite-
raturnyj russkij jazyk," Oxford Slavonic Papers, 1, 1950; , La formation des
langues littéraires slaves: probldmes et &tat des questions," Langue et littéra-
ture. Actes du VIII Congrée de la Fédération internationale des langueg et lit-
tératures modermes, Paris, 1961; “L'héritage cyrillo-méthodien en Russie,"
Cyrillo-Methodiana: Zur Friihgeschichte des Christentums bei den Slaven, 869-1962,
Kéln-Graz, 1964; "proisxozdenie russkogo literaturnogo jazyka," Novyj Zur-
nal, 10, New York, 1970;. , "The Russian literary lanquage: a comparative
view," The Modern Language Review, 68, 1973.

3 see: B. O. Unbegaun: "“Russe et slavon dans la terminologie juridique,” RESL,
34, 1957.

4

B. O. Unbegaun, “"Jazyk russkogo prava," Na temy russkie i ob33ie (a collection
in honor of Prof. N. S. TimaJev), New York, 1965.

5 s. P. Obnorskij, "Russkaja Pravda kak pamjatnik russkogo literaturnogo jazyka,"
Izvestija AN SSSR, 7th series, 1934, 10; A. M. Seliscev, "O jazyke Russkoj Pravdy
v svjazi s voprosom o drevnejSem tipe russkogo literaturnogo jazyka," [written in
1941], VJa, 1957, 4.

® Cited in the edition: Pamjatnik prava perioda obrazovanija russkogo centruali-
airovamogo gosudarstva XIV-XV vv. (= Pamjatniki rugsskogo prava, edited by L. V.
Cerepnin, 3), M., 1953.

7 fthe figures refer to separate articles in the Sudebnik.

8 oOn the history of this root see: I. S. Ulaxanov, "Predlogi pred’ — pered v
russkom jazyke XI-XVII vv." in the collection Igsledovanija po istorideskoj
leksikologii drevmerusskogo jasyka, M., 1964, pp. 125-160; , "Slavijanizmy
i narodno-razgovornaja leksika v pamjatnikax drevnerusskogo jazyka XV-XVII wvv.
(Glagoly s pristavkami pere- i pred’-)", Voprosy slovoobrazovanija i leksiko-
logii drevmerusskogo jaayka, M., 1974.

9 see: Pamjatniki prava perioda ukreplenija russkogo centralizirovannogo gosu-
dargtva XV-XVII vv. (Pamjatniki rusgkogo prava, 4), M., 1956.

10 prom this standpoint, the 1589 Sudebnik is closer to the 1497 than to that
of 1550. It would have been desirable to determine the specific, successive re-
lationship of the individual manuscripts of all the Sudebniki cited here.

1l gee: D. S. worth, "Slavonisms in the UloZenie of 1649," Russian Linguistics,
1/3, 1974.
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