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Preface

DigitalFUTURES is an annual series of academic events, consisting of a confer-
ence, workshops and exhibition, hosted by the College of Architecture and Urban
Planning, Tongji University, Shanghai. In 2020, DigitalFUTURES celebrates its
10th anniversary. The aim of DigitalFUTURES is to encourage international col-
laboration and interaction and to promote theoretical and scientific research into
computational design, robotic fabrication and other areas of architectural
intelligence.

In the article ‘Computing Machinery and Intelligence’ (1950), Alan Turing
predicted that machines would soon be able to learn and develop intelligence.
70 years later, it is clear that Turing was absolutely correct. Machine learning now
plays a central role within artificial intelligence and has become an important new
area of research for architects.

The theme of DigitalFUTURES 2020 is ‘Machine Intelligence’. This refers most
directly to machine learning and machines involved in robotic fabrication. But it
also refers to all other forms of architectural intelligence, such as material intelli-
gence, swarm intelligence and artificial intelligence, along with intelligent design
and fabrication, and intelligent techniques for visualizing, monitoring and con-
trolling the built environment.

The discipline of architecture is being transformed by machine intelligence. So
too, the architect is also being transformed. No longer limited by human intelli-
gence, the architect is becoming a cyborg-like creature, drawing upon machine
intelligence as a prosthetic extension to the architectural imagination. Likewise, the
built environment is also being transformed. From smart thermostats through to
intelligent buildings and entire smart cities, the built environment is becoming an
intelligent environment.
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The intention behind this year’s events is to promote a series of scholarly dia-
logues on these technological transformations in architecture, in an attempt to
redefine the notion of intelligence and its role in architectural production from both
a theoretical and technological standpoint.

DigitalFUTURES Executive Committee
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Abstract. The chapter draws on the anti-substantivist and anti-hylomorphic
legacy of two significant Deleuze and Guattari’s interlocutors: Raymond Ruyer
and Gilbert Simondon. Ruyer vehemently opposed the logic of mechanicism with-
out regressing to (active) vitalism. His masterpiece Neofinalism, yet to be fully
appreciated in architectural circles, is an ode to multiplicity or ‘absolute form’.
The title is to be read as a challenge to the hegemony of the step-by-step causation
and partes-extra-partes mereology. According to Ruyer, non-locality is the key,
not only to the question of subjectivity, but to the problem of life itself. Simon-
don too shies away from the metaphysics of presence. For him, the process of
individuation cannot be grasped on the basis of the fully formed individual. In
other words, the knowledge of individuation is the individuation of knowledge.
Simondon’s highest ambition in On the Mode of Existence of Technical Objects
was to integrate culture and technics (fekhne). The conviction that culture need not
be antagonistic to technology is particularly pertinent to the ecologies of architec-
ture. In the second half of the chapter, the affordance theory meets contemporary
neurosciences.

Keywords: Schizoanalytic cartography - Machinic desire - Ecologies of
architecture - Ethico-aesthetics

Once it is no longer the goal of the architect to be the artist of built forms but
to offer his services in revealing the virtual desires of spaces, places, trajectories
and territories, he will have to undertake the analysis of the relations of individual
and collective corporeality by constantly singularizing his approach. Moreover,
he will have to become an intercessor between these desires, brought to light, and
the interests that they thwart. In other words, he will have to become an artist and
an artisan of sensible and relational lived experience (Guattari 1989) [1].

‘Culture’ is everything we don’t have to do. We have to eat, but we don’t have
to have ‘cuisines’ [...]. We have to cover ourselves against the weather, but we
don’t have to be so concerned as we are about whether we put on Levi’s or Yves
Saint-Laurent. We have to move [...], but we don’t have to dance. [...] I call the
‘have-to’ activities functional and the ‘don’t have to’s stylistic. [...] The first thing
to note is that the whole bundle of stylistic activities is exactly what we would
describe as ‘a culture’ [...] (Eno 1996) [2].

© The Author(s) 2021
P. F. Yuan et al. (Eds.): CDRF 2020, Proceedings of the 2020 DigitalFUTURES, pp. 3-16, 2021.
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1 Nips and Bites

The chapter draws on the anti-substantivist and anti-hylomorphic legacy of two sig-
nificant Deleuze and Guattari’s interlocutors: Raymond Ruyer and Gilbert Simondon.
Ruyer vehemently opposed the logic of mechanicism without regressing to (active) vital-
ism. He concurred with Alfred North Whitehead who famously dismissed the concept
of ‘simple location’ as a bias in favour of the tangible and self-presence [3]. Ruyer’s
masterpiece Neofinalism, yet to be fully appreciated in architectural circles, is an ode to
multiplicity or ‘absolute form’ [4]. The title is to be read as a challenge to the hegemony
of the step-by-step causation and partes-extra-partes mereology. According to Ruyer,
non-locality is the key, not only to the question of subjectivity, but to the problem of
life itself [5]. Simondon too shies away from the metaphysics of presence. For him,
the process of individuation cannot be grasped on the basis of the fully formed individ-
ual. In other words, the knowledge of individuation is the individuation of knowledge
[6]. Simondon’s highest ambition in On the Mode of Existence of Technical Objects
was to integrate culture and technics (fekhne). The conviction that culture need not be
antagonistic to technology is particularly pertinent to the ecologies of architecture. To
paraphrase Marshall McLuhan, ecology starts where nature ends [7]. Simondon opposed
structuralism with the theory of operations that he named allagmatics [8]. The transition
from operation to structure is machinic rather than structural insofar as it is system mak-
ing rather than systematic. The ‘machinic’ conception of consistency is thus determined
neither by the naive ‘organic’ autonomy of the vitalist whole, nor by the crude reduc-
tionist expression of the whole in the sum of its mechanical parts. While structures are
by definition balanced, the thought must venture beyond the given — far from the equilib-
rium. The term ‘plane of consistency’ is in itself a sufficient clue to what is primarily at
stake in the thought, namely the reality of abstraction. Tessellation (planification) of the
Planomenon is an abstraction without being an achievement of reason. Consequently,
(machine) intelligence may be defined by the (unconscious and impersonal) capacity to
insert an interval between the cause and effect — a margin of indetermination related to
the non-entailment of open systems.

Let us draw an ethological diagram consisting of two diverging lines (resembling an
image of arail track in central linear perspective) (Fig. 1). The top part S-R (close to the
vanishing point) draws the stimulus (S) and response (R) close together as in the deter-
ministic, i.e. mechanical mode of operation. The ‘conceptual persona’ dwelling in this
range is a simple organism that cannot afford to break away from linear causality, such
as a tick [10]. The further apart the two lines the more severed the causal chain. Before
we reach the bottom of the diagram where the stimulus transforms into perception (P)
and the response into action (A), the gap is sufficiently wide to be occupied by a more
complex organism capable of play, like a cat. As Gregory Bateson rightly insists, a cat’s
nip is very different from its bite [11]. It does not conform to the (functional) if-then
logic: if a tick smells a warm-blooded animal then it latches onto it. Rather, the nip is
pretense or acting as-if, i.e. doing what it doesn’t have to do. According to the second
epigraph, play may qualify as (proto)culture, a style. Finally, at the base of the diagram
(P—A), a more complex non-mechanical (recurrent) causality pushes perception and
action further apart. Its ‘telos’ is not subject merely to the material-energetic constraints
but also to the informational or epistemic semiosis. In other words, ends and means may
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Fig. 1. Inserting the interval between stimulus (S) and response (R). The degree of mnemonic
detachability is measured by the width between the two poles and the ‘direction’ of causality. The
recursive causality designates the cause (P) coming into being with the effect (A). In the words of
Simondon, this is “a [neofinalist] conditioning of the present by the future, or by what up to now
does not exist [9].”

come to be reversed. Take Hannah Arendt’s reference to the profoundly paradoxical
Christian concept of ‘turning the other cheek’, which radically disrupts the cause-and-
effect inevitability. In doing so, it steps out of simple determinism towards Ruyerian
neofinalism by way of Simondonian fechnicity defined as a force of psychosocial inven-
tion and cultural transformation [12]. It may be argued that the diagram runs from the
Spinozian natura naturata at the top towards natura naturans at its ever-widening bot-
tom [13]. It brings to mind the apex-base relation from the famous Bergsonian cone
of (pure) memory [14]. The divergence of lines effectively measures the (degree of)
detachability of virtual wholes from the actual parts, memory from matter (time from
space). Yes, there is isomorphism between the two, but without resemblance. This means
that we can happily leave behind the skyhook category of the ‘imaginary’. Contrary to
our deepest prejudice, the visible is no more real than the invisible and memory is not a
property of bodies. For Ruyer, bodies may be said to be properties of memory:

The main difference between physical beings and the most complex organisms
does not probably derive from the instantaneity or the absence of memory in the
former but from a lack of detachment of this memory, which in physical beings is
always inherent to the rhythm of activity, which is only ever ‘the form in time’ and
does not constitute a transspatial ‘reserve’ clearly detached from the actual [15].

The co-determination of the actual and the virtual has been a life-long occupation of
Guattari’s. His neologism ethico-aesthetics aptly dramatises the entanglement of action
(A) and perception (P). Putting experience first relegates the sciences to the second order
of expression. The collective architectural enunciation (wrongly attributed to the will
of the architect) renders the full coincidence of the body and its territory (as a simple
location) impossible. Guattari went on to develop a schizoanalytic cartography where
heterogeneous ontological domains — actuality, virtuality, possibility and reality — had
to be thought together [16] (Fig. 2). Metamodelling was his strategy to prevent things
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from becoming systemic and thus stratified (closed system). The four ‘unconscious-
nesses’ are: existential territory (T), universes of value (U), energetic and semiotic flows
(F), and the machinic phylum (P). The purposeless purpose of P is to draw the endo-
referential and endo-consistent body ever further away from itself in the direction of
exo-referentiality and exo-consistency. The fourfold offered a way out of the deadlock
between the ostensible immediacy of the subject (T), and the constitutive distance of the
system (P).

POSSIBLE
P < > U
A A
- -
z REFERENCE 2
g =
5 s
2
w
=
w
@
N 4 N
<}
o
F e——|— T
REAL

Fig. 2. Any architectural collective enunciation worthy of its ecological attribute can be said to
consist of quadruple ontological domains: efficient Territory (T) and final Universes of Value (U)
as non-discursive, and material energetic and semiotic Flows (F) and formal machinic Phylum (P)
as discursive. These are four quasi-causes of the assemblages that are always articulated together.

In contrast to the evolutionary mechanism of passive adaptation, the quasi-
Lamarckian machinism is ‘accelerationist’ [17]. It is as cultural as it is natural given
the ideality and materiality of its flows that reach far beyond the anthropic. We may have
too easily dismissed an early naturalist who anticipated modern epigenetics and whom
Darwinists have long disparaged. Jean-Baptiste Lamarck (1744-1829) argued that evo-
Iution could occur within a generation or two. According to Philip Steadman, the theory
of Darwin is an ‘elective’ theory of evolution, where the environment chooses appropri-
ate changes in organism from the range offered by variation. By contrast, Lamarckism is
an ‘instructive’ theory where the environment is imagined to be able to exercise a direct
effect on organisms and ‘teach’ them to change themselves in appropriate ways [18].
This revelation is paramount for the ‘niche constructionists’ or those in the business of
associating milieus: architects and urbanists.

T is an ethological concept that designates vital familiar space, the ground, an indi-
vidual or collective body. U are nascent quasi-subjective ideas before they are objectified
or expressed. T and U belong to the virfual (giving) half of the fourfold diagram. T-U
may be said to be quasi-subjective and pathic in comparison to their ontic counterpart
of F-P. The former non-discursive and the latter representational. From the point of
view of psychopathologies, neurosis is associated with the actual and psychosis with
the virtual pole of the horizontal axis of reference [19]. The vertical axis of consistency
stretches from the real (F and T) to the possible (P and U). Guattari’s urge to substitute
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schizoanalysis for psychoanalysis originates from the necessity to expand the operation
beyond the real to the realm of the possible. It is important to underscore that Guattari’s
‘possible’ is not to be mistaken for the retroactive hypostatisation of the real. It simply
designates that which is further from the equilibria (the real) where genuine modula-
tion of territorialisation occurs. Ethological plasticity would not be possible without the
ritornello. Paradoxically, while U provides for the rhythm (repetition and difference),
F is segmented. As already stated, the ever-proliferating rhizome P (quasi-objective
ideas) opens up the possibility of resingularisation of desire and values. Qua Deleuze’s
ventriloquism, Michel Foucault offers a helpful architectural example: the (machine)
prison, as an endo-referential and exo-consistent form of content (U), is inconceivable
without the prisoner as its substance (T). On the side of expression, the exo-referential
and endo-consistent concept of ‘delinquency’ is its substance (F) and penal law its form
(P) [20]. According to Foucault, environments enunciate, just as enunciations deter-
mine environments, but they remain heterogeneous with no direct causality, no common
totalising form. “The diagram is no longer an [...] archive but a map, a cartography
that is coexstensive with the whole social field. It is an abstract machine [21]”. Deleuze
continues:

[E]very diagram is intersocial and constantly evolving. It never functions in order
to represent a persisting world but produces a new kind of reality, a new model of
truth. It is neither the subject of history, nor does it survey history. It makes history
by unmaking preceding realities and significations, constituting hundreds of points
of emergence or creativity, unexpected conjunctions or improbable continuums. It
doubles history with a sense of continual evolution [22].

The focus on singularities in Guattari’s Schizoanalitic Cartographies should not
come as a surprise given their inbuilt resistance to calculation or instrumental use of
representation. The shortcoming of binary systems like linguistic semiology is that,
like capitalism, they render everything translatable according to the standard of general
equivalence [23]. If the asignifying process of decoding F>P and deterritorialisation
T>U were not possible, the diagram would be reducible to discrete calculable quantities
that could be assigned a place in a pre-ordered transcendent structure. Thanks to the
non-programmable immanent movement of de-re-stratification, the fourfold remains
sufficiently unstable and open to the multiple (multiplicity as a critique of structuralism).
The diagram is emancipatory for as long as it sustains the ‘rhythm’, but it might as well
become a map of discipline and control if the movement is arrested and its domains
petrified [24]. By the same token, and in conjunction with the first epigraph, there is a way
to circumvent the ready made Oedipal structure and instead engage in the cartography
of subjectification:

I consider that it is the architect who finds he is in the position of having to
analyse certain specific functions of subjectification himself. In this way and in
the company of numerous other social and cultural operators, he could constitute
an essential relay at the heart of multiple-headed Assemblages of enunciation,
able to take analytic and pragmatic responsibility for contemporary productions
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of subjectivity. As a consequence, one really is a long way here from only seeing
the architect in the simple position of critical observer! [25]

This is an account that grants ontological priority to the machinic desire and is of
utmost political, social, and existential importance [26]. In the present condition of the
digital turn, it has become necessary to resist the self-fulfilling prophecy of reducing the
world to the (socially constructed) code. The Simondonian material-discursive concept
of technicity taught us that nature did not exist prior to the machine. Evoking the latest
discoveries in evolutionary biology — it is better to biologise than to structuralise — Guat-
tari referred to the worlding technicity as the ‘machinic phylum’. Crucially, machines
speak to machines before they speak to humans [27]. In other words, they are social
before they are technical [28].

2 Ducks and Rabbits

We will now turn from the production of production to the production of recording and,
finally, production of consummation (larval subject) [29]. The second half of the chapter,
where the affordance theory meets contemporary neurosciences, starts from the brain
that becomes a subject in the ‘absolute survey’ [30]. Its near synonym — ‘self-enjoyment’
— does not designate pleasure but an immediacy without immediate objectification.

[It] was a very important discovery that the brain wasn't entirely determined.
Some anatomic structures of the brain are, of course, genetically programmed,
but a significant part of the neural organization is open to outside influences
and develops itself consequently to these influences or interactions. It means an
important part in the structure of your brain depends on the way you're living
and on your experience. History is inscribed within the biological. That is what
‘plastic’ means when applied to the brain [31].

According to the biologist and Nobel Prize laureate Gerald Edelman, the brain is
first and foremost a selectionist system [32]. The importance of selectivity as the defin-
ing characteristic of knowing cannot be overemphasised [33]. Perception is context-
dependent and adaptive. It is not a Turing process, Edelman insists, because the world is
a non-labelled place. Data does not equal information. The ecological approach to per-
ception knows no such thing as ‘sense data’. Ecological, it must be qualified, stands for
reciprocity between the life form and its environment. Their mutual relation is not one
of computing but of resonance or affective attunement. The reality is not ‘chunked’ [34].
This premise should fundamentally reconfigure the debate on nature and nurture, and
on the (im)possibility of ‘carving nature at the joints’ [35]. Our categories are retroac-
tively imposed as a result of analytic reflection. Most importantly, our cognition depends
utterly on motion, that is, sensori-motor interaction. “Begin in the middle! [...] Don’t
assume to know in advance how the chunking will resolve! [36]”.

The famous Hebb rule stipulates that the neurons that fire together — wire together. As
aresult, synaptic connections either get strengthened or weakened. Their excitement and
inhibition are not ‘decided’ by the genes but at the epi-genetic level. By this we mean that
the whole virtual experience is responsive to the significance of the actual stimulus. When
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anew pattern is selected the attractor landscape is rearranged and new basins of attraction
are added. There is no ready-made memory storage, no pre-established compartments
or clear-cut boundaries. Experience is relational, non-local and perpetually updated. In a
word, encephalisation is machinic. This is the gist of Edelman’s critique of representation.
He is not alone in tapping into the resources of topological field theory [37]. Yet the habit
to overcode is difficult to shake off. In the words of Erin Manning:

What we perceive is always first a relational field. [...] Still, given the quickness
of the morphing from the relational field into the objects and subjects of our
perceptions, many of us neurotypicals feel as though the world is ‘pre-chunked’
into species, into bodies and individuals. This is the shortcoming, as autistics
might say, of neurotypical perception [38].

Not only are the neurotypicals too quick to chunk compared with the autistics, they
are also incapable of self-tickling [39]. The barrier to self-tickling is akin to the barrier
to telling oneself a joke. Unlike schizophrenics, neurotypicals deprive themselves of the
ability to self-stimulate in a sufficiently unpredictable fashion by dampening their own
sensory responses to the ongoing stimulation. From this perspective it is perhaps true
that to see is indeed to forget the name of the thing one sees [40].

Building upon the work of the neuroscientist Walter Freeman, his disciple Michael
Spivey studies cognition as a self-organising process (auto-affection) that involves phase
transitions, criticality and autocatalysis. In this light, affordances appear not as the map-
ping of external features but as a creative form of enacting significance on the basis of
the organism’s embodied history [41]. They retain ontogenetic independence from the
cognitive schema. Consider Spivey’s example of the Necker cube [42]. (Fig. 3) One can-
not instantaneously perceive both implicit depictions that the ‘axonometric wireframe’
of a cube offers — a box from above and from below. The same applies to the rabbit/duck
illusion: it is either one or the other. In other words, the ecological view maintains
that there exists, in any such (two-dimensional) figure, information about a number of
(three-dimensional) shapes. The perceiver merely selects one; the perceiver’s attention
is directed to that information. Spivey’s explanation is that the transition between per-
ceptual states (two in the cases of the Necker cube and rabbit/duck) is in fact a phase
transition (singularity) [43].

Experimental evidence suggests thatit takes time for a trajectory across a ‘high dimen-
sional phase space’ to settle in one or the other attractor, depending on the vicinity to the
‘event horizon’ — defined as ‘the point of no return’ — where the actual threshold for overt
response is located. The attractor is the box viewed from above or from below (rabbit or
duck). Itis important to stress that potentiality is never a fully accrued value. As Francisco
Varelaexplains: “Given the myriad of contending subprocesses in every cognitive act, how
are we to understand the moment of negotiation and emergence when one of them takes
the lead and constitutes a definitive behavior? [44]” In the field of visual perception, a frac-
tion of a second is a substantial amount of time to spend between two possible perceptual
states (as in the case of the Necker cube) afforded by a stimulus:

These transitions are not instantaneous, but take at least a couple hundred millisec-
onds. What this reveals is that on the way toward achieving a stable percept, the
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Fig. 3. The Necker cube is not an illusion but a kinematically-motivated perception. Because the
image is one-sided (i.e., no tinkering is possible), the optical information about occlusion (i.e.,
which overlapping lines are nearer and which are farther) is unavoidably ambiguous.

brain spends a significant amount of time in regions of phase space that do not neatly
correspond to any of the labelled categories that language, or the experimenter, or
society itself, has laid before it [45].

This proves that sharp transitions in behaviour need not be attributed to formally
discrete logical processes, but can emerge instead from nonlinear dynamics in continuous
modulations of a machinic assemblage. Such a ‘fibrous’ approach offers a welcome
update to the Gibsonian information theory [46]: picking up the invariances to ‘select’
the most advantageous course of action out of the transspatial ‘virtual phase space’.
To paraphrase Massumi, which came first — the picker or the picked? Which is the
chicken and which is the egg? [47]. The answer is neither. They both come last. To
start with an affordance is to start from the middle by endorsing a theoretical model
of decision-making and attention-control at the pre-reflective machinic level [48]. To
speak of affordance is to break with the stifling notions of culture as representation
or as reflection. It is to break with properties for capacities and, finally, to break with
signification for the speculative-pragmatist significance. Dare we say, it is to break with
the Two Cultures, micro- and macro-reductionism, in favour of an ethics of transversality
and experimentation. In the words of Kwinter: “It is a fundamentally bourgeois idea to
live the ‘critical’ life, to assess the value of objects and practices when the processes of
production are themselves wild and alive and doing their business semi-independently
elsewhere [49]”. It amounts to megalomania.

The selectionist approach is fully compatible with evolutionary biology (evo) and
developmental systems theory (devo), insofar as the emphasis is on plasticity and adap-
tation (evo-devo), rather than an already given essence or striving towards some proper
form [50]. The Gibsonian theory gives credence to an alternative account of the phenom-
ena of retention and expectation without recourse to memory. Recall how experience
‘consults’ itself when, for example, anticipating the taste of an expected flavour one is
surprised to taste an unexpected one. There is neither logical mediation nor interpretation
involved in this foreshadowing. Retention leads into and feeds anticipation.
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Anticipation, in turn, rests and draws upon retention. It is not implausible that the
emergence of an immune system owes to the incorporated expectation of injury or risk of
potential harm. As stated above, the embodied, enactive cognition, may be best described
not as a sequence of logical computational states, but as a continuous trajectory through
virtual state space — absolute or non-dimensional survey — flirting with ‘meaningful’
attractors but rarely settling into them. “What exist are processes of change, [emergent]
constraints exhibited by those processes, and the statistical smoothing and the attractors
(dynamical regularities that form due to self-organizing processes) that embody the
options left by these constraints [51]”.

Constraints channel broad possibilities into narrow probabilities. Consider the fol-
lowing example. When stringing letters together to form a word (a — ar — arch — archi-
tecture), we start from an undifferentiated (flat) attractor landscape where a single letter
can lead to anything. Yet, as information builds up, as in ‘arch’, the phase space gets
ever more differentiated (constrained) until we end up with a single basin of attraction,
that of ‘architecture’. Hide and seek works the same way. If an object is always hidden
in one specific place instead of several, the attractor landscape gets rearranged to bear
a single basin [52]. It is arguably for the same reason that typefaces are recognisable
despite there being a great variety of them [53]. The same applies to the invariant facial
features in spite of the continuous transformation through the aging process [54].

There is an enormous plasticity in the nervous system, or else it would never be
able to handle the complexity and novelty of the ever-changing environment, be it non-
organic, artificial or technological. In any case, activity is dominated more by experience
than by stimuli. It is for this reason that meta-stable affordances are sought out and
detected so as to help coordinate behaviour. This is achieved through the operationally
specific variability based on the capacity to vary the means to achieve the ends, i.e.
flexibility, prospectivity and retrospectivity [55]. Nevertheless, it would be a fatal mis-
take to break up the task of action-coordination into purely internal neural circuitry.
The ethico-aesthetic affordance theory recognises that organisms use both internal and
external means of coordinating behaviour:

Moving from place to place is supposed to be ‘physical’ whereas perceiving is
supposed to be ‘mental’, but this dichotomy is misleading. Locomotion is guided
by visual perception. Not only does it depend on perception but perception depends
on locomotion inasmuch as a moving point of observation is necessary for any
adequate acquaintance with the environment. So we must perceive in order to
move, but we must also move in order to perceive [56].

We tend to think of the visual content of an image as a representation of the object’s
form or, beyond this naive approach, as an acquired cultural code enabling us to recognise
percepts as referencing objective forms. However, neither of these approaches to image-
content works in terms of (built) environment. According to Massumi, it is precisely
movement and not message that is the actual content of architecture [57]. Gibson is
explicit:
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The visual world is a kind of experience that does not correspond to anything, not
any possible picture, not any motion picture, and not even any ‘panoramic’ motion
picture. The visual world is not a projection of the ecological world. How could
it be? The visual world is the outcome of the picking up of invariant information
in an ambient optic array by an exploring visual system, and the awareness of the
observer’s own body in the world is a part of the experience [58].

Having sensations does not simply amount to perceiving. The useful dimensions
of sensitivity are those that specify the environment and the observer’s relation to the
environment (umwelt) [59]. An infant does not have to learn to convert sensations into
lawful perception, both extero- and proprio-ception.

The fault lies, according to Tim Ingold, with understanding cultural production as a
number of discrete, finite processes, each with a beginning and an ending: “production,
and the meaning of production, must therefore be understood intransitively, not as a
transitive relation of image to object [60]”. This is to say that life cannot be understood
mechanistically. According to Ruyer, it has to be understood axiologically. The ‘axio-
logical subject’ values (affordances) rather than knows (objects). The lure of the virtual,
towards which all our acts are directed, is the world of values. Yet, tending to the future,
which is fibrously connected to the past, always comes with the dynamic potential for
divergence from the present.

We have yet to shake off the ‘bad habit’ of representationalism in order to right-
fully embrace a unity in multiplicity. A beginner’s guide to metamodelling worthy of
its machinic reputation rests on the following injunctions: 1) Insert an interval between
A and P (S and R); 2) Sustain the movement between T, U, P and F; 3) Start from the
middle! The irreducible triad may be parsed in the three syntheses from Anti-Oedipus:
the connective — partial objects and flows, the disjunctive — singularities and chains,
and the conjunctive — intensities and becomings [61]. It is by activating the transversal
operations, each time anew, that we may hope to see the parochial culture of hylomor-
phism (covert idealism) give way to the life-affirming creative environmental, social and
psychic teleodynamics [62].
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Abstract. Style transfer is a design technique that is based on Artificial Intelli-
gence and Machine Learning, which is an innovative way to generate new images
with the intervention of style images. The output image will carry the character-
istic of style image and maintain the content of the input image. However, the
design technique is employed in generating 2D images, which has a limited range
in practical use. Thus, the goal of the project is to utilize style transfer as a toolset
for architectural design and find out the possibility for a 3D modeling design.
To implement style transfer into the research, floor plans of different heights are
selected from a given design boundary and set as the content images, while a
framework of a truss structure is set as the style image. Transferred images are
obtained after processing the style transfer neural network, then the geometric
images are translated into floor plans for new structure design. After the selection
of the tilt angle and the degree of density, vertical components that connecting two
adjacent layers are generated to be the pillars of the structure. At this stage, 2D style
transferred images are successfully transformed into 3D geometries, which can
be applied to the architectural design processes. Generally speaking, style transfer
is an intelligent design tool that provides architects with a variety of choices of
idea-generating. It has the potential to inspire architects at an early stage of design
with not only 2D but also 3D format.

Keywords: Al in design - Neural Networks - Style transfer

1 Principle of CNN

Convolutional Neural Networks (CNN) is a class of deep neural networks that are most
commonly used to analyze visual images. Figure 1 shows the image that analyzes how
an input image is processed by CNN. Firstly, the computer reads the image as pixels and
represents it as a matrix, which will then be processed by the convolutional layer. This
layer uses a set of learnable filters that convolve across the width and height of the input
file and compute the dot product to give the activation map. Different filters that detect
different features are convolved in the input file and output a set of activation maps that are
passed to the next layer in the CNN. The pooling layer between the convolutional layers
can be found in the CNN architecture. This layer substantially reduces the number of
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parameters and calculations in the network and controls overfitting by gradually reducing
the size of the network [7].
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Fig. 1. Introduction of CNN structure.

The next layer is the fully connected layer, in which the neurons are fully connected
to all activation of the previous layer. Therefore, their activation can be calculated by
matrix multiplication followed by offset. This is the final stage of the CNN network [2,
3]. In general, CNN uses relatively less preprocessing than other image classification
algorithms. This means that the network learns manually designed filters in traditional
algorithms. This independence from prior knowledge and human effort in feature design
is a major advantage.

1.1 Principle and Applications of Style Transfer

CNN-based Style Transfer is a type of algorithm for processing digital images or video,
using the look or visual style of another image. In the paper A Neural Algorithm of
Artistic Style, Gatys introduces a Style Transfer Network to create high-quality artistic
images [5]. Moreover, it has been successfully applied in key areas such as object and
face generation. The style transfer process assumes an input image and a sample style
image. The input image is fed through the CNN and the network activation is sampled
at each convolutional layer of the VGG-19 architecture [6]. The content image is then
obtained as a resulting output sample. The style image is then fed through the same
CNN and the network activation is sampled. These activations are encoded as a matrix
representation to represent the “style” of a given style image (Fig. 2). The goal of Style
Transfer is to synthesize an output image that shows the content of a content image to
which a style image style is applied.

To fully understand Style Transfer, Ostagram, an online style transfer tool, is used to
generate images. A pair of images is selected as the content image and style image for the
experiment, then switch the role of the image to another for another set of experiments.
It’s evident that the output image presents the geometry of its content image and the
style of the style image (Fig. 3).

1.2 Project Goal

Style Transfer allows us to create new images with high perceived quality, combining
the content of any photo with the look of many well-known artworks. Gatys [4] and
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Mordatch [8] mention the versatility of the Neural Network. For example, a map is
generated in light of the features of the target image, such as image density, to constrain
the texture synthesis process. Besides, image analogy is applied to transfer textures from
already stylized images to target images.

Despite the remarkable results of Style Transfer, design techniques are only used to
design images to be generated at the 2D level, such as graphic design [1]. In order to
broaden its scope of use, it is necessary to design 3D levels in order to apply the generated
results to architectural design. In order to achieve the project goal, 3D geometry is
required as the result of the Style Transfer. With the completed 3D geometry, further
designs like 3D structures or buildings can be used.

In order to put this idea into practice, it is necessary to answer questions about the
nature of creativity and the criteria for evaluating creativity. Can style transfer create a
novel sensibility, can we as humans perceive and understand it? In order to answer these
questions, the project objectives presented here need to solve the problem not only from
the aesthetic aspect - the idea that style transfer can produce fascinating 2D images - and
from the point of view of emphasizing practical value: considering about the practicality
of image-generated content and the usability of converting it to a 3D format.



20 C. Liu et al.

2 2D Image Representation of 3D Volume

Since Style Transfer processes images on a 2D scale, the 3D model is needed to be
converted into 2D images at first. An existing project is selected as the carrier of the
design boundary. The project is a theater design, which is diverse in interior spaces, has
a variety of floor plans of different heights (Fig. 4). By adjusting the position of section
plan in Sketchup, a series of floor plans are gained according to the height increment
of the building. Then, the ten-floor plans are converted into images that only carry the
information of the outline, which is the boundary between the interior and exterior space
of every floor plan (Fig. 5). Black and white colors are used to distinguish the interior
and exterior space. At the stage, two sets of color-filling methods are applied as one
set black to interior space and white to exterior space while one set the opposite. The
methods will bring different results for output images since the color is an influential
factor of Style Transfer. Thus, the most suitable result will be selected and be employed

in further design.
U

-

Fig. 4. Origin model of the content images.
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Fig. 5. The geometry of floor plans.

In general, by translating 3D volume into a 2D image, content for the input image is
obtained as the basic element of the Style Transfer Neural Network. Later on, the style
image will be imported into the network with the content images to start the generating
process.

2.1 The Effect of Style Weight in Style Transfer

After the content images are obtained, a style image should be imported so that the
generating phase can be activated. For style image, facade images and landscape images
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are firstly employed to the Neural Style Transfer Neural Network. The result of the
output images turns out not available for further design because of its indistinguishable
geometry. To eliminate the chance of an unavailable output image, style images that
contain a clearer outline and distinctive color contrast are applied. Thus, a framework
of a truss structure is set as the style image (Fig. 6).
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Fig. 6. Style image.

Before importing style image and content image into the network, several input
parameters are needed to be confirmed. These parameters including “Style Weight”,
“Content Weight” and “tv Weight”. There will be different effects presented by the
output images by adjustments of every input parameter separately. With the awareness,
a content image is imported into the neural network while adjusting a single parameter
regularly to receive a series of output images. From the three sets of output images, it
is easier to tell the difference between every set of output images with the influence of
every parameter. At the same time, the regular pattern is easier to be observed of every
set so that we can decide which input parameter is more suitable for further design.

After comparing each set of output images, we noticed that “Style Weight” is the
input parameter that brings the most ideal generating result. Figure 7 shows the images
that exported as the output images while adjusting the value of only style weight. From
the images, the difference is obvious between every single image and the surprising
found is the regular pattern of the set of images. With the increase of the value on style
weight, the part of generated texture in the black area, which represents interior space, is
more evident as well as taking up more percentage of the black area. Those phenomena
are not shown in the other two sets of experiments with the adjustment of “tv Weight” and
“Content Weight”. Thus, “Style Weight” is selected as the input parameter for design.

"~ style weight 1000 style weight 2000 * style weight 3000 style weight 4000 style weight 5000 style weight 6000

Fig. 7. Output images generated by adjusting style weight.

With the conclusion above, firstly, “tv Weight” and “Content Weight” is given a
specific value in the design. For “Style Weigh”, a range from 500 to 5000 is given to
the content images since the range shows the most ideal case for the contents of new
generating images. For instance, the “Style Weight” value of the 1st-floor plan is 500, and
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that of the 2nd-floor plan is 1000. With the set of rules, values are distributed for every
content image so that the contents of output images are well-regulated and persuasive
as well (Fig. 8).

Content Image Transferred Image Content Image Transferred Image
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Fig. 8. Transferred images generated by adjusting style weight.

2.2 Transformation of Image to Geometry

After the processing phase of Style Transfer, output images are obtained for further
design. At the stage, the major concern is how to utilize the images in architectural
design, since the 2D image is unavailable for geometry-oriented modeling software.
Thus, 2D images need to be converted into geometry to fit it in architectural language.
Rhinoceros, which is a geometry-based modeling software, is applied to accomplish the
conversion.

To translate the image into geometry, a PDF version of the output images is imported
to Rhino. After the import phase is completed, the geometry like polyline is used for
geometric generation. There are several rules at the editing phase, the first is to delete
the area that is useless for the coming design. The area in white color, which represents
the exterior part of the floor plan, is defined as the nugatory space of the design.

After eliminating the white area in every image, there is another set of rules for
further edition. Since the generated texture in the black area presents as intersected line
segments from the top perspective, the polyline making tool is utilized to translate the
texture into geometry. By connecting all the line segments together with polylines, a
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geometry version of the image is completed (Fig. 9). The rest of the output images will
be edited according to the same set of rules until all the geometric layers are obtained
(Fig. 10).

Transferred Image Interior Area Geometry

Fig. 9. Transferred image translation.
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Fig. 10. Translation of all the geometric layers.

2.3 Algorithm Analysis of Geometry Generation Between Adjacent Layers

The 3D model will be accomplished after all the geometric layers are stacked together
according to the original sequence of the floor plans. To make the model applicable for
architectural design, pillars should be added between the layers so that the load condition
of the structure is reasonable.

There are lots of possibilities for the geometry of the pillars, since the only rule a
line need to obey is started from an intersection point and end on another one at the
upper layer. However, if it is the only rule for the pillar’s geometry, the design is likely
unavailable for forming an architecture model. Realizing the problem of connecting
uncertainty, Grasshopper, a plug-in based on Rhinoceros, is applied to explore the best
way of connection from an algorithmic perspective.

After the script is completed, the information of two adjacent layers is imported into
Grasshopper. Then, there are two input parameters, which decide the number and tilt
angle of lines, needed to be modified for generating the vertical geometry. The input
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parameter which decides the line’s number is being modified at first since a determined
value of the parameter is a prerequisite for further adjustment like a tilt angle. A number
slider, which domain is from 0-1, is employed to adjust the number of lines between the
layers. In the experiment, the domain is divided into five groups of subdomains, which
are 0-0.2, 0.2-0.4, 0.4-0.6, 0.6-0.8, and 0.8—1. Then the median is selected from every
subdomain to be the value of the input parameter for each set of experiments.

After the number of geometry is fixed, a panel is set for the domain of the tilt angle.
To determine which domain is the most suitable, another five sets of experiments are
conducted according to the same rule of the former experiment. A domain from 0-10
is divided into five subdomains, which are 0-2, 24, 4-6, 6-8, and 8-10. Then the
subdomains are processed by the same kind of rule. In general, the vertical geometry
is determined based on the generated lines, which are baked according to the selected
values of two input parameters. With the vertical and horizontal geometry, the structure
will be further designed in a more aesthetic way.

3 Result of Section Plans

To translate the geometry into architectural language, piping, a design tool in Rhinoceros,
is used to convert geometry into a 3D format. By adjusting the radius of both horizontal
and vertical geometry, the optimal format is generated. Figure 11 shows the image of
two section plans, one is the view from the right and the other one is from the front. The
views are selected according to the structural complexity, which presents the distribution
and relationship of vertical geometry between layers.
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Fig. 11. Front facade (left) and right facade (right).

Moreover, the human scale is considered when designing the height between the
adjacent layers so as to meet the requirement of use. The height of the 1st floor is 8
meters, which is two times higher than the rest of the floor heights which are 4 meters.
Public spaces can be positioned at the area where has a more open vertical space with
fewer pillars while private spaces the opposite.

3.1 Result of Perspective View

The vertical and horizontal pipes are presented in different textures so as to provide a
more comfortable space experience for visitors. Vertical pipes are designed as pillars,
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thus grey is used with a hint of transparency to mimic the format of pillars. Horizontal
pipes are designed as floors since there is no given requirement for the texture, white is
used to distinguish themselves with vertical pipes.

Figure 12 shows the image that depicts the relationship between the building and its
surroundings. The original building is evolved into several variants, which are achieved
by stretch, compression, and superimposition of the original format. This step helps to
expedite the design process, which translates the original building into a series of new
formats so as to fit in different circumstances of a city.

Fig. 12. Panorama.

4 Conclusion

Generally speaking, 2D geometry is successfully converted into a 3D format that is
available for architectural design. Since 2D images are the basis for 2D geometry, Style
Transfer, a neural network to generate 2D images, is of great significance for the whole
design. From the project, Style Transfer not only successfully generates new images that
inspire architects for further 3D model design but also provides a series of choices by
adjusting input parameters so that architects can select out the one based on sensibility
and aesthetics.

All of this brings to an envisagement that if Style Transfer can be employed as a
post-human approach to architecture. The neural network used in the project successfully
blends the style into the content image. Therefore, it is possible to generate a new style in
light of two input images that are of distinctive design styles of two architects. It would
be more interesting if the new style can be applied in architectural language so that Style
Transfer will proceed into a creating level.

Future application in architectural design with Style Transfer involves in the creation
of architectural images as well as vectorized data, for example the iterative optimization
of building data with similar loss functions. Apart from application in architecture, it
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is in the prospect of being utilized in fields like graphic design and animation design.
Thus, it is highly possible that Style Transfer Neural Network will be an indispensable
tool for designers at the creating stage in the coming future.
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Abstract. In the stage of prototype practice, the maker mainly works by himself,
but it needs to test and adapt to find correct fabrication method when maker didn’t
have clearly fabrication description. Therefore, rapid prototyping is very important
in the prototype practice of the maker. “Design- Fabrication-Assembly” (DFA)- an
integration prototyping process which helps designers in creating kinetic skin by
following a holistic process. However, DFA lacks a medium for communication
between design, fabrication and assembly status. This paper proposes a solution
called co-existing Fabrication System (CoFabs) by combining multiple sensory
components and visualization feedbacks. We combine mixed reality (MR) and
the concept of digital twin (DT)—a device that uses a virtual interface to control a
physical mechanism for fabrication and assembly. By integrating virtual and phys-
ical, CoFab allows designers using different methods of observation to prototype
more rigorously and interactively correct design decisions in real-time.

Keywords: Digital fabrication - Digital twin - Mixed reality - Interactive design

1 Introduction

In recent years, the maker movement has arisen a trend of handmade implementation
around the world. As makers work by their own hands, practical problems or design
errors will not appear until they really trying to combine pieces together in the real
world. In order to lower the manufacturing threshold and obtain more rapid prototyping
method, makers often manufacture in digital ways. But It requires a professional division
of labor in the construction process. Therefore, the prototyping process needs a lot of
time to consultation, waiting, and manufacturing. Design-Fabrication-Assembly (DFA)-
an integrated prototyping process proposed by [5] which enables users to take advantage
of fabrication as part of a collaborative process. But there’s a need for the communication
media in DFA frame [5]. Therefore, we via combine mixed reality and the fabrication
machine—a device that uses a virtual interface to control a physical mechanism for
fabrication and assembly. We use a “seeing-moving-seeing” design thinking model,
which allows designers to refine their ideas [10]. Designers can analyze and present these
ideas with the use of design media making it easier to explain their thinking patterns A co-
existing space representation [7, 8] is used for modeling such interplay transitions from
virtual to physical spaces [13]. The possibilities of multiple operation by designing,
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manufacturing and integrating tools through digital means, such as robotic-arm were
expanded [2, 4].

Three aspects of the interactive fabrication process based on “seeing-moving-seeing”
model are human behavior, digital stream, and physical entity. Additional three inter-
plays comprise of control, communication and computation and are the interface between
human behavior, digital sensing, physical entities. By Interacting with the digital stream
and the physical entity via combine digital twin (DT) with mixed reality technology, a
designer can embed himself/herself into a network of a manufacturing system [11]. We
implement a Coexisting Fabrication System (CoFabs) to support an interactive process
for designers that allows for real-time modification and manufacturing in the design
sequence. The process integrates both real-world and virtual environments based on
the “Digital Twin” (DT) concept, which proposes a system where physical entities and
virtual information are referenced to each other in a recursive way through a series of
physical changes, information analysis, and generative fabrication suggestions. In this
way, the workflow is optimized [3]. We also analyze each thread that results and create
a system model to simplify the workflow of controlling physical machines and lower its
technical threshold.

2 Related Work

Digital manufacturing is changing the way people design, produce, and interact with
objects and devices. The diversity of current manufacturing processes includes laser
cutting, 3D printing, CNC milling and printed circuit board (PCB) manufacturing and
they may produce parts in a variety of forms and materials. Because of the rise of
digital fabrication technology, it redefines and integrates industrial manufacturing logic.
Designers must be capable of abstract design thinking, describing and keeping design
results under control. With the advent of a series of rapid prototyping (RP) technologies,
designers are able to see design results more quickly.

2.1 Fabrication Process of Maker

The prototyping process of interactive surfaces is divided into three stages: Design, Fab-
rication and Assembly, DFA framework (as shown in Fig. 1). Two main issues are: (1)
Lack of unified communication media across D-F-A stages. While design is changed, the
fabrication will adapt according to the geometry and methods. The assembly methods
and sequence should also adapt. Most digital tools are for synchronizing the design and
fabrication, not assembly methods. (2) As mentioned above, participants during assem-
bly stage are often unskilled and need to be trained in order to adapt to the changes from
fabrication stage. Such condition is often not possible. DFA is a collective prototyping
process that will provide a framework to allow many participants to join the process,
experiment with the concept and respond to the adaptation of interactive surfaces. Three
stages of DFA are: (1) design stage: design installation prototype; (2) fabrication stage:
convert design into components and carriers, and find the suitable fabrication methods;
(3) assembly stage: assemble fabricated components and carriers for final installation
[6]. There are three retrospective-modification process and two communication tools
required for completion of DFA process [5].
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2.2 Towards Co-existing Environment

Mixed reality is the integration of both real and virtual worlds to create new environ-
ments and visualizations of physical and digital objects coexisting and interacting in real
time. Mixed reality occurs not only in the physical or virtual world, but also in the com-
bination of reality and virtual reality, including augmented reality and enhanced virtual
immersive technology. Currently, the range of mixed reality technology and applications
has expanded to include entertainment and interactive arts as well as engineering and
medical applications.

In 2014, Weichel et al. established a mixed reality environment that lowered the
barrier for users to engage in personal fabrication (Fig. 2). Users design objects in
an immersive augmented reality environment, interact with virtual objects in a direct

gestural manner and can introduce existing physical objects effortlessly into their designs
[12].

Fig. 2. MixFab’s user interface

2.3 Automation Digital Fabrication Tools

In the course of explicit bricks in 2010, the robot arm was first time combine with hot-
wire cutting to fabricate. The architectural potential of the developed system was tested
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through applying it on the design and fabrication in a 1:1 scale prototypical building
structure. The participants were challenged to analyze and test different interlocking
systems by making simple prototypes in order to apply the outcome to an overall system.
The prototypes were fabricated using a robot in combination with a hot wire cutting
machine. Existing constraints set by the fabrication process hat do be considered as well
as to check stability and flow of forces (Fig. 3). Gaining stability due to friction and
interlocking system were seen as the potential of the fabrication process and had to be
exploited as far as possible [1].

Fig. 3. Robot arm hot-wire cutting process (left) and result (right).

2.4 Summary

Through the analysis of above literature, the concept of the DFA process was introduced
into the digital fabrication process. Under the operating conditions of rapid prototyping
and virtual reality blending, it allows designers to join the process, experiment with the
concept and respond to the adaptation of interactive surfaces. Generally, the devices in
a mixed reality are limited to their own resolution and interactivity in the display of the
interface. The HoloLens [9] developed by Microsoft not only provides a wireless head-
mounted display, but also gave the ability to assemble AR commands and the opportunity
for users to face the appearance of such applications. Therefore, HoloLens was used in
this research as a mixed reality interface device for the system.

3 Methodology

Participatory behavioral observations were made and explored in this paper. Hence,
makers with cross domains were the main targets and various manufacturing methods
capable of rapid prototyping were analyzed. It included metal bending, metal printing,
hot wire cutting, incremental sheet forming, CNC engraving and panel striking. In order
to allow CoFabs extend rapid prototyping to the other fabrication process. We divide
the fabrication process into 4 steps: (1) Interface setting, (2) Component setting, (3)
fabrication and (4) finish, for verifying DFA process (seen in Fig. 4). But maker needs
technical knowledge in every stage, such as tools assembly and parametric adjustment.
Therefore, we analyzed the different tasks for each stage and systematic via computation
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design in this paper, and control the physical machine by combining the co-existing
technology and digital twin to reduce the fabrication technical threshold. We analyzed
the work area setting, initial model and tool setting in the interface setting stage. The
stage of component setting is combined co-existing technology and fabrication system
to control machines and perform the task. Moving path and angle were analyzed by the
user’s drag gesture in the fabrication stage. In the final finish stage, we used color to
display the assemble position and check for any part that didn’t match.

Virtual World
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Output
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Fig. 4. CoFabs process

4 The Experiment

In this paper, we use HoloLens to develop a co-existing fabrication system (CoFabs).
Currently, we focus on research between HoloLens GUI and interactive behavior. The
virtual graphic computation system can make users see the combination of digital and
physical model environments more efficiently. But it needs detection material to achieve
an acceptable simulation. We have to optimize the digital model when we are deforming
virtual objects in this co-existing fabrication process.

We used Fab Car to perform a small test on a unit component, utilizing robot arm
hot-wire cutting fabrication. Fab Car is a collaborative project aimed towards the imple-
mentation of a modular car. It gives designers the ability to modify, customize and adapt
the vehicle to their specific needs at any given time and allows designers to iterate on
the project in real-time.

First, we set up three different Fab Car templates model at the left of the interface
(seen in Fig. 5-a), to allow for fabrication customization. System will compute the tire
position and revise template when the user selects one of the templates. and the user
can also revise the length and width to decrease space at the right of interface (seen in
Fig. 5-b), to adjust Fab Car architecture (Fig. 5-c).

We provide the user with an internal structure component to select and assemble
individual components, such as tire, engine, transmission shaft etc. We divide work
area into 4 workplaces: (1) Frame setting, (2) structure setting, (3) Car shell design, (4)
Assembly component, to make it easier for the user to select and place component and
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(b) (c)

Fig. 5. (a) Fab Car template, (b) template parameter and (c) Fab Car architecture.

allow step-by-step fabrication process. we connect component of every workplace to
allow for iterations.

First, we reset the three different architectures and tire templates. The template model
will import to second workplace by selection, and system will compute the space to place
by selected size of the tire (seen in Fig. 6-a). We set up the component of engine, seat,
transmission shaft. User can click and drag to pick up the component, and customized
Fab Car internal structure by placing the components in the desired position. (seen in
Fig. 6-b)

(b)

Fig. 6. (a) first workspace: select template, (b) second workspace: pick and place component

In the third workspace, we extruded the model of the base upward into a cube to
provide user with the initial model of cutting Styrofoam, and computation with Boolean
delete on the reserved space in the previous step to limit the cutting scope. Then, through
track two hand positions and generate the line from the middle as cutting tool in virtual.
Users can generate the cutting path through click and moving two hands to reduce path
unsmooth due to muscle fatigue when hand-floating. Each click once to generate a line as
forming initial cutting surface and path (Fig. 7-a). In order to allow the user can modify
the model and precisely cutting, we set up a few buttons to provide user modify, edit and
divide modifiable, modifying and confirm status. In the process, we through the initial
interface for distinguishing the use of gestures as follow:

e UndoCrv: Provide user to undo and regenerate curve.

e Confirm: Transform multi-curve to the surface after generating curves and proceed to
the next curve and surface.

e UndoSrf: Provide user to undo and rebuild the surface after generating surfaces.
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e Edit: Click to generate the edit point on the surface, and modify the surface via click
and drag the point.
e Clear: Clear all models on screen for initial setting.

Fig. 7. (a): Click gesture to generate cutting surface, (b): Robot arm according moving path to
hot-wire cutting.

(a) (b)

Fig. 8. (a): Used red to distinguish collision position, (b): Fab Car finish project

We use the editor to transfer the script and parameter of Fab Car to the MR device
when the user finished set cutting surface and starts to perform the hot-wire cut. Through
preview every piece of Styrofoam that needs to be cut, this allows the user design car
shell component step-by-step. Finally, user can select the component which to be cut,
and generate cutting path according to the set cutting surface via the editor to generate
RAPID code to control the robot arm perform hot-wire cut (Fig. 7-b).

In the fourth stage, we through MR device simulate the component, assemble
sequence and position of the final project in physical environment and via click and
drag gesture to preview and assemble the component. It provided the user clear assem-
bly process and position of each component. In addition, we used color to distinguish car
shell and internal structure collision position. It allows the user to check and make sure
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all the component is the match, and modify the component via the display of collision
position (Fig. 8-a). Finally, we assembled a Fab Car step-by-step after modifying the
components (Fig. 8-b). We observed the user don’t need to wait for the final project to
make sure it’s available when they operated easy interface to get stronger custom tools.

5 Conclusions

This paper via “seeing- moving- seeing” design model with robot arm combine to MR
technology for digital fabrication. Under the operating conditions of rapid prototyping
and virtual reality blending, and using the robot arm which is a three-axis fabrication
tool, and integrating mixed reality for remote control to achieve the DFA prototyping
process, users can utilize different “seeing methods” to observe the finished product.
To reduce complications of robot arm operation, allowing the designer to operate the
robotic arm more simply. Thus, the CoFabs process immerses users into an interactive
co-existence environment more suitable for user immersion.

Not only did the user witness the model building progress, but also determined
the manufacturing detail of fabrication with prompted feedback information. Designers
can also modify several specific parameters to change the shape from simulated model
to real materials. Through this human-machine collaboration task, we can make design
decisions and fabricate designs more simply, intuitively, as well as easily communicating
design intent in real-time. In the result of experiment for the development of Cofabs
prototype, we learned:

Distributed Fabrication

In the situation which don’t need oral instructions and diagram, user can share fabrication
process and working on different projects together. In this process, we’ll face the interface
and interactivity problem. It can via the user experience research method to solve the
problem. Then, in order to allow the user easier to operate, design and fabricate, we will
automatic the fabrication process via digital computation in future work. It makes user
control the design development process.

Co-existing Fabrication Accuracy

In the co-existing fabrication, imprecise virtual and physical information delays inter-
active feedback. We use HoloLens to solve this problem but it still needs fault
tolerance.

Information Synchronizes
Virtual and physical information cannot be complete synchronize through the transmis-

sion of network signals. In the future, it can via 5G network to increase the wireless
transmission speed to solve this problem.
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Abstract. Non-structural or out-of-grade timber framing material contains a large
proportion of visual and natural defects. A common strategy to recover usable
material from these timbers is the marking and removing of defects, with the gen-
erated intermediate lengths of clear wood then joined into a single piece of full-
length structural timber. This paper presents a novel workflow that uses machine
learning based image recognition and a computational decision-making algorithm
to enhance the automation and efficiency of current defect identification and re-
joining processes. The proposed workflow allows the knowledge of worker to
be translated into a classifier that automatically recognizes and removes areas of
defects based on image capture. In addition, a real-time optimization algorithm in
decision making is developed to assign a joining sequence of fragmented timber
from a dynamic inventory, creating a single piece of targeted length with a sig-
nificant reduction in material waste. In addition to an industrial application, this
workflow also allows for future inventory-constrained customizable fabrication,
for example in production of non-standard architectural components or adaptive
reuse or defect-avoidance in out-of-grade timber construction.

Keywords: Out-of-grade timber - Machine learning - Decision tree -
Optimization - Simulation - Manufacture

1 Introduction

Timber is a renewable construction material with a low carbon footprint. It holds signif-
icance in being both a sustainable modern-day building material, as well as a traditional
material that intertwines with cultures all over the world. Though there are a range
of positive environmental and engineering properties associated with timber, as nat-
ural material, it contains a high level of variation in material properties as the result
of uneven natural growth and non-uniform environmental conditions. Defects such as
knots, checks, splits, and wane are common [1], but their presence can only usually be
identified and assessed after the fabrication of the sawn board. In Australia, sawmill
reports by Harding have found up to 57.5% of sawn board can fail structural grading
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requirements [2]. As compared to structural timber, out-of-grade timber is far less desir-
able for most construction or manufacturing operations, and consequently it has a low
market demand and is often woodchipped and/or sold at a loss [3].

A common method in the timber industry for value-recovery in out-of-grade timbers
is through the cutting out of defective parts, and the subsequent joining of the non-
defective (clear wood) segments into a full-length structural board (Fig. 1). Joining is
normally achieved with finger joints, as they have adequate strength for typical structural
timber applications, such as wood trusses and laminated beams [4]. Though the pipeline
is mostly automated, it still often requires humans to visually identify the defect and mark
them out for removal. This removal process is largely dependent upon the experience
of the worker and is also the time-limiting operation in the material-recovery process.
The segment jointing method itself is also is a source of leftover clear wood material,
as pieces are jointed to a length based on sequential segments, and trimmed down to a
pre-determined final length.

Fig. 1. Typical sawmilling process: a) The tree is harvested and docked into transportable lengths
(approx. 6 m) with varying branch distribution according to: silvicultural practice, climate, soil,
planting density etc.; b) each log is sawn into usable framing members and is subject to the naturally
occurring structural defects; ¢) sawn members are sorted into those with and without defects; d)
members free from defects are certified for use in structural applications; €) members with defects
are used in non-structural application or woodchipped; f) defects are removed, resulting in short
lengths, which provide: g) an inventory of short, unique lengths [3].

This research investigates the possibility of enhancing this process with machine
learning based image recognition and decision-making algorithms. Image recognition
is widely adapted within different industries, such as the classification of packages for
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delivery [5]. The advantage of using image recognition and machine vision is that it can
be achieved with minimum hardware investment cost, often simply by adding a camera
to an existing adaptive industrial pipeline [S]. The images of timber collected from a
machine vision manufacturing process can also feed back into the image recognition and
defect detection system, allowing its accuracy improve over time with expanded training
datasets, and allowing the system to self-improve and or evolve with changing timber
stock. Additionally, introducing a machine vision system allows a live data record to be
collected for each clear wood segment generated. Such information provides a potential
to introduce a decision-making algorithm that can optimize the joining process to reduce
left over material, or for customization of components with different target lengths.

2 Defect Recognition and Removal

2.1 Pre-process the Image for Segmentation

The images of timber used in this research study are collected from an inline Machine
Stress Rating (MSR) system model 720 HCLT. For any testing timber board, it collects
a series of images and also directly measures the board apparent Modulus of Elasticity
(E), with the two datasets then used to assign a final board grade. For the visualiza-
tion requirements of the present project, the collected image required prepossessing by
decreasing the noise, removing distortion, and removing the background:

e Image de-noise: Spikes of light noise at the border of the timber is widely seen in the
scan images, owing to the rapid-rolling scanner used in the industrial setting. This
noise can be significantly reduced by reading the horizontal proximity of each pixel to
evaluate if it’s a ‘spike region’, which is characterized by a small area of foreground
(board) pixel, bordered on both sides by background pixel (Fig. 2a-b).

(a).

Fig. 2. (a). Raw image collected from MSR; (b). Image after denoise; (c). Image after un-distortion
and background removal
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e Un-distortion and background removal: the central axis of the scanned timber member
is often slightly un-even or non-linear. A pixel column line-scan process aligns the
foreground pixels in the denoised image to a linear axis, and removes any background
noise. The final image is a consistent and formatted visualization of board material
and defects (Fig. 2c).

Currently, this pre-processing workflow is developed based on image collected from
scans from the machine grading system. When compared to images collected from the
7200 HCLT, images collected from typical camera hardware would contain far more
noise, an uneven background, and uneven lighting quality. When connecting with an
industrial manufacture environment, though following similar principles, the system can
be further calibrated based on the image collected by the camera feed, accommodating
the local lighting and environmental conditions.

2.2 Preparation of the Classifier

Based on the collected image, a classifier is developed to identify the location of defects.
This classifier is trained to assign a discrete categorized label for each pixel in the timber
scan image, to identify if the pixel belongs to the following three classes: defective
timber, non-defective timber, or background (non-timber). In addition, the classifier also
outputs a probability map that describes the probability of each of the three classes at
each pixel.

The collected image is interactively labelled by defining the region of “Background”,
“Defective Timber”, and “Non-Defective Timber” in the Fuji distribution of Weka. The
training of the classifier took place using the API of the Trainable Weka Segmentation
[6]. The classifier is trained based on a FastRandomForest model, which is an enhanced
multi-tread version of the ensemble learning method for classification, regression, etc.,
developed by Fran Supek [7]. The model has a batch size of 100, 8 thread, 200 trees. The
training feature includes Gaussian Blur, Sobel Filter, Hessian, Difference of Gaussians,
and Membrane Projections. The features are extracted, converted and formatted to a set
of vectors for the Weka classifier. The features are calculated with 8 threads after the
labelling of training data in Weka.

2.3 Preparation of the Classifier

After the training of the classifier in the intuitive Trainable Weka Segmentation GUI,
the classifier is applied in the backend of a simulation interface. It takes in an image
of the timber piece to generate classification and probability maps for the image. The
classification map returns the classification of each individual pixel in one of three
classes: “Background”, “Defective Timber”, and “Non-Defective Timber” (Fig. 3c—e).
The classification map set includes a probability map for each of the classes, where each
pixel is assigned a 0—1 value that describes the probability of the selected pixel being in
given class (Fig. 3a-b). In this research, the raw probability value is used to determine
the defectiveness of each section of the timber. The classifiers can further be trained to
increase accuracy, by collecting additional labelled images in the process.
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Fig. 3. (a) Raw image collected from MSR; (b) Binary classification map; (c) Probability map for
non-defective timber; (d) Probability map for defective timber; (¢) Probability map for background.

With the probability map for defective timber, the image is further processed to
simulate the removal of timber defects. There are two parameters used to define the
threshold of identifying a timber defect, giving a user the option to calibrate the range
and sensitivity threshold for defect removal. The first parameter defines the threshold
of probability for pixels to be considered as defective, which is currently set at 75%;
the second parameter is the percentage of defect pixel in a 1 pixel-wide column slice,
which is currently set at 5%. Exceeding which, the corresponding slice of timber will
be considered as defective area.

The defect removal process will scan through the processed timber image and remove
any defect areas composed of more than 5 consecutive defective slices, which translates
into a defect with horizontal dimension of 3 cm or greater. For the remaining material,
graded timber segments that are 20 cm or longer are stored in a dynamic stock of clear
wood timber segments (Fig. 4).

[ Slices of defects

Fig. 4. (a) Raw image collected from MSR; (b) Probability map for defective timber; (c) Non-
defect timber segments; (d). Jointed piece of standard length.

3 Decision Making for Joining Timber Segments

Each iteration of inputting a new piece of timber will add an indefinite number of
segments of non-uniform lengths into a ‘dynamic stockpile’ of segments, ready for
jointing. Owing to manufacturing standardisation, there is a uniform set target length for
a final jointed timber piece, taken as the common industry length of 4800 mm for present
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study. However, into jointing up to the target length, a new challenge is encountered in
the selection of timber segments from the dynamic stock pile: how to select segments
to exceed the target length, but with a minimum of overrun so as to minimise the waste
generated from final trimming.

A new system is proposed to resolve this challenge. The system criteria for decid-
ing which pieces of timber segments should be joined together follows premises as
summarised below:

e Generate different length combinations from a selection of a set of timber pieces that
provide the user’s target length (4800 mm) and a small overrun allowance (target total
length 4200 mm).

e Of all combinations, those with the closest proximity to the target length are prioritized
for joining.

e Onreceiving anew input of segments, the new segments will join the left over segments
int the dynamic stock pile waiting to be jointed. The dynamic stock is re-scanned to
update the possible combinations and joining priority that meets the previous two
criteria.

e Monitor the amount of wastage that comes from the difference between the user’s
target length and the actual total length of the selected combination. This wastage
may be the result of the total length being longer than the user’s target length.

The most extensive algorithm to explore the subspace of potential combination of
segments is the Exhaustive recursion method, where all possible solutions are explored
and compared. However, the computational cost for such method explodes exponentially
as the pieces in the stockpile increase, causing an infeasibly-long processing time.

Given the restriction in computational power and processing time, this study instead
implements a backtracking logic to select the appropriate combination of timber seg-
ments, which is far less computationally demanding, but similarly effective to the
exhausted recursion method. Figure 5 provides a breakdown of the jointed outcome,
from receiving the first 10 randomly selected out-of-grade timber piece as input to the
system sequentially.

The pseudocode below represents the backtracking selection logic behind the scene:
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Dynamic Stock Pile Jointed Timber Pieces
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Fig. 5. Stock condition with 10 under graded timber pieces as input sequentially.

ArrayList<Timber> connectedTimber
ArrayList<Timber> segmentStock
Boolean combineTimberPiece (Timber timberSegment){
If (no more segments available) { //base case
Return connectedTimber;

}

For (all timber in segmentStock){
Try one choice of timberSegment c:
/ltry to see if timber segment ¢ could contribute to
a optimized combination.
If (combineTimberPiece (c)) {
add segmetnt to connectedTimber;
return true;

}

Unmake choice ¢
¥
return false;
//tried all timber segments, none of the combination meets the criteria.

}

After processing a randomly selected 20 pieces of defective timber, the system man-
ufactures 14 pieces of 4,800 mm long full length structurally finger joined timber without
defect, with a total length of 67,200 mm. At same time, this system generates only 58 mm
of total waste leaves 6 pieces in the dynamic stock pile, 4,308 mm in total length. This
proves the efficiency of the proposed system in salvaging non-defective timber, with a
utilisation rate of over 99.96%. The track of inventory change is as below in Fig. 6:
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Fig. 6. (a). Change in dynamic stoke pile; b). Changes in the accumulated waste; ¢) Changes in

the number of completed pieces.

4 User Interface

In this project, a platform is developed to simulate the backend process of image recog-
nition and decision-making to evaluate the feasibility of the proposal and its efficiency.
By calling to get next piece of timber, the system will pop in the scan image of the
next timber from the database to simulate the collected data from camera in a timber
mill. This image is been processed with 4 steps to recognize and remove defective area.
Each of the 4 steps including image denoise, background removal with un-distortion,
probability calculation, and defect removal is visualized sequentially in the left column
for the user to understand and evaluate the system.

The segments without defect are stored in a dynamic stock. The next column provides
the visualization of the longest 5 segments in the dynamic stock, waiting to be jointed.
At each input of new segments, the decision-making algorithm evaluates the dynamic
stock of segments, and picks the appropriate segments to joint into a full piece with
target length. The latest 5 completed pieces are displayed at the right column, along with
access to the folder keeping the entire stock of completed jointed timber pieces (Fig. 7).

In the interface backend, the program tracks the percentage of wasted timber, sal-
vaged timber, and the distribution of segments for the completed timber. Thus, efficiency
of the system is tracked throughout the process. Also, the target length can be changed
at any time to test the robustness of the system.

The pre-training of the image classifier is performed within the interface of Fuji
distribution of ImagelJ. It enables the interactive tracing for different classes of elements
that can be performed by worker without any computational background, thus offering an
intuitive interface to translate the experience and judgement of worker into the classifier
that provides a similar process as a visual grading process.
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Timber Processing Simulator
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Fig. 7. Graphic interface of the system

5 Discussion and Future Development

The system developed in this research provided the simulation of the manufacturing of
structural finger jointed. This simulation system is areflection on an established industrial
manufacture system, and a further investigation the potential of applying machine learn-
ing and decision-making algorithm to improve its efficiency in terms of increased pro-
cessing speed and reduced material waste. Such development can be potentially achieved
with very low-cost hardware investment, by simply adding an additional camera into an
processing line, for capture of material properties in real-time.

The effectiveness of the system arises from visually-identifying the variation in mate-
rial property and making intelligent, algorithm-driven decisions for material processing
based on the property of individual material. The current training data is based on a
manual labelling process similar to the industry. Reflecting on the workflow, there is
potential to further improve the accuracy and efficiency of the system by using the MOE
data currently collected from machine stress grading processes.

Compared to the traditional manual process of labelling and categorizing, the pro-
posed system is able to systematize the decision-making process, quantify its output, and
provide a consistent evaluable structure for the workflow. By embracing a digitized pro-
cess for machine learning based defect detection, accuracy could improve overtime with
the increasing real time collection of datasets, contributing to more accurate removal
of defects. With future development, this feature of real-time updating would pave the
way for a self-evolving dynamic classifier. A defect detection classifier can adaptively
transfer between different scenarios, while the manual labelling process relies on the
non-transferrable experience of individual. With the digital data for each piece collected
during the manufacture process, a live inventory-based optimization for the dynamic
stock becomes possible. This increases the theoretical material efficiency to as much
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as 99.9%, and provides possible avenues for future adaption of the system to provide
customizable parts of different targeted lengths.

6 Conclusion

This research discussed the possibility of using machine vision and decision-making
algorithm to optimize a standard industrial workflow in salvaging defective timbers.
Such system work with the real-time processing of material data in a pipeline, instead of
a static database. It allows for a versatile adaption into the existing industrial workflow
with minimum cost.

By introducing this digital and intelligent workflow, the system gains additional
potential to increase in material efficient and environmental friendliness by significantly
reducing the material wasted during the manufacture process. Also, embracing the intel-
ligence in the system, it pave the way for future upgrade of the production system for
optimized mass customization of non-uniform members.
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Abstract. We describe a prototype system for communicating building informa-
tion and models directly to on-site general contractors and subcontractors. The
system, developed by SHoP Architects, consists of a workflow of pre-processing
information within Revit, post-processing information outside of Revit, combin-
ing data flows inside of a custom application built on top of Unity Reflect, and
delivering the information through a mobile application on site with an intuitive
user interface. This system incorporates augmented reality in combination with a
dashboard of documentation views categorized by building element.

Keywords: Augmented reality (AR) - BIM - On-site construction

1 Introduction

1.1 Motivation

The process of constructing a building is complex. A typical deliverable for the architect
is a set of construction documents that outline design intent, which can easily consist of
upwards of 2,000 pages.

Flipping pages and cross-referencing drawings in order to gain understanding of
design intent can be inefficient and confusing, especially within the ever-changing con-
text of a construction site. In 2D drawings, it is inherently difficult to understand three-
dimensional depth and how new construction connects to the as-built or context. Navi-
gating these documents on site is unintuitive and can be spatially misleading, leading to
errors and costly change orders. “It is becoming increasingly necessary to develop new
ways to leverage our project data to better manage the complexity of our projects and
allow the many stakeholders to make better more informed decisions” [1].

At the same time, new technologies are emerging that create opportunities to change
the way this information is delivered and consumed on site. Mobile devices such as
smartphones and tablets are increasingly pervasive and provide more computational
power than ever before. Pre-existing cloud computing and data streaming infrastructure
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is making data connections to these devices faster and more seamless. Camera improve-
ments and image processing algorithms allow for mobile devices to continually scan
their physical locations and analyze the results with increasing precision. The combi-
nation of these advances creates the ability to use augmented reality (AR) on site and
in real time as construction proceeds. While still in their infancy, studies of the uses of
new technology methods within construction have already shown productivity gains of
14 to 15% and cost reductions of 4 to 6% [2].

1.2 Related Work

There are many products on the market that look to solve related issues. Procore and
Fieldwire are similar solutions in that they focus heavily on the management aspect of
the construction process. Their solutions have robust tools for handling submittals, RFIs,
financials, and schedules of a project. Bluebeam is a session-based PDF markup tool
largely used for construction documents, with some functionality built around navigating
a drawing set efficiently. Bluebeam has found a way to link sheet number callouts within
a drawing as a sort of hyperlink to the next PDF drawing, reducing the time it takes to
navigate a drawing set. Their collaboration tools also let teams jump into a live “Google
doc”-like session that can be edited simultaneously. InsiteVR provides an immersive
multi-user VR solution for construction and project design coordination. Insite’s tools
let users jump into 3D models before they are built to overlay multiple trade models to
find conflicts and track issues. These solutions address similar information gaps as our
solution, but in fundamentally different ways and within different scopes.

Other related work within the field of AR has also advanced in recent years. In their
Rocky Vault Pavilion, Sun and Zheng describe a hybrid fabrication paradigm for onsite
free-form construction using Unity3D and immersive AR (specifically, the Hololens)
[3]. Fologram has also been used with the Hololens to assist in complex assemblies,
and it’s on-site capabilities have been demonstrated in the bending of steel and wood [4,
5]. Unlike these solutions we are not focusing on construction management as a whole,
nor documentation viewing, but on a specific process for efficiently obtaining project
information and spatial understanding.

1.3 Our Solution

At SHoP, we have developed a prototype application for mobile devices that addresses
these issues. By combining interactive AR on site with a digital set of linked drawings
and models, we aim to enhance the ability of construction workers and contractors to
more quickly and comprehensively understand design intent within the direct physical
environment of the existing construction. They are able to easily access all the infor-
mation they need within the actual building context. The BIM model can be used as a
central repository of information to which external tools for analysis, interaction, and
representation can be linked [6].

In this paper we discuss two primary features. First is the ability to access relevant
two-dimensional drawings from the traditional drawing set. Rather than jumping from
sheet to sheet and view to view based on reference numbers, the user instead is able to
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access all drawings that relate to a specific building element of interest by selecting that
element.

The second feature is the ability to overlay models digitally onto the physical space
of a construction site using AR. This feature requires alignment of digital and physical
spaces, interaction with the digital models to display the appropriate geometry of interest
at any given time, and well-optimized digital models that maintain a high level of visual
fidelity and information accuracy while also being computationally efficient to display
on low-powered mobile devices.

In order to implement this application, we use the Unity 3D real-time engine for
development and Unity Reflect for data import from Revit into our application. For
the first round of development, we use a static model, but we anticipate taking further
advantage of Unity Reflect in order to establish a live connection as part of our future
work. Additionally, we implement custom data preparation workflows in order to create
additional metadata relating to the building elements as well as process the existing
drawings from Revit into formats usable within our application.

2 AR Application

Our solution enables an on-site user to obtain associated drawings and details about a
specific building component in one click. AR accomplishes this in an immersive way,
in a 1:1 scale that gives the user spatial understanding within context. Additionally, we
note the importance of providing a simple user interface and intuitive user experience, as
well as offline capabilities to account for challenges inherent at construction sites. The
fundamental differences between other solutions and ours can be broken into two key
pieces: contextual model overlay using AR, and model interaction as a query system.

2.1 Model Overlay Using Augmented Reality

By using AR to overlay our BIM model on site, the user can see conflicts with the
contextual, or as-built, environment that would not have been possible to see using typical
methods. The one-to-one scale enables instant spatial understanding that is difficult and
time consuming to distill from the typical drawing set itself.

3D model localization is the process of “pinning” a virtual 3D model at a specific
position, scale, and rotation within the physical world. Our application uses image recog-
nition for localization; however, a single image recognition solution does not work within
the context of a construction site (Fig. 1). As construction sites can be very large and com-
plex, a single image target will allow the 3D model overlay to “drift” as the user moves
around the site, causing inaccuracy between the digital and physical environments. We
therefore create a solution that re-localizes at different positions around the construction
site. Multiple unique image targets are set at specific intervals around the site which
work to negate drift between the digital model overlay and physical environment, as
well as reset the model’s origin to the new target position.
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Fig. 1. Image recognition system for localization of digital model overlay

2.2 Model Interaction as Query System

The established connection between model and drawing data enables the 3D model to
become an interactive query system to obtain relevant information. This is a fundamental
shift from flipping physical pages or searching through a PDF. By embedding metadata
into the model, we are able to list and give access to associated information related to
a specific selected element. This is in contrast to navigating a traditional construction
document set, which is typically a sequence-based approach for locating and referencing
applicable drawings and details.

In a typical construction document system, to understand and build a small section
of a simple partition wall, the navigation sequence can take many steps, requiring a
subcontractor to jump back and forth between many different sheets, each of which
contains only some of the information required and requires references to other sheets
for a full understanding. Our system is different: The user selects the building component
in question from a 3D view and instantly gets a list of all associated drawings and
information (Fig. 2).
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Fig. 2. A screenshot showing the information and associated views of a selected model element
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2.3 Abstraction of Drawings

“Sheets” within a construction document set are based entirely on their physical name-
sake: a printable sheet of paper. Typical sheet sizes include ARCH D 24” x 36” and
ARCH E 36” x 48”. PDFs are still based on what can fit in those predefined areas.
We propose to maintain the idea of “sheets” as a collection of sub-drawings, but also to
expand it beyond its traditional page boundaries. Our system does not include sheets but
will in future development feature a view dashboard that performs the same function of
presenting multiple unique yet related drawing views.

In the current version of the application, these unique drawing views are presented
independently and individually to the user. These unique views have associated metadata
which contains their view name, view number, and associated sheet name and sheet num-
ber, to be used in the future development of our view dashboard system. This dashboard
will lean on its roots in current typical sheet systems to allow easy adoption.

2.4 Additional Features

Additional features that have been developed to a proof-of-concept level include aug-
mented versions of typical drawing elements. These drawing elements include aug-
mented section cut marks and callouts. The iconography of these augmented elements
mimic their 2D drawing counterparts to facilitate adoption and comprehension for end
users (Fig. 3). This allows users who are accustomed to a certain way of working to
easily transition to this new system. The section cut marker bears the same view and
sheet number as the section cut drawing within the construction document set; in this
sense, it is a literal extension of the drawing set (Fig. 4).

Fig. 3. Left, ascreenshot of an interactive section cut callout in AR. Right, the counterpart call-out
on within the traditional drawing set.
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Fig. 4. Left, a screenshot of the section cut interactive BIM model in AR. Right, the counterpart
section cut drawing within the traditional drawing set

3 Data Pipeline

In order to provide direct and intuitive access to the appropriate drawings, we developed
a workflow to extract necessary information from the Revit model and bring it into our
application (Fig. 5).
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: Metadata :

; Drawing
------- Metadata Joinedto  ----- Moéi?einqbl:::tion
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BIM with additional |__________:
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Fig. 5. Data flow diagram from the Revit model to the final mobile application.

3.1 BIM Pre-processing, Custom Parameter Creation and Population

The AR application requires a relatively simple data set. For each element selected by
the user, the application requires a list of every Revit View that the element is visible in;
This information is not readily populated in Revit. Although each View object contains
an array of each element within it, the elements themselves are blind to the Views in
which they occur.

We perform a brute force operation as a pre-processing step to generate an association
of elements and views and save the results for later use in the application. We iterate
through every View, then iterate again through each View’s elements, ultimately using
the Revit API to generate a custom ‘Views Associated’ parameter populated on each
element containing the list of views that element is referenced in. For large models
with many Views, this method can be extremely time intensive and not viable for a live
application.

In order to respect Revit as an authorship tool and the origin of our data, rather than
using an external file or data format, the list of Views is populated directly into a custom
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Family Parameter embedded in each element. This embedded parameter also allows us
to access the information after importing the model into our application through Unity
Reflect. One downside to this strategy is that the resulting parameter cannot contain a list
of information, so the view IDs are concentrated into a single string, then re-parsed once
in Unity, requiring additional processing time. Although Revit doesn’t currently maintain
this data set itself, we think it should, and this approach can serve as a placeholder until
it does.

3.2 Construction Document Export and Metadata Post-processing

3.2.1 Construction Document Export

Without the physical limitations of construction documents (CDs), the concept of paper
sheets can be expanded to accommodate faster and more intuitive navigation. Our pro-
posed solution entails a dashboard of views dynamically displayed as the user selects an
element in the overlaid 3D model. The dynamic grouping of views replaces the role of
static CD sheets, and as a result, the individual views defined in Revit become the basic
unit of a set of construction documents rather than full sheets.

The collection of views is exported from Revit as high-resolution PNG images and
are named according to Revit’s default naming convention of the family and type of
the view and the view name. In order to provide access to these views, the application
associates the View ID generated in the metadata processing step with the file names
generated here. Revit offers a limited ability to customize the prefix and suffix to the file
name and does not include other useful identifiers such as ViewID.

To provide the information needed to connect elements to the resulting views, as
well as to maintain the option for conventional sheet number identification, we use the
view schedule functionality of Revit and pull together useful attributes of the views,
including view ID, view name, associated sheet number, sheet name, and family and
type into a single lookup table. This table is exported as a CSV file, which can then be
parsed into our application, and the appropriate fields can be recombined to generate the
corresponding file name for each View ID.

3.2.2 Metadata Post-processing

To reduce runtime loading and processing of data, the CSV file is pre-processed in
the Unity editor using an Editor Script to generate a hierarchy representing sheets and
views with associated metadata components. We found this structure to be useful for
organization while developing the application, as well as for maintaining relationships
between views that can be utilized in addition to the element-based view sorting described
above. Additionally, we populate a dictionary using the View ID as a key in order to
efficiently search for the relevant information after selecting an element.

The large number of high-resolution images presents performance challenges for
the use of Unity with low-powered mobile devices. A system is developed to load and
unload images at runtime. In order to reduce development time for a proof of concept
application, we first attempted to use the Resources system built into Unity to allow
for runtime loading of data, but found that this system generated uncompressed image
storage which was then too large for the application to handle. As a workaround, we
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currently utilize Unity’s Sprite Atlas feature instead. We have found this system to work
well to organize and reference images, without running into file size issues when building
the application.

Alternative systems were investigated that would allow files to be stored remotely
in cloud storage and downloaded to the application when needed. Such systems would
allow the overall file size to remain at a minimum, while also allowing for individual
runtime loading of images. This could potentially be done with built-in systems such
as Asset Bundles or Addressables, or developed independently to allow for direct and
automated delivery of images generated from Revit without requiring pre-processing in
Unity. Such methods, however, would require near-constant internet connectivity on the
job site. For both this reason and to reduce development time, remote storage of views
is not currently implemented. This is an area of ongoing refinement and development,
and we expect that a combination of strategies will ultimately be required for optimal
performance.

4 Unity Reflect

Our solution leverages Unity Reflect in order to translate Revit data into a real-time
context. Since Revit is a parametric tool, its data needs to be tessellated into geometry
for a real-time engine to consume. This process would typically be done by exporting
the model to a geometry format like FBX or OBJ, but there are three main issues with
this workflow. First, the exported data loses all the BIM information associated with it
in the process. Second, when going from parametric models to geometry, the resulting
geometry is massive and not adapted for real-time rendering. Third, every change in the
source model would need a fresh export.

Reflect allows for all the data to be dynamically generated, while maintaining the
metadata attached to the geometry. In Revit’s case, this metadata is the BIM information
added to the model. The connection with the source data is also maintained so that any
upstream changes to the Revit model are transferred to the game engine. Reflect also
handles the complexity of the generated geometry by simplifying the resulting meshes
and merging them together when appropriate.

Our solution leverages this connection to import data into the Unity Editor. The
incoming metadata is then accessible through the Unity engine, both for the metadata
post-processing step as mentioned above, and for displaying it at runtime to inform the
end user. Reflect also handles the complexity of the data coming into a real-time engine
so that no additional work is needed after the import process.

5 Results

5.1 Case Study/User Testing

We have tested this on site at the supertall tower designed by SHoP currently under con-
struction at 9 Dekalb Avenue in Brooklyn, NY. Our internal construction administration
team, as well as the general contractor and owner, have tested the application within a
limited scope and have expressed that it could positively impact their work efficiency.
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The project director for the general contractor and owner JDS Development, Michael
Jones, outlined the difficulties of communication on a construction site. He and his
team noted that they believe this application could prevent expensive mistakes on site.
Michael and his team mentioned a few improvements that could increase the usability of
the application, including the option to drop the opacity of the 3D model overlay to see
the underlying context site, as well as the ability to add comments at specific positions
within the digital overlay.

5.2 Future Development

The system described in this paper is an initial proof of concept application. There are
many areas of future development planned based on initial development roadmaps, as
well as user feedback from testing the existing application on site.

We have identified several potential bottlenecks that delay the import of information
from Revitinto our system. This includes pre-processing information to establish relevant
references, as well as producing and processing the 2D drawings. We are looking into
implementing workflows to automate these processes.

We note that the generation of lists connecting Revit Views with elements is not
a particularly novel problem to solve. Having elements that contain references to their
View contexts is something that we believe could be implemented as a native feature
of Revit. One reason why it may not already exist is that Revit w