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Preface

Memory is a constructive process through which we actively organize and shape informa‐
tion. We say that it resembles computers, but living memory is flexible and capable of con‐
stant change. Encoding, storage, and retrieval processes are still not defined and understood
clearly. Human memories are often fuzzy and fragile.

For years, learning and memory in animal models have been widely assessed in scientific
research, trying to figure out their mechanisms. There is a diversity of experimental meth‐
ods assessing animal learning and memory skills from the molecular level to mazes. Besides
different in vivo and in vitro techniques, organ-on-a-chip technology is now also available.
Various methods also have been developed to evaluate memory in humans, such as magnet‐
ic resonance imaging, memory tasks, and electrophysiological and neurophysiological tests.
Also, computer-based technologies such as use of virtual reality provide an advantage.  All
those scientific efforts are spent for the sake of improving the way we learn and remember.

This book aims to reflect a taste of the accumulated knowledge. 

I would like to thank Author Service Manager Ms. Romina Rovan and Commissioning Edi‐
tor Ms. Lucija Tomicic-Dromgool for their constant help, patience, and kindness. Lastly, I
shouldn’t forget to mention Author Service Manager Ms. Martina Brkljacic who joined the
team towards the end of the project. Those hardworking ladies prioritizing science before
most other things made me feel a member of the growing IntechOpen family.

Aise Seda Artis, MD
Associate Professor of Medical Physiology

Istanbul Medeniyet University, Istanbul, Turkey
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“Cogito ergo sum”

“I think, therefore I am”

René Descartes

1. Introduction

Is act of thinking simply enough to prove existence? At the age of artificial intelligence (AI) 
and virtual (VR) while talking about machine learning (ML), deep learning (DL), and Internet 
of Things (IoT), it is not easy to answer that.

What should be the proof that it is not a robot but a human being? Can it be the consciousness, 
being conscious of self-thoughts? According to Amit Goswami, consciousness is the ground 
of being. It is the continuing stream of awareness of surroundings or sequential thoughts, 
the highest state of awareness anyone can attain. It helps us learn and adapt to changing 
circumstances far more rapidly and effectively. On the other hand, the key to consciousness 
is the memory. Newly discovered neuronal rosehip cells might be the exact answer to the 
question by time [1]. Rosehip cells might be helping us to form memories, the building blocks 
of our existence.

2. Memory hypothesis

Maybe the best definition of memory is done by Oscar Wilde: “Memory is the diary that we 
all carry with us.” It is simple, yet comprehensive. Memory is mainly the outcome of learning. 
Here, learning refers to the process by which experiences change our nervous system and 
hence our behavior.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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Today, what we know at present is just a small piece of the phenomenal mechanism of 
memory. Every person’s brain holds billions of bits of information. In order to remember, the 
information needs to be encoded, stored, and retrieved. Long-term memory has a vast, diffi-
cult-to-estimate capacity. We routinely access this data store shorter than the blink of an eye. 
Actually, memory is both a result of and an influence on perception, attention, and learning. 
We can hold onto some memories for hours or days, even without constant rehearsal—such as 
the scheduled time of a luncheon or the place we parked our car before leaving for a vacation. 
Furthermore, the time needed for consolidation varies enormously depending on our interest 
and/or previous familiarity with the topic.

The other edge of the sword is forgetting. Forgetfulness is sometimes a blessing physiological 
event, and sometimes part of a serious pathology, e.g., Alzheimer’s disease (AD). The most 
common causes of memory loss are dementia, depression, stress, sleep deprivation, nutri-
tional deficiency, medications, alcohol, tobacco, drug use, head injury, and stroke. Amnesia, 
a partial or total loss of memory, can be either of two types: One is retrograde amnesia, 
meaning amnesia for events that preceded some disturbance to the brain, such as a head 
injury or electroconvulsive shock. Damage in the thalamic areas may cause retrograde amne-
sia. The other type is anterograde amnesia, referring to amnesia for events that occur after 
some disturbance to the brain, such as head injury or certain degenerative brain diseases. 
Hippocampal lesions may also be the reason. Hippocampi are important in learning, but not 
for reflexive (skill) learning. Hippocampus and medial thalamic nuclei play a role in limbic 
thoughts (reward and punishment). People with anterograde amnesia are unable to consoli-
date information about location of rooms, corridors, buildings, roads, and other important 
items in their environment. The ability to remember the position or location of objects and 
places is called the spatial memory. Spatial memory has representations within working, 
short-term and long-term memory. It is sometimes considered in the context of episodic 
memory, one type of declarative memory. Bilateral medial temporal lobe lesions produce 
most profound impairment in spatial memory, but significant deficits can be produced by 
damage that is limited to the right hemisphere [2].

Long-term memory is often divided into two further main types: explicit (or declarative) 
memory and implicit (or procedural, nondeclarative) memory. By definition declarative 
memory is the memory that can be verbally expressed, such as memory for events in a per-
son’s past (“knowing what”). On the other hand, nondeclarative memory is a collective term 
for perceptual, stimulus-response, and motor memory (“knowing how”). In that case, the 
memory formation does not depend on hippocampal formation, located in the temporal lobe 
of each cerebral cortex. The term hippocampal formation typically refers to the dentate gyrus, 
the hippocampus proper (i.e., cornu ammonis), and the subicular cortex.

Information transfer within the nervous system is basically provided by the nerve cells. 
Neurons are the basic units of the nervous system. The synapse, the connection of two neu-
rons, is the functional unit of the brain. Physiologically, memories are stored in the brain by 
changing the basic sensitivity of synaptic transmission between neurons as a result of the 
previous neural activity. New or facilitated synaptic pathways are called memory traces that 
can occur at all levels of the brain. A memory trace, also known as an engram, is a theoretical 
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means by which memories are physically stored in the brain. All memories are not processed 
through the same steps. There are different neural mechanisms mediating several types of 
memory, all of which is caused by electrochemical and structural changes within the synapses. 
Common to all forms of memory is the cellular and circuitry changes in the nervous system. 
To understand the mechanisms underlying learning and memory that involve changes at the 
molecular, cellular, and network levels is still a major goal for neuroscientists.

Learning does not occur through a single way; it can take at least four basic forms:

1. Perceptual learning: Learning to recognize a particular stimulus. Perceptual learning 
involves learning to recognize things, not what to do when they are present. It can involve 
learning to recognize entirely new stimuli, or it can involve learning to recognize changes 
or variations in familiar stimuli.

2. Stimulus-response learning: Learning to automatically make a particular response in the 
presence of particular stimulus includes classical and instrumental conditioning.

3. Motor learning: Learning to make a new response

4. Relational learning: Learning relationships among individual stimuli. It is commonly clas-
sified into:

a. Spatial learning

b. Episodic learning

c. Observational learning

Learning and memory are strongly associated with electrical activity in neurons, particu-
larly in the hippocampus. We can study learning and memory in hippocampal neurons by 
examining how they respond to different patterns of input. To investigate brain mechanisms 
involved in identifying the origin of memories, event-related potentials (ERPs), long-term 
potentiation (LTP), and long-term depression (LTD) are recorded. While ERPs are used for 
humans, LTP and LTD are appropriate and commonly used to describe changes in cellular 
mechanisms underlying synaptic plasticity mainly used for synaptic plasticity at in vitro and 
in vivo rodent studies [3].

The synaptic plasticity and memory hypothesis have been a subject of interest for many sci-
entists. The idea that learning results from changes in the strength of the synapse was first 
suggested by Cajal at the end of the nineteenth century based on insights from his anatomical 
studies. Hebb developed more refined models in the 1940s and defined the modulation of 
synaptic connectivity as a critical mechanism of learning. For the experimental purposes, in 
order to examine changes in the neuronal components of a specific behavior during or after 
the modification of that behavior with learning, different behavioral systems were devel-
oped [4]. The first models helped to define the neuronal changes that underlie learning and 
memory through simple forms of procedural memory such as habituation, sensitization, and 
classical conditioning. Aplysia gill-withdrawal reflex is maybe the best known among these 
models emerged at 1963 by Kandel and Tauc. By allowing electrophysiological recording 
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from individual neurons, these systems provided the first experimental insight into the cel-
lular mechanisms of memory [4, 5].

Modulation of neurotransmitter release changes synaptic strength, and this is a mechanism 
learning and short-term memory. It is well demonstrated in both the gill-withdrawal reflex of 
Aplysia and in the tail-flick response of crayfish. The plasticity occurred at the sensory neuron 
inputs onto the motor neurons that control the reflex response and thus directly modulate its 
magnitude. The results showed that clear structural changes in both the pre- and postsynaptic 
cells can accompany even elementary forms of learning and memory. Memory storage does 
not depend on specialized, superimposed memory neurons whose only function is to store 
rather than process information. The sensory-to-motor neuron synapses playing a role in the 
gill-withdrawal reflex are also the cellular substrates of learning and memory. The capability 
of memory storage is built into the neural architecture of the reflex pathway [4].

Stimulation with a high-frequency train of action potentials was shown to produce a pro-
longed strengthening of synaptic transmission that is called long-term potentiation (LTP), 
in all three of the major hippocampal pathways [4]. N-Methyl-D-aspartate (NMDA) and 
alpha-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid (AMPA)-type glutamate recep-
tors (NMDARs, AMPARs) are ionotropic receptors and important for synaptic plasticity [6]. 
NMDA receptors control Ca2+ channel that is normally blocked by Mg2+ ions. They are blocked 
by a drug called AP5 (2-amino-5-phosphonopentanoate). AMPA receptors control Na+ chan-
nel. The early phases of expression are mediated by a redistribution of AMPARs. When open, 
they produce excitatory postsynaptic potentials (EPSPs). Evoked potential that represents 
EPSPs of population of neurons is called population EPSP [3].

LTP and long-term depression (LTD) are two forms of activity-dependent changes, and both 
are believed to represent cellular correlates of learning and memory [6]. LTP and LTD are 
induced by specific patterns of activity. Because NMDAR-dependent calcium influx induces 
both LTP and LTD, the cell must have a way to decide whether to potentiate or depress a 
synaptic connection. For LTP induction both pre- and postsynaptic neurons need to be active 
at the same time because the postsynaptic neuron must be depolarized when glutamate is 
released from the presynaptic bouton to fully relieve the Mg2+ block of NMDARs. Conversely, 
LTD can be induced by repeated activation of the presynaptic neuron at low frequencies with-
out postsynaptic activity. LTP initiates as a predominant amplification of AMPARs [7]. But 
the behavior of NMDA can largely explain the critical features of LTP: synapse specificity, 
cooperativity, and associativity. Unlike most neurotransmitter receptors that respond simply 
to the presence or absence of their cognate transmitter in the synaptic cleft, the NMDA recep-
tor is also sensitive to the state of the postsynaptic membrane in which it resides.

Besides electrophysiology, electrochemical methods like voltammetry are versatile tools for 
detecting, monitoring, and measuring various neurochemical species. The “gold standard” 
for assessing ion-channel function is the patch-clamp electrophysiological technique on mil-
lisecond timescales with up to single channel resolution. Histopathological tests including 
immunohistochemistry and immunofluorescence give important clues to neuroscientists 
[8–10]. Cognitive behavioral and neuroimaging (among them most useful being functional 
magnetic resonance imaging (fMRI)) techniques are also commonly used [11]. Common 
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behavioral testing paradigms for animal memory are fear conditioning, passive avoidance, 
object recognition, place learning and cue discrimination, water maze, and other mazes like 
T-maze and radial arm mazes [12]. Cognitive neuroscience aims to reduce cognition to its 
neural basis using newer technologies such as fMRI, repetitive transcranial magnetic stimula-
tion (rTMS), and magnetoencephalography (MEG) as well as older methods such as positron 
emission tomography (PET) and electroencephalography (EEG) studies [13].

Although it is now clear that long-term synaptic plasticity is a key step in memory storage, it 
is important to note that to store a complex memory, changes in synaptic function must occur 
within the context of an ensemble of neurons to produce a specific alteration in information 
flow through a neural circuit. A second important challenge is to understand how the basic 
processes of memory storage are altered with age or disease, including AD. It becomes of 
critical importance to understand in sufficient detail both the basic mechanisms of memory 
storage and the changes that take place in disease to design specific compounds that can be 
used to restore cognitive function [4].

3. Eat

In the early 1800s, continental Europeans like Savarin verbalized the idea of “you are what 
you eat” that has been preached at the East for centuries. The mucosa of the gastrointestinal 
tract is the largest surface that interacts with the external environment. The gastrointestinal 
tract contains approximately 500 million neurons which collectively constitute the enteric 
nervous system and represent in total numbers as much as that contained in the spinal cord. 
Intrinsic primary afferent neurons (IPANs) that form 20% of the enteric neurons comprise in 
the detection of certain inflammatory mediators and inflammation with the gastrointestinal 
tract [14].

Inhibiting nitric oxide (NO) synthesis during learning that food is inedible in Aplysia blocks 
subsequent memory formation. Memory that food is inedible arises in three steps: (1) chemo-
receptors responding to food on the lips, (2) receptors signaling active efforts to swallow food 
within the mouth, and (3) receptors signaling differential gut responses to success or failure 
to swallow [15].

On the other hand, a growing body of preclinical literature has demonstrated bidirectional 
signaling between the brain and the gut microbiome, involving multiple neurocrine and 
endocrine signaling mechanisms [16]. Li et al. observed a correlation between dietary-induced 
shifts in bacteria diversity and animal behavior that may indicate a role for gut bacterial diver-
sity in memory and learning [14]. Studies have shown that protein-induced proliferation of 
gut bacteria in mice augments spatial memory, and the ingestion of probiotic mixtures by 
healthy volunteers improves problem-solving abilities and has anxiolytic actions [17, 18]. 
Recent findings have resulted in speculation that alterations in the gut microbiome may play 
a pathophysiological role in human brain diseases, including autism spectrum disorder, anxi-
ety, depression, chronic pain, obsessive-compulsive disorder, and memory abilities (includ-
ing spatial and nonspatial memory) [16, 19].
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4. Learn

It is well established that the hippocampus is one of the most important brain structures 
involved in learning; and lesions in this area cause impairment in learning, with location and 
severity of lesion influencing the severity of the effect on learning. But it has been proven 
that even in the absence of the hippocampus, learning can still occur. This suggests that other 
brain areas like the amygdala and olfactory bulb also play a role in the formation of new 
memories [12].

It is an important challenge to understand how the basic processes of memory storage are 
altered with age or disease, such as AD. It becomes of critical importance to understand in 
sufficient detail both the basic mechanisms of memory storage and the changes that take place 
in disease to design specific compounds that can be used to restore cognitive function [4]. The 
presence of amyloid plaques and neurofibrillary tangles in histological sections of the brain is 
required for the definitive diagnosis of AD. The cognitive decline is observed earlier than the 
visualization of the plaques. Amyloid-β peptide (Aβ) is the major component of the amyloid 
plaques. A large body of evidence accumulated in the past 15 years supports a pivotal role 
of soluble Aβ oligomers (AβOs) in synapse failure and neuronal dysfunction, disrupting LTP 
and LTD mechanisms in AD [6, 20].

Through varied mechanisms, gut microbes shape the architecture of sleep and stress reactiv-
ity of the hypothalamic-pituitary-adrenal axis. They influence memory, mood, and cognition 
and are clinically and therapeutically relevant to a range of disorders, including celiac disease, 
alcoholism, chronic fatigue syndrome, fibromyalgia, restless legs syndrome, and multiple 
sclerosis (MS) [21]. MS involves an immune-mediated process in which an abnormal response 
of the body’s immune system is directed against the central nervous system, causing chronic 
inflammatory demyelinating disease. Since gut microorganisms play an important role in the 
development of the autoimmune system and are associated with a variety of autoimmune 
and metabolic diseases, it is speculated that gut symbiotic microorganisms play an important 
role in the susceptibility to MS [22].

Parkinson’s disease (PD) follows a defined clinical pattern, and a range of nonmotor symptoms 
precede the motor phase. Evidence suggests that environmental factors have an important 
role in triggering and/or propagating the pathology of PD; the olfactory and gastrointestinal 
systems are gateways to the environment. The neurodegeneration process that leads to PD 
seems to start in the ENS or the olfactory bulb. The intricate relationship of governing host 
and microorganism interactions suggests that when this relationship is abnormal, the micro-
organisms may cause the pathogenesis of disease or promote the progression of disease. The 
microbiota may alter adult hippocampal neurogenesis. Hippocampus and lateral ventricle 
have the function of generating new neurons in adulthood. Adult hippocampal neurogenesis 
has a role in learning and memory and can affect the pathogenesis of many neurological 
disorder-related diseases and symptoms, such as epilepsy, depression, AD, and Parkinson’s 
disease (PD) [23].
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5. Remember

“Remembering the past is a form of mental time travel: it frees us from the constraints of time 
and space and allows us to move freely along completely different dimensions” said Eric 
Kandel. Learning is a behavioral change due to an experience. Memory is storage and recall 
of information. It is widely accepted that learning process consists of at least two stages: short-
term memory and long-term memory. Models of memory include distinctions among very 
short-lived memories like sensory memory, which has a lifetime measured in milliseconds to 
seconds; short- to medium-lived memories like short-term memory and working memory, 
which persist for seconds to minutes; and memories that may persist for decades, which we 
call long-term memory. Working memory is often referred to as a mental juggler, because it is 
what allows the brain to do many different things at once. And, memory itself can be broken 
down into two types: explicit and implicit. Explicit (or declarative) memory is recall of per-
sonal events/personal facts (episodic memory) or recall of facts (semantic memory). Implicit 
(or nondeclarative) memory is recall of reflexive motor skills or perceptual skills.

The rule of thumb for memory is “use it or lose it.” Forgetting might be a problem; but some-
times the thing we remember might cause the trouble. One of the major problems in memory 
research in humans is its fallible nature. Having the ability to recall memories does not neces-
sarily mean they are accurate. Our ability to store and process what is going on and using 
the classified information basically relies on memory being a constructive, fallible process. 
Children’s memory is more susceptible to suggesting and implanting of false memories than 
adults. Since the underlying neurophysiological mechanisms for such an association are 
similar to the one that occurs when a genuine memory is formed, it is not surprising that the 
subject behaves as if the (false) memory was formed by a perceived real experience [24]. The 
formation of false memories in humans often occurs as a result of recombining mnemonic 
elements of discrete experiences into a new, reconstructed memory that is not a veridical 
representation of the past. These memories are not formed de novo and require pre-existing 
memories as a platform onto which distinct experiences can be incorporated to update the 
memory itself [24].

6. Conclusion

Recently, memory research has accelerated and we have seen an explosion of new knowl-
edge in neuroscience. A set of persuasive evidence for the long-sought memory engram and 
engram cells has now come of age. The evidence has been obtained by combining multiple 
technologies, each addressing a specific level of complexity. Here, you will read a tiny part of 
the accumulated knowledge to elucidate the usefulness and limitations of these into clinical 
practice and daily life.

Eat to live, live to learn, and remember to value everything just as much as they deserve.
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1. Introduction

Currently, we know that the enteric nervous system, although it has a certain sovereignty 
or autonomy, will always need to communicate with other systems in order to carry out 
functions of its authorship or of other adjacent systems. Thus, in a classical way, the enteric 
nervous system interacts with the central nervous system but also exhibits a certain exchange 
of stimuli with other systems. Through this connection afferent and efferent responses are 
generated, with the consequent exchange of information. Remember that the afferent neurons 
send information of the intraluminal chemical content, mechanical state of the intestinal wall, 
and tissue situation (inflammation, pH, cold, and heat) to the central nervous system. The 
responses follow an extrinsic efferent pathway where the main neurotransmitter is norepi-
nephrine. In addition, the efferent neurons come from the prevertebral nodes that control 
motility and secretion and the paravertebrals that control the flow of gastrointestinal blood 
vessels. Also, the relaxation of the gastric fundus and gastric and pancreatic secretion is medi-
ated through vagal neurons. In contrast to what happens in the upper digestive tract, the 
distal colon and rectum are innervated by pelvic nerves. In general, vagal stimulation inhibits 
motor activity, gastrointestinal secretion, sphincter contraction, and blood flow, while, on the 
contrary, spinal stimulation stimulates them. The responses may have extrinsic afferent path-
ways where spinal and vagal reflexes are also activated. The primary afferent vagal neurons 
have their cell bodies in the nodosum and jugular ganglia and project medially to the brain, 
while the spinal neuronal bodies are found in the roots of the dorsal ganglia. The vagal path-
ways transmit information about the physiological state of the digestive organs and regulate 
inflammatory responses, while the spinal pathways transmit the painful impulses.

2. Gut microbiota

Since 2007, the genome of 500 bacterial species that normally reside in the human intestine, 
and which together are known as microbiome or microbiota, has been identified. Our intes-
tinal tract contains over 100 billion microbes, the vast majority in the colon, exceeding the 
number of human cells by a factor [1]. This complex microbial community is known as the 
gastrointestinal microbiota, and it consists of bacteria, archaea, eukaryotes, fungi, and viruses. 
Therefore, it has been proposed that the human being is a “meta-organism” with 10–100 times 
more bacterial than human cells, which integrate metabolically and immunologically. The 
composition of the microbiota, in addition to location, is influenced by age, sex, race, and 
other factors like diet, medication (especially antibiotics), stress, smoking, or gastrointesti-
nal infections, as well as from each individual [2]. Even within each person, there are great 
variations in their composition if measured at different times. Although it is impossible to 
define the concept of healthy microbiota today, we do know that the richness and diversity 
of the microbiota are indicators of its health and that its impoverishment is associated with 
obesity and metabolic markers [2]. As for the qualitative composition, numerous studies 
are emerging that try to relate certain classes of microorganisms with different physiologi-
cal states. It is proposed that there are those that improve the metabolic state, resistance to 
infections, cancer, autoimmunity, inflammation, endocrine signaling, and brain functionality 
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(gut-brain axis): Bacteroides, Bifidobacterium, Clostridium group XIVa and IVa (butyrate pro-
ducing), Eubacterium, Faecalibacterium, Lactobacillus, and Roseburia are considered today [3]. 
The relationship between the microbiota and the human being has been redefined from com-
mensal to a mutualist relationship, where the bacteria provide biological functions not coded 
genetically in our organism, which go from metabolic activity to immunological homeostasis, 
considering the microbiota as a fundamental, virtual organ in the pathophysiological and 
immunological responses. There are studies related to the role of the intestinal microbiota in 
human health, infections, and neurological diseases [4] (Figure 1).

It has rarely been thought that microorganisms and the brain interact except in instances 
where pathogens penetrate the blood-brain barrier, which is the cellular strength that protects 
the brain from infections and inflammation [5]. When they do, they can have strong effects. 
Bidirectional communication between the brain-nervous system and the microbiota is well 
known in specific cases. Pavlov’s experiments showed how a sound processed by the brain 
can condition the physiology of the digestive system, stimulating, among other things, gastric 
secretion [6].

Clostridium botulinum can colonize the intestine and from there release its toxin that blocks 
the release of acetylcholine at the neuromuscular synapse. In the case of hepatic encepha-
lopathy, brain dysfunction is a consequence of substances produced in the intestine, and its 
treatment includes the use of antibiotics and probiotics [7]. Certain autoimmune neurological 
diseases, such as Guillain-Barré syndrome, may have their origin in certain intestinal bacteria 
and Campylobacter jejuni. The virus that causes rabies generates aggression, agitation, and 
even a fear of water, but for decades the vast majority of the body’s natural microbes had not 

Figure 1. The composition of the intestinal microbiota is influenced by physicochemical conditions and also depends on 
the anatomical region along the GI. The type and number of microbial species that persist and colonize the GI tract are 
determined by a combination of factors including but not limited to the host genetics, medications, diet, environmental 
factors, and to the inflammatory state of the host. In elderly patients, we can observe changes in the composition of the 
microbiota in comparison to young people, which could lead to a dysbiosis.
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been described, and while the idea that they could influence neurobiology hardly prevailed, 
that is slowly changing [8]. On the other hand, metabolic functions include the degradation 
of polysaccharides to short-chain fatty acids, such as butyrate, propionate, and acetate, with 
anti-inflammatory properties and the main energetic substrate of colonocytes, and thus are 
implicated in the barrier function of the gut mucosa [9]. Some bacteria, particularly lactobacilli, 
have been implicated in cholesterol metabolism and in the production of vitamins K and B 
and are also involved in the metabolism of xenobiotics, drugs, antibiotics, or bioactive prod-
ucts, conditioning pharmacokinetics, and the production of certain toxins involved in many 
diseases [9].

2.1. Microbiota and immune response

The microbiota contributes to various immunological functions. In the gut barrier, it prevents 
colonization and growth of pathogenic microorganisms, and it matures the immune barrier, 
both stimulating the innate response through Toll-like receptors (TLR) and NOD-like recep-
tors (NLR) as the adaptive one, with an important role in the secretion of mucins, antimicro-
bial peptides, defensins, and IgA [10]. Regarding the development of the systemic immune 
response, in working with germ-free mice, the microbiota has been observed to intervene in 
the regulation and maturation of Peyer’s plaques, mesenteric lymph nodes, and germinal 
centers [11]. It also regulates the number of plasma cells producing IgA, gut Tγδ cells, and 
CD4 + T lymphocytes in the lamina propria or intraepithelial and is involved in the gene 
expression of TLR and the major histocompatibility complex II [12]. The microbiota also con-
ditions the development of effector T cells and the production of cytokines, highlighting the 
influence on Th and Treg lymphocytes involved in the autoimmune response and its regula-
tion and, therefore, in autoimmune diseases in general and in multiple sclerosis in particular 
[13]. Germ-free mice (mice raised to lack intestinal microbiota) present a reduction in Th1 and 
Th lymphocytes, balancing the T-immune response to Th, which is reversed by reconstitut-
ing the normal gut microbiota in these animals. It has been proposed that the microbiota is 
involved in the passage of stationary T lymphocytes to pro-autoimmune T lymphocytes, so 
that mutualist microorganisms induce the production of Th at a steady state, which, in the 
presence of a proinflammatory microenvironment, promoted by certain cytokines such as IL- 
12, IL-23, IL-1β, or TGF-β3, would pass to pathogenic Th, a producer of IFN-γ, contributing 
to the progression of the inflammatory bowel environment [14]. It has been shown that the 
involvement of a single bacterium, the segmented filamentous bacteria, can contribute to this 
Th pro-autoimmune activity [14] (Figure 2).

As for the Treg, the microbiota is indispensable for its development and function. These lym-
phocytes regulate the inflammation that is generated against microbial stimuli through IL-10 
[15]. Numerous microbial agents have been linked to the induction of Treg, notably the role 
of Bacteroides fragilis and specifically its polysaccharide A (PSA) with the development of IL-10 
producing Foxp3+ regulatory T cells and with the prevention and cure of experimental colitis 
or shock in animal models, showing its key role in the regulation of immunological tolerance 
[16]. The aforementioned short-chain fatty acids, especially butyrate, balance the immune sys-
tem to an “anti-inflammatory state” by increasing the production of IL-10 and IL-4, reducing 
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vascular adhesion of VCAM-mediated leukocytes, inhibiting function of IFN-γ and therefore 
its proinflammatory capacity, and regulating the Treg lymphocytes and the inflammatory 
function of leukocytes [17] (Figure 3).

2.2. Gut and nervous system

The surface of the gut mucosa is the most extensive of the organism and also houses the 
largest number of lymphoid structures in the human body. The innervations of the digestive 
tract are very abundant and are structured in three levels of plexus: functions of the enteric 
autonomic nervous system include bowel motility, vaso-regulation and permeability control, 
and secretion of certain gastroenteropancreatic hormones [18]. In addition, similar to what 
occurs in the blood-brain barrier, there are numerous astrocyte terminations at the border of 
the intestinal barrier that represent a potential pathway for communication with the rest of the 
nervous system. In the intestine we have about 100 million neurons, which are more than the 
spinal cord contains [19]. This multitude of neurons in the enteric nervous system allows us to 
feel the inner world of our gut and its contents. Much of this neuronal arsenal is evidenced in 
the elaborate daily routine of digestion, through decomposing food and absorbing nutrients. 
Expelling waste requires chemical, mechanical, and rhythmic muscle contractions that move 
everything to the end. Therefore, equipped with its own reflexes and senses, it can control the 
behavior of the gut independently of the brain. This nervous system of the intestine is con-
nected to the brain in a bidirectional way. On one hand, the bowel receives information from 
the brain, and on the other hand, the bowel sends messages to the brain [20]. This communica-
tion of the intestine with the brain occurs both through the nervous system and the blood-
stream and is called the gut-brain axis. Typical examples of this bidirectional circuit would 
be the increase in intestinal peristalsis (colicky pain and diarrhea) when our brain perceives a 

Figure 2. Microbiota stimulation leads to B cell switch to lga, regulatory T-cell induction, and T-cell differentiation 
to Th17. This image is a modification of QIAGEN’s original at www.qiagen.com/mx/shop/genes-and-pathways/
pathway-details/?pwid=468.
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danger or, in the opposite direction, the sensation of satiety that our brain perceives when we 
have ingested a certain quantity of food [20] (Figure 4).

The intestine, besides having a nervous system of its own, is also an ecosystem. Colonization 
by the intestinal microbiota affects the brain development of mammals and their behavior 
during adulthood [21]. Through measurements of motor activity and behavior related to 
anxiety, it has been demonstrated in mice that the microbial colonization process triggers 
signaling mechanisms that affect these neural circuits, so that the gut microbiota can influence 
normal brain development and behavioral functions [22], and the microbiota is capable of 
modifying the expression of some risk genes or is part of the mechanisms that alter the cogni-
tive functions observed in patients with gastrointestinal diseases [22]. The alteration of this 
microbiota and gut-brain axis could explain some of the mechanisms of the pathogenesis of 
diverse cerebral diseases like, for example, Parkinson’s disease, multiple sclerosis, depression, 
Alzheimer’s disease, etc., although today its etiology still remains unknown [23]. In studies 
in mice, it has been shown that alterations in the intestinal microbiota could be responsible 
for alterations in social behavior and that supplementation with probiotics such as B. fragilis 
administered in the early stages of adolescence in mice could reduce brain alterations [23]. But 
the influence of the microbiota on the brain is unknown in detail, beyond the simple examples 
previously uncovered, which do not reflect the full extent of this relationship. Much more 
articulate is the observation of what happens to mice whose digestive tract has remained 
sterile throughout their development as “germ-free” [23]. It has been found that in these ani-
mals the microglia does not mature properly and it is very difficult to provoke experimental 
allergic encephalitis and that these mice also have changes in their behavior, with increased 
responses to stress, and most amazingly, certain areas of their brain, like the amygdala and 
hippocampus, show structural differences.

Figure 3. Regulation of inflammation by Treg, through IL-10 and IL-4 generated against microbial stimuli, Bacteroides 
fragilis specifically its polysaccharide a (PSA).
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Given the role of the vagus nerve in the communication of signals between the gut and the 
brain, many investigations that seek to explore the connections between microorganisms 
and the CNS have examined the function of this nerve. Thus, it has been shown that both 
pathogenic and nonpathogenic bacteria appear to activate the vagus nerve. For example, sub-
diaphragmatic vagotomy attenuates the expression of c-fos in rats inoculated with Salmonella 
typhimurium; the combination of a C. rodentium infection and stress causes an increase in the 
activation of the vagal ganglion in mice; intraduodenal injection of L. lactis La1 activates the 
gastric vagal nerve in rats; subdiaphragmatic vagotomy blocks the anxiolytic and antidepres-
sive effects of the chronic ingestion of L. rhamnosus in normal adult mice while avoiding the 
associated alterations in the expression of GABAAα2 mRNA in the amygdala; and vagotomy 
abolishes the ability of B. longum to attenuate anxiety induced by DSS colitis.

3. The second brain

The relationship between the brain, the emotions, and the digestive tract is intense. So much 
so that many scientists refer to the intestine as the “second brain” or “gut-brain,” since the 
digestive tract contains a very complex neural network with a neuronal function very similar 
to the activity of the head.

The presence of receptors to various neurotransmitters in the intestine has been demonstrated: 
it is known that some intestinal molecules, such as serotonin 5-HT, can modulate the patho-
genic potential of Pseudomonas fluorescens by affecting its motility and pyoverdine production 
but without affecting its growth. It has been reported that gut microbiota can control the 

Figure 4. Key aspects of gastrointestinal physiology are controlled by the enteric nervous system, which is composed 
of neurons and glial cells. These cells of the enteric nervous system are connected to the central nervous system (in 
a bidirectional way). As an example, when we ingest food, through neural pathways and immune and endocrine 
mechanisms, we will perceive the sensation of satiety.
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danger or, in the opposite direction, the sensation of satiety that our brain perceives when we 
have ingested a certain quantity of food [20] (Figure 4).
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Figure 3. Regulation of inflammation by Treg, through IL-10 and IL-4 generated against microbial stimuli, Bacteroides 
fragilis specifically its polysaccharide a (PSA).
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Given the role of the vagus nerve in the communication of signals between the gut and the 
brain, many investigations that seek to explore the connections between microorganisms 
and the CNS have examined the function of this nerve. Thus, it has been shown that both 
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sive effects of the chronic ingestion of L. rhamnosus in normal adult mice while avoiding the 
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to the activity of the head.
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it is known that some intestinal molecules, such as serotonin 5-HT, can modulate the patho-
genic potential of Pseudomonas fluorescens by affecting its motility and pyoverdine production 
but without affecting its growth. It has been reported that gut microbiota can control the 
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tryptophan metabolism of the host by enhancing the fraction of tryptophan available for the 
kynurenine route and decreasing the amount available for 5-HT synthesis [24]. Free fatty acid 
receptor 3 (FFAR3) receptors for short-chain fatty acids (SCFAs) have been detected in sub-
mucosal and myenteric ganglia, and the responsiveness of enteric neurons to glucose, amino 
acids, and fatty acids has been demonstrated [24]. For example, there are receptors to the 
stress hormones epinephrine and norepinephrine, and this increases by more than four orders 
of magnitude in the human gut in the presence of Clostridium/Bacteroides. A recent report has 
demonstrated that Vibrio cholerae can respond to epinephrine and norepinephrine (enhanc-
ing the growth rate, swimming motility, and production of virulence factors such as iron 
sequestering phenotypes) by means of specific sensor proteins [24]. Less information is avail-
able on prokaryotic Glu receptors; however, 100 prokaryotic channel proteins with putative 
Glu-binding domains have recently been identified through a bioinformatic study. Among 
them, 22 proteins have been found to be homologs of vertebrate ionotropic Glu receptors. 
Multiple Glu receptor types (including ionotropic, types 1 and 4 metabotropic receptors, and 
heterodimeric TAS1R1 + TAS1R3, L-Glu taste receptors) have been detected in gastrointestinal 
(GI) epithelial cells and/or enteric neurons in the stomach, small intestine, and colon. And 
mGlu4 receptors have been detected in the mucosa of both the gastric antrum and duodenum, 
while both mGlu4 and mGlu7 receptors have been identified in the colon epithelium. A role 
of mGluRs in the human colon in the control of colon peristalsis and electrolyte transport has 
been described. High levels of mGlu7 and mGlu8 have been detected in myenteric neurons, 
where they are possibly involved in the regulation of gut motility [24]. The GABAB receptors 
are abundantly expressed in the GI tract. GABA and its ionotropic and metabotropic recep-
tors are widely distributed throughout the ENS, in both submucosal and myenteric neurons, 
from the stomach to the ileum. The release of 5-HT by endothelial cells in the small intestine of 
guinea pig is modulated by GABAA and GABAB receptors. Involvement of GABAB receptors 
in modulation of sensitivity of vagal and spinal afferents has been reported [24].

To think that the intestine acts as a second brain is not something new if we look at the more 
oriental cultures [25]. For them, the belly was and is the center of the vital energy of the organ-
ism where they integrate mind and body. The small brain that we have in the gut works in 
connection with the big brain in the skull and partly determines our mental state and plays a 
key role in certain diseases that affect other parts of the body. In addition to neurons, all types 
of neurotransmitters in the brain are present in the digestive system. The enteric nervous 
system secretes the same substances as those found in our central nervous system. There are 
nerve pathways that specifically connect the brain areas related to our emotions and thoughts, 
the immune system, the endocrine system, and the enteric nervous system to each other. 
When there is a disfunction between any of these conected systems, pathological symptoms 
may appear in any of the others even without direct damage to them [25, 26] (Figure 5).

Is well known that 90% of total body serotonin is synthesized in the intestine and it has a 
direct implication in gastrointestinal physiology. In this sense, our diet is important because 
this serotonin is formed from a tryptophan, an essential amino acid, which is only obtained 
through food. Here we begin to see the relationship between the brain, the intestine, and the 
diet [27].
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3.1. Is the gut autonomous?

The gut has the ability to work in two ways: independently and in connection with the brain. 
This connection to the brain (gut-brain axis) is bidirectional in that it goes from the brain to the 
intestine and vice versa. We have long known that many emotional alterations, psychologi-
cal issues, affect at the intestinal level, such as feelings, sadness, and loss of, or increase in, 
appetite. We mentioned above that serotonin in the intestine works as a neurotransmitter in 
the inhibition of anger, aggression, body temperature, mood, sleep, vomiting, and appetite 
and is responsible for keeping our state of equilibrium in balance (its different levels in our 
organism are related to depression). Here, more than 50% of the activity of dopamine also 
occurs: a neurotransmitter that among its functions regulates the levels of pleasure in our 
brain. Its secretion occurs during pleasant situations and encourages us to seek that activity 
or pleasing occupation. This means that food, sex, and various drugs are also stimulants for 
the secretion of dopamine in the brain in certain areas such as the nucleus accumbens and the 
prefrontal cortex [28].

3.2. Some other interactions in the gut-brain axis

Memory: the protein that burns the body fat is also responsible for memory, which is why 
obese people are more prone to dementia. Well-being: mood is lodged in the stomach since 
90% of serotonin, the “happiness hormone,” is produced and stored there. Sleep: when we 

Figure 5. Second brain. In the intestine we can find neurotransmitters that are exported to the CNS.
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relax the gut, our stomach neurons produce benzodiazepines that relax and induce sleep. 
Stress: in an emergency the brain takes energy from the bowel, and the guts send signals 
like upset stomach. Gluttony: the trillions of bacteria that lodge in the gut choose their own 
nutrients to thrive, and sometimes they are greedier than you. Fear: panic causes the brain to 
frighten the large intestine. It no longer has time to absorb fluid, and the result is diarrhea. 
The relationship between the brain, the microbiota, and the emotions is little investigated. 
There are very preliminary studies. Knowing exactly, at the clinical level, how it can impact 
is difficult to pin down. There are studies that point to the idea of using probiotics as a com-
plementary treatment to drugs that treat anxiety or depressive disorders, as they may help 
amplify the effects, but this is still quite preliminary. Probiotics or foods rich in healthy bacte-
ria, such as yogurts and other fermented milks, exhibited a positive influence on our behavior: 
Lactobacillus and Bifidobacterium bacteria are capable of producing gamma-aminobutyric acid, 
a neurotransmitter of the brain that regulates many psychological processes and whose dys-
function is related to anxiety and depression [29].

4. Neurodegenerative diseases

Knowledge of the possible relationship of the microbiota with frequent neurological diseases 
is still new. Several studies have been carried out to analyze the type of microbiota and many 
neurological diseases. Recently, changes in the microbiota have been linked to the onset of 
Parkinson’s disease (PD). A current theory proposes PD as a disease that progresses paral-
lel to the propagation of insoluble protein accumulations in the nervous system [30]. The 
enteric autonomic nervous system could be one of the starting points of this pathological 
accumulation of proteins, and a change in the microbiota that increases local inflammation 
and oxidative stress could initiate the pathological cascade, similar to what happens in experi-
mental models. In addition, digestive autonomic changes, such as precocious constipation, 
are almost a preclinical constant in PD, and all this would support this hypothesis [31]. In 
certain neurological diseases, immunomodulatory drugs that seek to reestablish a situation 
in which the anti-inflammatory cytokines predominate in the system are used. The important 
relationship of the intestinal microbiota with the immune system offers the possibility of act-
ing on the intestinal bacteria to achieve this change. Experimentally, and through this mecha-
nism, treatment with certain antibiotics has influenced the prognosis of cerebral infarctions in 
experimental animals [32]. It is possible that the lack of knowledge about the etiopathogenesis 
of many neurological diseases and the gut microbiota prevents us from seeing the magnitude 
of the relationship between them and the possibilities of intervention to protect health or 
prevent or ameliorate diseases. Beyond the knowledge of all agents of the microbiota, their 
genes, and their functions, it is even more important to identify the molecules they produce 
and their effects on metabolism. Advances in proteomics and metabolomics with practical 
applications in the daily clinic may be the key to establishing microbiota profiles and the 
different relationships with neuronal diseases [33] (Figure 6).

4.1. Parkinson’s disease

Recently, possible changes in the microbiota have been linked to the onset of Parkinson’s 
disease (PD). A current theory suggests that PD is a disease that progresses parallel to the 
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propagation of accumulations of insoluble proteins in the nervous system. The enteric auto-
nomic nervous system could be one of the starting points of this protein accumulation. A 
change in the microbiota that increased local inflammation and oxidative stress could start 
the pathological cascade, similar to what happens in experimental models of PD. In addition, 
the autonomic changes to digestive disorders, such as precocious constipation, are almost a 
preclinical constant in PD, and all this would support this hypothesis [34]. In Parkinson’s 
disease, a direct correlation between the amount of Enterobacteriaceae microbes in the gut of 
patients, and the degree of severity in the problems of balance and mobility was detected: 
Scheperjans explains that the abundance of Enterobacteriaceae was related to a high degree of 
postural instability and gait difficulty; therefore, there is a connection between the intestinal 
microbiota and the motor symptoms of our patients [35]. The question is, if the differences 
are permanent and whether the intestinal bacteria are linked to the progression of the dis-
ease and therefore to its prognosis. This fact implies that if we can establish the basis of the 
relationship between the intestinal microbiota and PD we will be in a much better posi-
tion for developing new strategies for prevention of the disease and its progression [35, 36]. 
Microbial metabolites have been shown to influence the basic physiology of the blood-brain 
barrier. Intestinal microorganisms break down complex carbohydrates into short chains of 
fatty acids with a set of effects; for example, fatty butyric acid strengthens the blood-brain 

Figure 6. This figure shows the effect of the microbiota on the increased inflammation that results in Parkinson’s disease. 
In addition, the accumulation of insoluble proteins may be an explanation for the pathological accumulation of proteins 
in the nervous system. IP, insoluble protein; NF-kB, nuclear factor kappa enhancer of activated B cells; MAPK, mitogen-
activated protein kinase; P50, cytochromes P450; IKB, inhibitor of kB; IL-8, interleukin 8. This image is a modification of 
QIAGEN’s original at www.QIAGEN.com/es/shop/genes-and-pathways/pathway-details/?pwid=29.
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propagation of accumulations of insoluble proteins in the nervous system. The enteric auto-
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barrier by adjusting the connections between cells. Also, there are recent studies of neu-
rotransmitters that could enable them to communicate with neurons. For example, it has 
been studied how certain metabolites of the bacterial microbiota promote the production of 
serotonin in the cells lining the colon, an interesting finding given that some antidepressant 
drugs work promoting serotonin at the junctions between neurons [37]. Even though the 
association of gastrointestinal disorders and PD has been studied extensively, it does not 
occur in the same way with the study of the influence of the gut microbiota on PD. The first 
studies in this regard were limited to evaluating the association between Helicobacter pylori 
infestation and PD. These investigations were based on the causal role of H. pylori in a variety 
of human diseases including chronic gastritis, peptic ulcers, and stomach cancer and in the 
well-known association of PD with gastric ulcers [38–41]. Several studies have demonstrated 
the existence of an association between PD and levels of H. pylori infestation. In a small, case-
control study, a fivefold increase in H. pylori antibody levels was observed among patients 
older than 80 years of age with Parkinsonian manifestations [42]. Similarly, in patients with 
PD, a threefold increase in H. pylori antibody levels compared to control subjects has been 
reported. More recently, in an extensive study conducted in Denmark that included a total 
of 4484 PD patients diagnosed between 2001 and 2008, and a total of 22,416 controls, it was 
shown that chronic infections with H. pylori or the presence of gastritis contributed to PD or 
that there are pathologies related to this disease that precede the occurrence of motor symp-
toms. Additionally, it has been shown that the eradication of H. pylori infections decreases 
PD symptoms [43]. Composition of the fecal microbiome has been compared between patients 
with PD and control subjects in the District Hospital of Helsinki and Uusimaa [44]. In this 
study, 72 patients with idiopathic PD and an equal number of control individuals matched 
by sex and age were included. The existence of alterations of the intestinal microbiome in 
patients with PD was demonstrated, and such alterations were associated to the motor phe-
notype. The average abundance of the Prevotellaceae was reduced in 77.6% in the patients 
with PD in comparison with the control subjects. The relative abundance of Prevotellaceae of 
6.5% or less had a sensitivity of 86.1% and a specificity of 38.9%, while a classifier obtained 
by logistic regression based on the abundance of four bacterial families and the severity of 
constipation identified PD patients with a sensitivity of 66.7% and a specificity of 90.3%. On 
the other hand, the relative abundance of Enterobacteriaceae was positively associated with 
the severity of postural instability and difficulty walking. The enterotype of the intestinal 
microbiota represented by Prevotella has been associated with increased levels of short-
chain fatty acids with a neuroactive health-promoting function and with a high capacity 
for the synthesis of thiamine and folate. From these observations, it has been proposed that 
the observed decrease in the abundance of Prevotella could be associated to the previously 
reported decrease in the levels of these vitamins in PD patients and that the supplementa-
tion of these vitamins and short-chain fatty acids may have potential therapeutic effects in 
patients with PD.

4.2. Demyelinating diseases

There is a broad line of research on the relationship between intestinal microbiota and optic 
neuromyelitis and mainly with experimental autoimmune encephalomyelitis (EAE), an ani-
mal model of multiple sclerosis (MS), and an emerging line that is trying to extrapolate the 
results of the EAE to the MS. Patients with aquaporin-positive neuromyelitis optical have a 
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higher serum antibody response to gastrointestinal antigens than healthy controls, especially 
in extensive myelitis, which seems to be related to the control of the microbiota on auto-
immune inflammation [45]. The peripheral existence of aquaporin-specific T cells, capable 
of developing Th responses, which showed cross-reactivity with a homologous sequence in 
an epitope present in Clostridium perfringens, representative of the commensal flora, has also 
been demonstrated, insinuating a mechanism of responsible cellular mimicry of activating 
said Th response [46]. Demyelination usually occurs as a phenomenon secondary to an infec-
tious disorder or a toxin. In the primary demyelinating processes, its cause is unknown, but 
an autoimmune mechanism is thought to occur because its appearance sometimes follows 
a virosis, an antiviral vaccination, or an alteration of the microbiota. Demyelination tends 
to be segmental or patchy and often affects multiple zones at once or in succession. Often 
remyelination occurs, with repair, regeneration, and complete recovery of nerve functions. 
However, any extensive loss of myelin is often followed by axonal degeneration and, often, 
also of cellular soma, and both processes can be irreversible. Demyelination should be con-
sidered for any patient suffering from a neurological deficit without any other explanation. 
Primary demyelinating disorders are suggested by:

• Diffuse or multifocal deficits

• Sudden onset, especially in young adults

• Appearance within weeks after an infection or vaccination

• A course with ups and downs

• Symptoms indicative of a specific demyelinating process (e.g., unexplained optic neuritis 
or internuclear ophthalmoplegia that suggests multiple sclerosis).

4.3. Multiple sclerosis

MS is caused by a combination of genetic and environmental factors. Among the causal fac-
tors, it could be that a certain individual with certain bacterial microbiota could more easily 
develop the disease. However, if we want to identify what happens with the gut microbiota, 
we might also include this within the environmental causes of the individual and understand 
the conditioning of the disease. The first line of work is to identify if the bacterial flora plays 
a role in multiple sclerosis and the second, if it plays a role, is to determine which bacteria are 
protective and which are harmful [21, 47]. This surprising finding was made possible by the 
recent development of genetically modified mice. In the absence of exposure to any external 
influences, inflammatory reactions emerge in the brains of these animals that are similar to 
those associated with multiple sclerosis in humans, yet this only occurs when mice have intact 
gut microbiota [48]. Mice without microorganisms in their gut, which remained in a sterile 
environment, remained healthy. When vaccinated, animals bred under sterile conditions, 
with normal intestinal microorganisms, also became ill; however, the gut microbiota influ-
ences the immune systems in the digestive tract, and mice without intestinal flora have fewer 
T cells. On the other hand, the spleen of these animals produces fewer inflammatory sub-
stances, like cytokines, and, in addition, B cells produce few or no antibodies against myelin 
and restore the microbiota of mice, and their T cells and B cells increase their production of 
cytokines and antibodies [49].
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barrier by adjusting the connections between cells. Also, there are recent studies of neu-
rotransmitters that could enable them to communicate with neurons. For example, it has 
been studied how certain metabolites of the bacterial microbiota promote the production of 
serotonin in the cells lining the colon, an interesting finding given that some antidepressant 
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of human diseases including chronic gastritis, peptic ulcers, and stomach cancer and in the 
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reported. More recently, in an extensive study conducted in Denmark that included a total 
of 4484 PD patients diagnosed between 2001 and 2008, and a total of 22,416 controls, it was 
shown that chronic infections with H. pylori or the presence of gastritis contributed to PD or 
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4.2. Demyelinating diseases

There is a broad line of research on the relationship between intestinal microbiota and optic 
neuromyelitis and mainly with experimental autoimmune encephalomyelitis (EAE), an ani-
mal model of multiple sclerosis (MS), and an emerging line that is trying to extrapolate the 
results of the EAE to the MS. Patients with aquaporin-positive neuromyelitis optical have a 
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higher serum antibody response to gastrointestinal antigens than healthy controls, especially 
in extensive myelitis, which seems to be related to the control of the microbiota on auto-
immune inflammation [45]. The peripheral existence of aquaporin-specific T cells, capable 
of developing Th responses, which showed cross-reactivity with a homologous sequence in 
an epitope present in Clostridium perfringens, representative of the commensal flora, has also 
been demonstrated, insinuating a mechanism of responsible cellular mimicry of activating 
said Th response [46]. Demyelination usually occurs as a phenomenon secondary to an infec-
tious disorder or a toxin. In the primary demyelinating processes, its cause is unknown, but 
an autoimmune mechanism is thought to occur because its appearance sometimes follows 
a virosis, an antiviral vaccination, or an alteration of the microbiota. Demyelination tends 
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also of cellular soma, and both processes can be irreversible. Demyelination should be con-
sidered for any patient suffering from a neurological deficit without any other explanation. 
Primary demyelinating disorders are suggested by:

• Diffuse or multifocal deficits

• Sudden onset, especially in young adults

• Appearance within weeks after an infection or vaccination

• A course with ups and downs

• Symptoms indicative of a specific demyelinating process (e.g., unexplained optic neuritis 
or internuclear ophthalmoplegia that suggests multiple sclerosis).
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tors, it could be that a certain individual with certain bacterial microbiota could more easily 
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protective and which are harmful [21, 47]. This surprising finding was made possible by the 
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influences, inflammatory reactions emerge in the brains of these animals that are similar to 
those associated with multiple sclerosis in humans, yet this only occurs when mice have intact 
gut microbiota [48]. Mice without microorganisms in their gut, which remained in a sterile 
environment, remained healthy. When vaccinated, animals bred under sterile conditions, 
with normal intestinal microorganisms, also became ill; however, the gut microbiota influ-
ences the immune systems in the digestive tract, and mice without intestinal flora have fewer 
T cells. On the other hand, the spleen of these animals produces fewer inflammatory sub-
stances, like cytokines, and, in addition, B cells produce few or no antibodies against myelin 
and restore the microbiota of mice, and their T cells and B cells increase their production of 
cytokines and antibodies [49].

Gut-Brain Axis: Role of Microbiota in Parkinson’s Disease and Multiple Sclerosis
http://dx.doi.org/10.5772/intechopen.79493

23



Another group of habitual commensal bacteria related to the regulation of the immune 
response and studied in EAE is lactic acid bacteria. Within this group is Pediococcus acidilac-
tici, which is administered orally and induces an IL-10 mediated response that decreases the 
severity of EAE both therapeutically and prophylactically, through the inhibition of IL-17 and 
IFN-γ and a decrease in cellular infiltrates in the CNS. In this case, the responsible, related 
lymphocytes, rather than being TCD4 + FoxP3+ (with a slight increase), were the type 1 regula-
tory T lymphocytes (Treg1) [50]. The potential use of probiotics in EAE has been investigated. 
Bifidobacterium animalis has been used during lactation of rodents that were later induced for 
EAE, with a reduction in the duration of clinical symptoms, curiously only in male mice. Using 
a combination of three strains of Lactobacillus, they demonstrated that the combination, but 
not each separately, reversed EAE in mice, associated with an increase in TregFoxP3 + lym-
phocytes and IL-4, IL-10 and TGFβ1 in the nodules of lymphatic vessels and the spleen [50]. 
Using other mixtures of probiotics (Lactobacillus, Bifidobacterium, and Streptococcus), similar 
results have been obtained, as well as the association of IL-10 and the development of Treg 
in the mechanism, which, as previously mentioned, leads to a lower polarization of lympho-
cytes T helper toward Th1/Th1 [51]. Scientists would now like to analyze the total microbial 
genome of patients with multiple sclerosis and thus identify differences in the intestinal flora 
of healthy individuals and patients with multiple sclerosis. Scientists are sure that the micro-
biota can also trigger an exaggerated reaction of the immune system against the myelin layer 
in people with a genetic predisposition for multiple sclerosis. Therefore, nutrition can play a 
central role in the disease since diet largely determines the bacteria that colonize the intestine. 
Changing eating habits could explain, for example, why the incidence of multiple sclerosis 
has increased in Asian countries in recent years. Apparently the immune system is activated 
in two stages. First, the T cells in the lymphatic vessels of the gut are activated and proliferate 
together with the proteins of the surface of the myelin layer, and these stimulate the B cells 
to form pathogenic antibodies. Both processes trigger inflammatory reactions in the brain 
that progressively destroy the myelin layer, a process that is very similar to the way multiple 
sclerosis develops in humans [52]. How does the intestinal flora influence the health of the 
brain? This is an area that arouses more and more interest in those who work with neurode-
generative diseases, and understanding this balance and how to control it can open the way to 
a new type of probiotic-based therapy (foods that contain live bacteria that may be beneficial), 
synbiotics which stimulate the growth of existing beneficial bacteria (Figure 7).

In another study, it has been shown that there is a link between intestinal commensal bacteria 
and autoimmune pathologies in murine models of MS. In one study, 34 pairs of monozygotic 
twins were selected, one ill and the other not. This choice permits eliminating the influence of 
genetic factors and reducing the environmental factors in the appearance of MS. In advance, 
they compared fecal microbiota without finding important differences, except for an excess of 
Akkermansia in untreated sick subjects. To test the functionality of these intestinal floras, they 
selected five pairs of twins. The intestinal microbiota of each individual was transferred to 
rodents predisposed to autoimmune encephalomyelitis, which is the animal model of MS. This 
transplant triggered the disease in more than 60% of the animals that received microbiota from 
subjects with MS, compared to 30% in those who received the microbiota of healthy subjects. 
The analysis of the intestinal microbiota of the transplanted animals revealed an increase of the 
Sutterella deficit in the animals that received the microbiota of subjects with MS. However, the 

Eat, Learn, Remember24

presence of this bacterium was associated with a better defense against inflammatory diseases. 
At the immune level, the study shows a deficit in the production of interleukin 10 in the ani-
mals that received the EM microbiota. In parallel, the blockade of this cytokine in rodents that 
received the healthy microbiota increased the incidence of autoimmune encephalomyelitis, 
which suggests that this molecule has a regulatory role in autoimmune diseases of the central 
nervous system [53].

5. Alteration in protein conformation: microbiota and nervous 
system

One of the problems that exist in common in several neurological diseases is alterations in 
the folding of proteins. It is the process by which the sequence of amino acids adopts a three-
dimensional structure that constitutes its native form. In some proteins, in addition to the 
native and unfolding states, there are partially folded states known as intermediates. The 
concentration of proteins in the cytoplasm is high. Despite this, proteins in the native state are 
not normally added. On the other hand, the denatured state has a very short half-life. In this 
sense, various evidences strongly suggest that the aggregation is due to the specific associa-
tion of non-native states. Several diseases that exhibit deposits of aggregated proteins have 
been associated with genetic factors, that is, point mutations in the protein that cause their 
aggregation. How do mutations facilitate aggregation? In physicochemical terms, mutations 

Figure 7. This figure shows an inflammatory pathway in mice very similar to that developed in MS patients. This 
inflammatory reaction is associated with modifications in the intestinal microbiota in mice. This image is a modification 
of QIAGEN’s at www.QIAGEN.com/es/shop/genes-and-pathways/pathway-details/?pwid=29.
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can alter the stability or speed of interconversion between the native form and the fibrillar 
form; denaturing conditions have been found that favor the presence of non-native confor-
mations, which act as precursors of the formation of the altered proteins. Another coinci-
dence that exists in several neuropathologies is that we know what is happening (not always 
everything), but the root cause, what or who initiates, is unknown; we mention that this is 
multifactorial and, in it, we cover part of our ignorance. A particular case is the stabilization 
of the folding of α-synuclein, which is involved in Parkinson’s disease, dementia associated 
with Lewy bodies, and the variant of Alzheimer’s disease also associated with Lewy bodies.

As mentioned above, a large number of proteins without homology, or not associated with 
diseases, present conformational structural alterations. If so, why are not all proteins added? 
And at this point is when we have the obligation to analyze these neuropathologies in a sys-
temic way. Our body has taken thousands of years to perfect itself, and we often forget that the 
set of systems that make up our body is a unit and that this is in constant interaction between 
its organs and systems but also with the environment and other organisms that are part of it, 
including the microbiota, which is currently telling us how there are close dialogs between 
our gut and our nervous system and other systems in a constant back and forth of informa-
tion in both directions. In most diseases described above, their diagnosis is another challenge 
because only if we are strict enough we will only say probable Parkinson’s disease, and this 
will only be corroborated with its postmortem study, the same happens with Alzheimer’s. 
When classifying these diseases, we reach another coincidence in most of them—sporadic or 
genetic—and their percentages between them are similar 85–90% vs. 15–10% (respectively). 
Where the genetic and the environment are usually variations of the same symphony, at the 
end of the day, the relationship between the nervous system and the microbiota of the gut is 
a fact that invites us to reflect on the individuality of the systems and the need for research in 
translational medicine.
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Abstract

Spatial memory is recruited during many classroom-based activities. As such, it is essen-
tial for both educators and students to understand how it operates in a classroom context. 
This chapter begins by providing a systematic overview of how spatial memory is used 
across a variety of academic domains including math, language arts, and science. It also 
reviews some of the typical characteristics of students who have relatively poor spatial 
memory abilities. Finally, it discusses how to best provide efficacious classroom support 
for these students. Taken together, it provides an accessible overview of the educational 
implications of spatial memory that educators and students can consider when trying to 
optimize learning in their classrooms.

Keywords: education, learning, academic achievement, teaching, memory

1. Introduction

Children spend a significant portion of their lives actively engaged in classroom activi-
ties designed to help them learn content, concepts, procedures, and skills. Many of these 
activities require the use of their spatial memory, yet many educators and students are not 
well versed in what spatial memory is or how it works. As evidenced in the other chapters 
in this book, spatial memory can be operationalized through a myriad of lenses. For the 
purpose of the current chapter, we will focus on spatial memory as it relates to the human 
ability to store spatial information in our minds for short periods of time and use that 
spatial information in our current thinking. In other words, spatial memory is the spatial 
workspace that students use in classrooms everyday. The amount of spatial information 
a student can hold and use in this workspace increases with age, but there are also indi-
vidual differences in the amount of spatial information students of the same age can hold 
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and use. Throughout this chapter we will refer to the upper limit of the amount of spatial 
information a student can hold and use at one point in time as spatial memory capacity.

Ample research highlights the central role a student’s spatial memory capacity plays in his 
or her ability to succeed in school [1]. Considering this fact, this chapter aims to provide an 
overview of how spatial memory is used across academic domains, unpack characteristics 
of students who have small spatial memory capacities (relative to their peers), and outline 
evidence-based methods to support such students. Our hope is that this information can help 
position educators and students to optimize learning.

2. The role of spatial memory in academic learning

2.1. Math

Math content and, in turn, math pedagogy change substantially as a child progresses through 
school. Not surprisingly, the role spatial memory plays in math learning also evolves signifi-
cantly throughout the course of schooling.

2.1.1. Preschool

The link between spatial memory and math achievement in preschool-age students has been 
well documented [2]. In fact, a preschooler’s spatial memory capacity is among the best predic-
tors of their performance on arithmetic problems [3] and having a small spatial memory capac-
ity is associated with deficiencies in a preschooler’s arithmetic abilities [4]. One reason for this 
link seems to be the critically important role spatial memory plays in linking number words 
with quantities under the Triple Code Model [5, 6]. More specifically, preschool students learn 
through explicit instruction that number words (e.g. seven) and symbols (e.g. 7) correspond to 
visual and spatial quantities (e.g. an image of seven tokens). With time they develop internal 
mental models that permanently link numbers words and symbols to their appropriate visual 
and spatial quantities. In doing so, they begin to categorize number words and symbols accord-
ing to size [5, 6]. Then, preschoolers use these mental models to solve arithmetic problems by 
adding or subtracting spatially based ‘token’ representations to or from one another [4]. As 
you can imagine, the larger a preschoolers’ spatial memory capacity, the more fluidly they 
can use their mental model to solve arithmetic problems [2]. The role spatial memory plays in 
how preschoolers solve arithmetic problems helps explains why they are more accurate when 
solving non-verbal arithmetic problems than verbal arithmetic problems [4].

2.1.2. Elementary school

Spatial memory continues to play a role in mathematical thinking when students enter ele-
mentary school, but its involvement begins to decrease as they age. In the first few years of 
elementary school, its role is still fairly central. There is a strong correlation between math 
ability and spatial memory capacity in first grade students; 7-year-old who have high overall 
math abilities also have large spatial memory capacities [2] and 7-year-old with low math 
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performance perform worse on spatial memory tasks [1]. In fact, at this age, spatial memory 
capacity predicts more than 10% of ones math scores [2]. Furthermore, research shows that 
spatial interference severely impairs the ability of 6-year-old to solve arithmetic problems [1]. 
Taken together, this evidence suggests that in early elementary school, students still rely quite 
heavily on their spatial memory to do math.

However, as students continue on in elementary school, they shift towards using more verbal-
based strategies to do math. It appears that this transition begins when students are about 
8-year-old; spatial interference only slightly impairs the ability of 8-year-old to accurately 
complete math problems [1]. Keep in mind spatial interference significantly impaired the 
ability of 6-year-old to accurately complete math problems [1]. Verbal interference, however, 
causes severe impairment in 8-year-old math ability [1]. Corresponding, spatial memory pre-
dicts only 3% of 9 and 10 year olds’ scores on math achievement tests, while it predicted 10% 
of the scores of 7-year-old [2]. And by age 10 or 11, spatial memory is no longer a statistically 
significant predictor of performance in addition, subtraction, or multiplication [7].

Multiple theories explain these age-related differences: a developmental theory, a novelty the-
ory, and a domain specificity theory. The developmental theory purports that the age-related 
shift from spatial- to verbal-based strategies simply mirrors the developmental trajectories 
of spatial and verbal memory. Some suggest spatial memory develops earlier than verbal 
memory primarily because younger students are taught using spatial strategies, like finger 
counting [7]. The thought is that such spatial instruction early on may promote the devel-
opment of spatial memory early on. Then, with age and the natural language development 
that comes with it, student’s verbal memory development “catches up” allowing students 
to rely on more on their verbal memory. In addition, in about third grade, many schools 
actually begin to teach students to use explicit verbal strategies to solve math problems, like 
rote memorization (e.g., memorize that 8 times 7 is 56); this may in part explain when this is 
precisely the age we begin to see a diminishing role of spatial memory [3].

The novelty theory proposes that spatial memory is activated when all students, regardless of 
age, first learn a novel math skill [7]. Aligned with the novelty theory is data that shows spikes 
in the predictive power of spatial memory on math achievement each time a new subdomain 
of math is introduced [7]. For example, the predictive power of spatial memory in the subdo-
mains of addition and subtraction spikes in first grade when these subjects are introduced, 
and then the predictive power decreases. There is a similar pattern among third graders; the 
spike in the predictive power of spatial memory on multiplication skills is dependent on the 
specific time a school introduces multiplication. The same goes for fourth graders with divi-
sion [8]. It is worth noting that while the increases in the predictive power of spatial memory 
on multiplication and division exist, they are quite small [7]. Novelty theorists explain that 
this is because while students of all ages use their spatial memory when confronted with new 
and difficult math problems, older students more quickly develop verbal strategies for solv-
ing these types of problems [8].

Finally, the domain specificity theory proposes that spatial memory is associated with differ-
ent math domains to different degrees [8]. For example, addition and subtraction may rely 
heavily on spatial memory because these problems are often solved by physical or visual 
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Taken together, this evidence suggests that in early elementary school, students still rely quite 
heavily on their spatial memory to do math.

However, as students continue on in elementary school, they shift towards using more verbal-
based strategies to do math. It appears that this transition begins when students are about 
8-year-old; spatial interference only slightly impairs the ability of 8-year-old to accurately 
complete math problems [1]. Keep in mind spatial interference significantly impaired the 
ability of 6-year-old to accurately complete math problems [1]. Verbal interference, however, 
causes severe impairment in 8-year-old math ability [1]. Corresponding, spatial memory pre-
dicts only 3% of 9 and 10 year olds’ scores on math achievement tests, while it predicted 10% 
of the scores of 7-year-old [2]. And by age 10 or 11, spatial memory is no longer a statistically 
significant predictor of performance in addition, subtraction, or multiplication [7].

Multiple theories explain these age-related differences: a developmental theory, a novelty the-
ory, and a domain specificity theory. The developmental theory purports that the age-related 
shift from spatial- to verbal-based strategies simply mirrors the developmental trajectories 
of spatial and verbal memory. Some suggest spatial memory develops earlier than verbal 
memory primarily because younger students are taught using spatial strategies, like finger 
counting [7]. The thought is that such spatial instruction early on may promote the devel-
opment of spatial memory early on. Then, with age and the natural language development 
that comes with it, student’s verbal memory development “catches up” allowing students 
to rely on more on their verbal memory. In addition, in about third grade, many schools 
actually begin to teach students to use explicit verbal strategies to solve math problems, like 
rote memorization (e.g., memorize that 8 times 7 is 56); this may in part explain when this is 
precisely the age we begin to see a diminishing role of spatial memory [3].

The novelty theory proposes that spatial memory is activated when all students, regardless of 
age, first learn a novel math skill [7]. Aligned with the novelty theory is data that shows spikes 
in the predictive power of spatial memory on math achievement each time a new subdomain 
of math is introduced [7]. For example, the predictive power of spatial memory in the subdo-
mains of addition and subtraction spikes in first grade when these subjects are introduced, 
and then the predictive power decreases. There is a similar pattern among third graders; the 
spike in the predictive power of spatial memory on multiplication skills is dependent on the 
specific time a school introduces multiplication. The same goes for fourth graders with divi-
sion [8]. It is worth noting that while the increases in the predictive power of spatial memory 
on multiplication and division exist, they are quite small [7]. Novelty theorists explain that 
this is because while students of all ages use their spatial memory when confronted with new 
and difficult math problems, older students more quickly develop verbal strategies for solv-
ing these types of problems [8].

Finally, the domain specificity theory proposes that spatial memory is associated with differ-
ent math domains to different degrees [8]. For example, addition and subtraction may rely 
heavily on spatial memory because these problems are often solved by physical or visual 
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manipulation, whereas multiplication and division may rely more on verbal memory because 
they are often solved by verbally memorized facts [8]. Empirical data offers some support 
for this theory; while spatial memory is associated with all math domains, the relationship 
between math achievement and spatial memory is indeed much stronger for addition and 
subtraction than it is for multiplication and division [8].

Ultimately, all theories highlight a general shift in the role spatial memory plays in math; in 
early elementary school its role is quite strong, but as students progress through elementary 
school its role lessens some.

2.1.3. Adolescence

The role of spatial memory on math does not disappear after elementary school, though. 
Aligned with the novelty theory, adolescents rely more on their verbal memory when solv-
ing math problems with which they are familiar, but they still seem to rely on their spatial 
ability as a back-up strategy when they encounter complex math problems [2, 3]. Other data 
corroborates that the role of spatial memory is not completely gone when students enter ado-
lescence. For example, 14-year-old’s spatial memory capacity is still significantly related to 
their standardized math scores [9]. Similarly, spatial memory at age 18 is positively correlated 
with performance on the math section of the SAT [10], and measures of mental rotation pre-
dict SAT math scores [11]. Furthermore, spatial memory in adolescence is a strong predictor 
of future success in math-related fields. Adolescents with greater spatial ability at age 13 are 
more likely to major in science, technology, engineering, or mathematics (STEM) in college 
and pursue a career in the STEM field [10]. In fact, more than 90% of people who have a PhD 
in a STEM-related field scored in the top quartile for spatial ability at age 11 [12]. So, despite 
the diminishing effect of spatial memory on math over time, it is important to note that its role 
does not seem to taper to nothing.

2.2. Language arts

2.2.1. Reading

Before considering the role spatial memory has on reading, it is essential to highlight that 
reading is a remarkably complex and dynamic process. Spatial memory is just one of many 
cognitive processes that work in concert when a child reads. Understanding this caveat, we 
will review what research tells us about the relationship between spatial memory and reading 
(1) achievement, (2) fluency, and (3) comprehension.

According to a meta-analysis of close to 300 studies, spatial memory can predict reading 
achievement in elementary, middle, and high school students [13]. In fact, spatial memory the 
best predictor of reading achievement of all the cognitive processes examined, which included 
auditory discrimination, auditory memory, auditory blending, auditory comprehension, 
visual discrimination, visual-motor integration, visual closure, visual association, visual– 
spatial relationship, and figure-ground discrimination [13]. Please note: the meta-analysis 
was not intended to be an exhaustive search of all the processes involved in reading; there are 
many processes related to reading that were not included that account for significantly more 

Eat, Learn, Remember34

variance in reading ability than those included. However, when focusing in on this particular 
set of processes, the relative role of spatial memory is noteworthy [13].

Some evidence even suggests that spatial memory may plays a role in reading fluency, or 
the ability to read text quickly, accurately, and with appropriate prosody [14]. Verbal mem-
ory plays a larger role, of course [15, 16], but students with fluency reading disorders show 
reduced verbal and spatial memory capacities compared to typically developing readers. An 
understanding of the specific type of spatial memory that might be involved is still emerging, 
but it seems that it might have something to do with the ability to move visual material in the 
mind, as students with reading fluency disorders do equally well as those without reading 
disorders on tasks utilizing static spatial memory tasks that do not involve reading [17].

When we turn to reading comprehension, the evidence is somewhat clouded. There is a strong 
relationship between overall “working memory” (verbal and spatial memory taken together) 
and reading comprehension [16, 18]. Yet, studies that have attempted to determine the unique 
contribution of spatial memory compared to verbal memory have found little evidence that 
spatial memory contributes anything to reading comprehension above and beyond verbal 
memory. With that said, it is clear that students construct spatially-based mental models of 
situations described in text and update the models as they continue to read [19]. Importantly, 
student’s ability to construct and update these spatial mental models is predictive of reading 
comprehension for elementary, middle, and high school students [19], a clear suggestion that 
some aspect of spatial memory does play a role.

2.2.2. Writing

There is also some evidence that links spatial memory to early writing ability. For example, 
researchers found that spatial memory accounts for a unique proportion of the variance in 
student’s spelling and independent text writing skills in preschool and kindergarten, even 
when controlling for verbal memory [20]. As students age, the importance of verbal memory 
increases as they become more practiced writers and transcribers and can maintain more 
complex strings of sounds in their minds. But in the early stages of writing, the spatial mem-
ory appears to be in high demand as students practice producing novel visual representations 
of formerly solely auditory information [20].

2.3. Science

Most of the work exploring the ways in which students use spatial memory during sci-
ence focuses on scientific thinking, as opposed to science test scores. And, indeed, spatial 
memory appears to be critical to a student’s ability to think like a scientist. This makes sense 
when considering that a student who has superior spatial memory is able to create mental 
models of complex scientific ideas and then mentally manipulate those models, an ability 
necessary for scientific thinking [21]. For example, when a scientific theory that is initially 
presented in words or as an equation, it is often then mentally transformed into an abstract 
spatial representation, such as a graph or model. Moreover, the process of scientific investi-
gation often involves reconciling a theory-based spatial model with a competing data-based 
spatial model. According to the Next Generation Science Standards, this type of scientific 
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manipulation, whereas multiplication and division may rely more on verbal memory because 
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and pursue a career in the STEM field [10]. In fact, more than 90% of people who have a PhD 
in a STEM-related field scored in the top quartile for spatial ability at age 11 [12]. So, despite 
the diminishing effect of spatial memory on math over time, it is important to note that its role 
does not seem to taper to nothing.

2.2. Language arts
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Before considering the role spatial memory has on reading, it is essential to highlight that 
reading is a remarkably complex and dynamic process. Spatial memory is just one of many 
cognitive processes that work in concert when a child reads. Understanding this caveat, we 
will review what research tells us about the relationship between spatial memory and reading 
(1) achievement, (2) fluency, and (3) comprehension.

According to a meta-analysis of close to 300 studies, spatial memory can predict reading 
achievement in elementary, middle, and high school students [13]. In fact, spatial memory the 
best predictor of reading achievement of all the cognitive processes examined, which included 
auditory discrimination, auditory memory, auditory blending, auditory comprehension, 
visual discrimination, visual-motor integration, visual closure, visual association, visual– 
spatial relationship, and figure-ground discrimination [13]. Please note: the meta-analysis 
was not intended to be an exhaustive search of all the processes involved in reading; there are 
many processes related to reading that were not included that account for significantly more 
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variance in reading ability than those included. However, when focusing in on this particular 
set of processes, the relative role of spatial memory is noteworthy [13].

Some evidence even suggests that spatial memory may plays a role in reading fluency, or 
the ability to read text quickly, accurately, and with appropriate prosody [14]. Verbal mem-
ory plays a larger role, of course [15, 16], but students with fluency reading disorders show 
reduced verbal and spatial memory capacities compared to typically developing readers. An 
understanding of the specific type of spatial memory that might be involved is still emerging, 
but it seems that it might have something to do with the ability to move visual material in the 
mind, as students with reading fluency disorders do equally well as those without reading 
disorders on tasks utilizing static spatial memory tasks that do not involve reading [17].

When we turn to reading comprehension, the evidence is somewhat clouded. There is a strong 
relationship between overall “working memory” (verbal and spatial memory taken together) 
and reading comprehension [16, 18]. Yet, studies that have attempted to determine the unique 
contribution of spatial memory compared to verbal memory have found little evidence that 
spatial memory contributes anything to reading comprehension above and beyond verbal 
memory. With that said, it is clear that students construct spatially-based mental models of 
situations described in text and update the models as they continue to read [19]. Importantly, 
student’s ability to construct and update these spatial mental models is predictive of reading 
comprehension for elementary, middle, and high school students [19], a clear suggestion that 
some aspect of spatial memory does play a role.

2.2.2. Writing

There is also some evidence that links spatial memory to early writing ability. For example, 
researchers found that spatial memory accounts for a unique proportion of the variance in 
student’s spelling and independent text writing skills in preschool and kindergarten, even 
when controlling for verbal memory [20]. As students age, the importance of verbal memory 
increases as they become more practiced writers and transcribers and can maintain more 
complex strings of sounds in their minds. But in the early stages of writing, the spatial mem-
ory appears to be in high demand as students practice producing novel visual representations 
of formerly solely auditory information [20].

2.3. Science

Most of the work exploring the ways in which students use spatial memory during sci-
ence focuses on scientific thinking, as opposed to science test scores. And, indeed, spatial 
memory appears to be critical to a student’s ability to think like a scientist. This makes sense 
when considering that a student who has superior spatial memory is able to create mental 
models of complex scientific ideas and then mentally manipulate those models, an ability 
necessary for scientific thinking [21]. For example, when a scientific theory that is initially 
presented in words or as an equation, it is often then mentally transformed into an abstract 
spatial representation, such as a graph or model. Moreover, the process of scientific investi-
gation often involves reconciling a theory-based spatial model with a competing data-based 
spatial model. According to the Next Generation Science Standards, this type of scientific 
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investigation is encouraged in simple formats in elementary school and quite complex for-
mats in high school and college. And it is certainly a process career scientists use; researchers 
observed that scientists often use visualization to mentally manipulate models and modify 
theories when confronted with disconfirming data [22]. Clearly, the visualization and imag-
ery components of spatial memory are necessary for scientific investigation.

It is not surprising then that ample evidence suggests spatial memory abilities can be used to 
predict later success in scientific fields [23–27]. Spatial memory is also predictive of scientific 
creativity [12, 21] and students who have superior spatial memory become expert engineers 
or physical scientists at much higher rates than those who do not have such abilities [12].

For these reasons many argue that spatial memory measures should be regularly administered 
as a way to identify future talent in scientific domains [28], especially considering the need to 
identify and nurture scientific and technical talent is a national priority [29, 30]. But despite 
the potential utility, spatial ability has not been used as a way to identify promising future sci-
entist students, nor has it been incorporated into K-12 scientific curricula or instruction. Many 
researchers have noted this neglect and have noted that is especially surprising in today’s 
globally competitive world [31]. Richard E. Snow expressed his perplexity when saying:

“There is good evidence that [spatial ability] relates to specialized achievements in fields such as archi-
tecture, dentistry, engineering, and medicine. Given this plus the longstanding anecdotal evidence on 
the role of visualization in scientific discovery,. .. it is incredible that there has been so little program-
matic research on admissions testing in this domain ([32], p. 136).”

Instead, verbal ability is most often used to determine an individual’s suitability for a posi-
tion that requires a college degree, such as a scientist or engineer, while spatial memory has 
been used to determine suitability for trade work, such as a technician or mechanic [33]. We 
hope this chapter can provide educators with a better understanding of the power of spatial 
memory and will, in turn, be in a position to use it to identify future talent.

3. Characteristics of students with poor spatial memory

Thus far we have outlined how spatial memory is an underlying cognitive process used across 
a variety of academic tasks, including math, language arts, and science. Considering this, it 
makes sense that students with poorly developed spatial memory might struggle in these 
academic areas, and there is plenty of literature to show that this is the case [34–37]. Evidence 
suggests poor or underdeveloped spatial memory is related to a host of general classroom 
behaviors, as well. Furthermore, there is data to suggest that particular demographic groups 
may develop spatial memory abilities at different rate than other demographic groups. To 
best position teachers to be able to effectively set all students up for success, we will outline 
these characteristics below.

3.1. Poor spatial memory and classroom behavior

Beyond academic achievement, students with poor general memory also tend to demonstrate a 
set of common classroom behaviors. Teachers of students with relatively weak general mem-
ory capacity typically judge (elementary school aged) students as highly inattentive and have 
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having high levels of distractibility [38]. They are also described as often forgetting that they 
are currently doing and failing to remember instructions and, in turn, not being able to com-
plete everyday classroom tasks [34]. They are not hyperactive, though. Instead, these students 
exhibit reserved behavior profiles and struggle the most with attention in large group activi-
ties led by the teacher [38]. Furthermore, poor general memory has shown to be associated 
with a lack of creativity in complex problem solving and poor self-monitoring of own work 
among older students [34, 38]. These studies, along with others, paint a picture of a student 
who has difficult time remaining on task and focused, which is a precursor to learning. Most 
studies on this topic have measured how spatial and verbal memory taken together (i.e., what 
most refer to as general working memory) impact classroom behavior. More research need 
be done to determine how these behavioral problems can be linked specifically to the spatial 
memory subcomponent, but it is clear that both spatial and verbal memory contribute to the 
behaviors [38].

3.2. Poor spatial memory and demographics

There is also some burgeoning evidence linking spatial memory profiles with demographic 
groups. Girls and boys are far more alike than different on most measures of intelligence 
and cognitive processing, but they do differ in spatial memory. Females have been found to 
underperform males on spatial memory tasks as early as preschool and through high school 
[39–41]. A variety of psychobiological factors contribute to these gender differences [39], but 
the differences seem malleable. As a result, the spatial gender difference has been the impetus 
for many interventions.

Neighborhood type seems to be another demographic characteristic that is associated with 
differences in spatial memory. Our own research measured the verbal and spatial memory 
abilities of students living in rural and urban poverty. The students living in rural poverty 
had significantly smaller spatial memory capacities compared to the students living in urban 
poverty [42]. Interestingly, this weakness was specific to spatial memory. The students liv-
ing in rural poverty had larger verbal memory capacities than the students living in urban 
poverty [42]. This work indicates that there is some relationship between impoverished rural 
contexts and spatial memory development, although the specific environmental factors asso-
ciated with the relationship are still under investigation.

Finally, additional evidence shows students with fetal alcohol syndrome (FAS) exhibit 
impaired spatial memory. Specifically, those with FAS consistently demonstrate construc-
tional apraxia, in addition to a wider range of spatial deficits [43]. While this link has been 
documented for some time, further research needs to determine the antecedents and conse-
quences among students with FAS.

There are a variety of psychobiological and environmental variables that impact spatial 
memory development of these demographic groups, as well as typically developing students. 
The current consensus is that some demographic groups, like those we mention, are exposed 
to variables that impede the development of spatial memory and/or not exposed to variables 
that promote its development. Clearly, it is essential that future research determine the psy-
chobiological and environmental factors at play so intervention and prevention work can be 
effectively designed and implemented.
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4. Interventions to support spatial memory weaknesses

Aligned with the notion that spatial memory is (1) malleable and (2) associated with educa-
tional success, much effort has gone into trying to determine how one can improve a student’s 
spatial memory. The types of interventions that have been designed and/or tested can be cat-
egorized into two subtypes: training of spatial memory and classroom adjustments to reduce 
the required load.

4.1. Training of spatial memory

Uttal and colleagues performed a meta-analysis of more than 200 studies to investigate the 
magnitude, durability, and generalizability of training on spatial skills [44]. They concluded 
that training effects of spatial skills have a moderate effect (Hedges’s g = 0.47), are stable over 
time, and transfer to other spatial tasks. From this, they highlight how a “spatially enriched 
education could pay substantial dividends” (p. 352).

Aligned with this conclusion, there is evidence of success for spatial interventions for young 
students that include the use of increased spatial language, maps and models, as well as jig-
saw puzzles [45]. Additionally, early building block skills have been linked to spatial ability; 
Casey and Andrews developed a spatial intervention that uses storytelling and block building 
to increase spatial skills in young students, particularly spatial visualization and mental rota-
tion [46]. Specially, a teacher reads aloud a story in which the characters instruct the students 
to build specific structures with blocks. The intervention was successful in improving the 
spatial skills of kindergarteners, and as a result Casey and Andrews suggest that structured 
block building should be included in classrooms to develop the spatial skills of students [46].

Block building can also be a successful tool to improve the spatial memory among older stu-
dents. Eight-year-old who participated in a block building intervention performed better on 
mental rotation tasks and had increased activity in the parahippocampus, a brain region that 
is involved in spatial memory [47]. In addition, playing the computer game Tetris has been 
linked to increased mental rotation skills in 8-year-old; thus, computer-based interventions 
can be used in schools to improve students’ spatial abilities [48]. Finally, adding spatially chal-
lenging activities to school classes can help improve the spatial skills of students [44]. High 
school students who were trained to use two and three dimensional representations in a phys-
ics course performed better on the spatially demanding task of reading a topography map [44].

4.2. Classroom adjustments to reduce required load

In addition to interventions, suggestions have been made about how teachers can make 
adjustments to their classrooms to reduce the load placed on students’ spatial memories dur-
ing any given activity, thereby allowing them to succeed. Gathercole and Alloway’s eight-step 
approach is among the best known and it was designed to help teachers manage students’ 
spatial memory load and reduce the disruptive effects that heavy spatial memory loads have 
on learning [49]. The first step of this approach is for teachers to recognize spatial memory 
weaknesses by monitoring students for errors including incomplete recall, failure to follow 
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directions, place-keeping errors, and task abandonment [49]. The second step is to monitor 
students’ spatial memory during classwork by asking students for the details of their class-
work and what they intend to do next and the third step is for teachers to assess the spatial 
memory demands of classroom activities [49]. Step four encourages teachers to then reduce 
the spatial memory loads of classroom activities if the demands exceed the spatial memory 
capacities of students [49]. To do so, teachers shorten the number of items to be remembered; 
increase familiarity of information students need to remember; turning multi-step tasks into 
independent steps; and providing and encouraging the use of memory aids, such as num-
ber lines or printed notes [49]. The fifth step is for teachers to be conscious of processing 
demands that increase spatial loads [49], as students may have the spatial memory capac-
ity to succeed in classroom activities, but simultaneous processing tasks may cause working 
memory failures [49]. The sixth step is for teachers to repeat important information often 
and encourage students to request the repetition of this information [49]. The seventh the 
seventh step is for teachers to encourage the use of memory aids like number lines, counting 
devices, Dictaphones, dictionaries, teacher notes, and wall charts can help reduce the pro-
cessing demands and storage load of a classroom activity [49]. Finally, the eighth step is for 
teachers to help students develop memory-relieving strategies [49]. Importantly, Gathercole 
and Alloway claim teachers can reduce the memory load by following the aforementioned 
steps without reducing the amount of content taught and, in turn, learned [49].

4.3. Health and spatial memory

It is also worth mentioning that there are behavioral and medical conditions that can hurt 
one’s memory abilities. For example, regular tobacco use decreases memory function because 
the overall amount of oxygen that the brain receives is reduced [50]. Sleep patterns are also 
related to our ability to consolidate and retrieve information from our memory; if one wakes 
up frequently in the night or gets less than the recommended amount of sleep for their age, 
consolidation and retrieval can be negatively impacted in the short term [51]. Nutrition is 
essential for overall brain function, as well, and ample research has shown that deficiencies in 
specific vitamins (i.e., B1, B12, and E) can negatively affect memory [52]. Considering, it is not 
surprising that work has explored if and how nutritional supplements can improve memory. 
While the work is young and large scale, longitudinal, methodologically sound studies on 
young healthy humans have not yet been completed, there are promising results from stud-
ies about the potential positive impact of a variety of supplements on memory including 
ginko biloba, omega-3 fish oil supplements, Huperzine A, the amino acid Acetyl-L-carnitine, 
Bacopa, and the hormone DHEA. [53]

5. Conclusion

In conclusion, let us consider Jane, an 8-year-old student. Despite her best efforts and those 
of her teachers, Jane struggles to keep up with the academic progress of her classmates. She 
is a hard worker and very well liked by her peers, but her math, reading, and science scores 
are in the lowest quartile of her class. Jane has started to become discouraged by the fact that 

Educational Implications of Spatial Memory
http://dx.doi.org/10.5772/intechopen.79893

39



4. Interventions to support spatial memory weaknesses
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directions, place-keeping errors, and task abandonment [49]. The second step is to monitor 
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memory demands of classroom activities [49]. Step four encourages teachers to then reduce 
the spatial memory loads of classroom activities if the demands exceed the spatial memory 
capacities of students [49]. To do so, teachers shorten the number of items to be remembered; 
increase familiarity of information students need to remember; turning multi-step tasks into 
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the overall amount of oxygen that the brain receives is reduced [50]. Sleep patterns are also 
related to our ability to consolidate and retrieve information from our memory; if one wakes 
up frequently in the night or gets less than the recommended amount of sleep for their age, 
consolidation and retrieval can be negatively impacted in the short term [51]. Nutrition is 
essential for overall brain function, as well, and ample research has shown that deficiencies in 
specific vitamins (i.e., B1, B12, and E) can negatively affect memory [52]. Considering, it is not 
surprising that work has explored if and how nutritional supplements can improve memory. 
While the work is young and large scale, longitudinal, methodologically sound studies on 
young healthy humans have not yet been completed, there are promising results from stud-
ies about the potential positive impact of a variety of supplements on memory including 
ginko biloba, omega-3 fish oil supplements, Huperzine A, the amino acid Acetyl-L-carnitine, 
Bacopa, and the hormone DHEA. [53]

5. Conclusion

In conclusion, let us consider Jane, an 8-year-old student. Despite her best efforts and those 
of her teachers, Jane struggles to keep up with the academic progress of her classmates. She 
is a hard worker and very well liked by her peers, but her math, reading, and science scores 
are in the lowest quartile of her class. Jane has started to become discouraged by the fact that 
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she cannot seem to keep pace with her classmates. As a result, she is beginning to complain 
to her parents that she “doesn’t like school” and “doesn’t want to go to school.” At the most 
recent parent teacher conference Jane’s teacher brought up that Jane has a hard time following 
her instructions. What is important for teachers, parents, and students like Jane to understand 
is that it is possible that her current spatial memory capacity may be one of the underlying 
mechanisms that explain her struggles. Fortunately, Jane’s teachers can make the aforemen-
tioned classroom adjustments to lower that spatial load of classroom activities for Jane in 
ways that will not reduce learning. Simultaneously, research suggests that Jane may benefit 
from some training in spatial memory strategies. Jane should also consider her current health 
and behavioral tendencies, such as sleep and nutrition. Also, perhaps most importantly, if 
Jane is able to identify and understand the underlying cause of her difficulties, she may feel 
less discouraged and more hopeful as she continues though her education.
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Abstract

Some recent studies have explored the false memory and its mechanisms. True memories 
depend on draw in the past, retrieve of the information, remember past events plus recom-
bine (reorganize) them with new information to finally re-encode these elements creating 
a new memory. But, sometimes failures in this system lead to memory errors collaborating 
to false memory formation. This chapter will address new neuropsychological tools to 
evaluate true and false memory performance. Some neuropharmacological aspects as pos-
sible mechanisms of agonist and antagonist modulation of false memory will be discussed.

Keywords: false memory, episodic memory, neuropsychology, neuropharmacology

1. Introduction

1.1. Memory

Memory can be described as the ability to acquire and retain new information and retrieve it 
in a conscious or unconscious way when necessary, being composed of a set of independent 
systems acting in a cooperative way [1]. Daily, we perform several numbers of tasks, such 
as reading a newspaper, calculating the tip at the restaurant, imagining a new layout of the 
furniture in our living room to fit a new sofa, comparing qualities and defects of apartments 
to choose the one that we will rent, and so on. Finally, tasks involving multiple steps that need 
to be kept mentally until a result is established [2].
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1.2. Types of memory: short-term memory, working memory, and long-term 
memory

Memory is, in theory, fragmented into short-term memory, working memory, and long-
term memory.

In 1890, James was the first one to propose the separation of memory in two systems: the 
primary memory, which nowadays could be equivalent to the concept of working memory, 
and the secondary memory that would be analogous to the long-term memory [3]. Atkinson 
and Shiffrin [4] proposed the model known as a modal model that would process information 
at three interconnected levels: (1) modal sensory register, (2) short-term memory, and (3) long-
term memory, the latter being understood as a permanent storage of information (Figure 1). 
According to this model, information from external environmental stimuli are processed in 
different parallel sensorial registers, being stored in a short-term system (primary) with limited 
capacity and later in long-term memory (secondary). In this model, the role of short-term stor-
age is crucial to achieve long-term storage, as well as to the retrieval of information contained 
in this system. The concept of short-term memory refers to the ability to process and store a 
few items, about four, for a very short period (seconds) decaying rapidly over time [5]. Despite 
this rapid forgetting rate, information can be kept longer in memory through rehearsal [4].

One of the most influential models of working memory is that of Baddeley and Hitch proposed 
in 1974 [6]. The model postulates two processing and manipulation loops: the phonological 
loop capable of maintaining and processing verbal information and the visuospatial sketchpad 
which similarly handles visual information. In addition, there is one more attentional com-
ponent, the central executive, who coordinates all information from these subsystems. More 
recently, another integrator component has been incorporated into the model; the episodic 
buffer where information is temporarily held and manipulated before being definitively stored 
in long-term memory. The episodic buffer is a limited capacity storage system that temporarily 
keeps information under the control of the central executive [7]. Working memory is important 
in focusing attention, logic, reasoning, planning, strategy, and learning processes (Figure 2) [8].

Long-term memory is defined as the ability of the subject to acquire, retain, and retrieve informa-
tion from events that occurred hours, days, months, or even years ago. According to Squire and 

Figure 1. Modal model adapted from Atkinson and Shiffrin [4].
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Zola-Morgan [9], long-term memory can be subdivided into declarative (or explicit) memory 
and non-declarative (or implicit) memory. Explicit memory refers to the ability to store and 
consciously remember facts and events; otherwise, the implicit memory is independent of con-
sciousness or intentional recollection and concerns learning, motor, and cognitive skills acquired 
gradually. Most memories stored in implicit memory are procedural memories. It involves 
several types of cognitive abilities, which can be measured through the performance of the 
individual. It occurs through the learning of a series of habits and abilities, making it easier to 
remember after exposure to specific stimuli, such as priming, classical and operant conditioning, 
and nonassociative learning [10].

Declarative memory depends on the integrity of medial temporal lobe structures including the 
hippocampus, parahippocampal gyrus, entorhinal and perirhinal cortices, fornix, and ante-
rior and mediodorsal nuclei in the thalamus. Particularly, it is primarily dependent on mesial 
temporal lobe structures, especially the hippocampus [9]. Declarative memory is conceptually 
subdivided into semantic memory and episodic memory. The semantic memory is relative to 
the ability to acquire knowledge in general, such as knowledge of the world, concepts, and 
vocabulary, and does not depend on context for its evocation [11]. Episodic memory is a type 
of declarative memory that temporarily receives and stores information and its temporospatial 
relationships.

The episodic memory is the one who is most interested in the studies of false memories. 
Retrieval, also known as recall or remembering, is considered the reaccessing of events or 
information previously encoded and stored in our brain in the past. On the other hand, recog-
nition is a subcategory of declarative memory, defined as the ability to recognize previously 
encountered events, objects, or people.

To test false memory, one can apply the word free recall task on subjects because it implies the 
recall of some words on a given occasion, that is, within a certain temporospatial context, but 
also recognition task is verily applied in several studies related to this topic (see items 2 and 3) 
(Figure 3).

Figure 2. Model of working memory adapted from Baddeley.
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So far, we have explored the types of memory: short-term memory, long-term memory, and 
working memory, which also clearly play a role in false memory processes. Now, we will 
present a very important type of memory in the formation of false memories, which is the 
emotional memory.

1.3. Emotional memory

Emotional reactions can be measured according to subjective reports (e.g., evaluation scales), 
objectives (e.g., physiological responses, such as heart rate and electrical conductance), and 
observation of behaviors (e.g., expressions) [12].

Human emotional experiences can be characterized by two main affective dimensions: valence 
and arousal. Valence refers to a continuous evaluation that varies from unpleasure (negative 
valence-unpleasant) to pleasure (positive valence-pleasant), passing through the neutral clas-
sification. The arousal refers to a continuous evaluation that varies from calm to stimulation. The 
emotional reaction to any stimulus (e.g., images and words) can be classified according to the 
valence and the arousal. In 1980, Lang developed a nonverbal pictographic measure for the sub-
jective evaluation of valence and the arousal, the Self-Assessment Manikin (SAM) [13]. The SAM 
has the purpose of evaluating more objectively the affective dimensions of stimuli, used in stud-
ies on motivation, attention, and memory. At this task, usually, a stimulus that causes emotional 
reactions with low levels of valence is classified as negative, with medium levels as neutral, and 
with high levels as positive. Likewise, for the arousal, low-level stimuli are described as relaxing, 
with medium levels as non-stimulating and with high levels such as arousal.

Words and photographs classified as being of negative or positive valence present stimulat-
ing arousal level and are more likely to be correctly retrieved than similar stimuli classified 
as neutral and not stimulant [14]. Additionally, some studies have suggested that the arousal 
reinforces the encoding of central aspects of a stimulus through unintentional attention mecha-
nisms while at the same time tends to decrease the encoding of peripheral details of stimuli [15]. 
For example, looking at a photo of an accident between two cars on a highway, people tend to 
remember more the central and significant aspects of the event (e.g., crumpled cars) than the 

Figure 3. Long-term memory according to Squire and Zola’s [9] definition.
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peripheral aspects of the event (e.g., a traffic board or advertisement billboards on the side of 
the road) [16]. Sometimes these circumstances facilitate the false memory formation once some 
peripheric details could not be well encoded and may be re-encoded in a wrong way and falsely 
retrieved in the future.

Several studies have shown that episodes that contain emotional relevance have a greater prob-
ability of being remembered than those that do not contain it: so, there are advantages in the 
retrieval of stimuli classified as stimulants compared to non-stimulating stimuli. The emotion 
promotes better encoding of the memory trace due to greater rehearsal, attention, and elaboration 
that it provides [17].

The amygdala is the primary orchestrator of emotional memory without which the emotional 
effects in memory do not occur. The amygdala is responsible for the incremental effect of 
emotion in declarative memory [18]. The amygdala affects the memory, whether in encoding 
as in storage, modulating, or increasing the activity of other brain regions, such as the hip-
pocampus. On the other hand, the hippocampus influences the responses of the amygdala 
when emotional stimuli are involved [19]. A case study of a patient who had bilateral lesion 
of the amygdala related that he did not enjoy the typical benefit of emotion in increasing the 
memory for images of positive or negative emotional content [20]. Another interesting data 
come from a functional magnetic resonance study dependent on the blood oxygenation-level-
dependent functional magnetic resonance imaging (BOLD fMRI)reporting that Parkinson’s 
patients present abnormal activation of the amygdala that is associated with deficiencies in 
responses to emotional stimuli of fear [21].

There are two main effects of emotion in explicit memory, both mediated by the amygdala: 
effect at the time of encoding, including increased attention and elaboration, and the post-encoding 
effect that includes the release of cortisol and increased consolidation of memory trace. At the 
time of memory consolidation, the hormones released in the hypothalamus-pituitary-adrenal axis, 
under the influence of the amygdala, act in the hippocampus assisting the storage of stimuli, 
making them more resistant to forgetting and interference. In this way, it facilitates retrieval [22].

Emotional valence can affect explicit memory through its influence on the activity of the 
adeno-pituitary gland, modifying the release of stress hormones that interact with the amyg-
dala. The modulation effect of emotional valence, through the amygdala action, acts specifi-
cally in the areas of memory consolidation such as the hippocampus. Studies have shown that 
the amygdala and hippocampus systems are independent. For example, one of these studies 
used the fear-conditioning paradigm where the emergence of a blue square on the screen is 
halted with a shock to the wrist. Patients with amygdala lesions did not show the normal 
physiological response of fear of dodging the shock, although they reported that they knew 
that the blue square preceded the same. That is, the prediction of what was going to occur, 
that is, the event itself, was intact, because it depends on the hippocampus, while the emo-
tional link does not. Patients with damage to the hippocampus showed an opposite pattern 
[23]. There is evidence that the activation of the amygdala can be modulated by attention. 
The amygdala does not respond differently to faces with emotional content when attentional 
resources are being divided to another focus, which indicates that the emotional processing 
in the amygdala is susceptible to “top-down” control [24].
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Other important anatomical areas activated during emotional memory processing are 
the anterior cingulate cortex, nucleus accumbens, septum, ventral tegmental area, insula, 
somatosensory cortex, and brainstem. A study of functional neuroimaging demonstrated a 
correlation between the activation of the anterior cingulate cortex, emotion, and attention 
[25]. In 2000, Bush and collaborators published a review that cites several studies that 
evidence the involvement of the anterior cingulate cortex in a circuit involving attention in 
the regulation of cognitive and emotional processes [26]. Evidence suggests that this area 
is activated during the perception of emotion, affection, and pain, during the symptoms of 
post-traumatic disorder and the detection of errors [26, 27]. The anterior cingulate cortex 
is, in turn, related to the visceral, attentional, and emotional integration of the informa-
tion involved with the regulation of affection and other forms of “top-down” control. It is 
also suggested that it is the key substrate for emotional awareness and the central repre-
sentation of the autonomic arousal. These neuroimaging studies involving various types 
of emotional stimuli have determined the affective subdivision of the anterior cingulate 
cortex. It seems that this area is activated when the subject must monitor conflicts between 
the functional state of the organism and any new information that has relevant affective 
and emotional consequences. When such conflicts are detected, the areas of the anterior 
cingulate cortex project to the prefrontal cortex and nuclei of the base where options for 
responses will be evaluated. The prefrontal cortex plays an important role in emotion feed-
back; particularly, the ventromedial prefrontal cortex is active when decisions need to be 
made based on the emotional properties of the stimuli [30]. Generally, behavioral choices 
that require decision-making are influenced by the immediate affective consequence of 
a situation (e.g., a reward). In these situations, regions of the left prefrontal cortex are 
active when the target is related to appetitive situations, while the right prefrontal cortex 
is activated in negative [28, 29].

2. False memory

True memory is the real retrieval of an event of any nature, be it visual, verbal, or other-
wise. True memories are constantly being rewritten (re-encoding). On the other hand, false 
memory is defined as the recollection of an event that did not happen or a distortion of an 
event that indeed occurred. Otherwise, confabulation is the formation of false memories, 
perceptions, or beliefs about yourself or the environment because of neurological or psy-
chological dysfunction. During this process, confusion between imagination and memory or 
even confusion between true memories may occur.

Since the past decade, the phenomenon of false memories is drawing attention in the mental 
health area. Research in the field of mental health and legal area has suggested that emotion can 
influence the production of false memories. Some studies have indicated that certain psycho-
therapeutic techniques which are based on the retrieval of emotional memories in children can 
produce vivid memories of events that have not really occurred, for example, alleged cases of 
sexual violence suffered during childhood [30]. The memory of these children can be reconfig-
ured in the wrong way. In the legal area, the impact of emotion on the functioning of memory 
may compromise the exercise of justice, since the person who has witnessed some crime, viola-
tion, and/or suffer if any kind of violence may be subject to distortion of their memories [31]. 
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The relationship between the emotion and the production of false memories, however, is dif-
ficult to test with autobiographical memories since a detailed comparison between the informa-
tion retrieved and details of the original event is practically unfeasible [16, 32].

False memories can also occur in the ordinary day-to-day life (not necessarily in pathological 
or traumatic situations). For example, in this conversation, “Yesterday I met a friend on the 
street and said, ‘Hi, Brad, how are you?’ And he said, ‘Thank you, but my name is Fred!’” This 
is the percentage of false memories we observe, for example, at control subjects during the 
performance of a task on trials about false memories.

False memories are a consequence of how memories are built in the brain. Since the pioneer-
ing studies of Milner and her colleagues [33] on H.M., an amnesic patient who after the surgi-
cal resection of a large part of his medial temporal lobe presented many specific changes in 
his memory, the idea of memory as a single entity has been losing support. What was thought 
to be unique engrams of lived experiences has since then been broken down in a series of 
pieces that must be joined together to give rise to the experience of retrieving memories. Each 
one of these pieces is acquired with different codes and stored in different locations in the 
brain, depending on the different contexts in which they were obtained and in which they are 
recollected later. That is, the retrieval operation depends on the external and internal condi-
tions at encoding and at retrieval. Memory cues remind details of the input occasion and are 
a necessary condition to the retrieval. Other external inputs like feelings, thoughts, and the 
motivational state are also very important for a true retrieval but sometimes may be not like 
the original situation.

In agreement with the conception that memory is composed of several systems, Brainerd and 
Reyna [34] proposed the fuzzy-trace theory (FTT). According to FTT, episodic memory consists 
of two independent and parallel subsystems called the literal system and essence. These two 
subsystems encode information in the form of different representations, constituting literal 
memory and memory of essence. While literal memory stores the specific and detailed traits 
of the episodes, the essence memory stores the nonspecific sense, e.g., the meaning, and the 
general patterns of the episodes. For the FTT, true memories are mostly due to the retrieval of 
literal memories. False memories, therefore, would be arising from the retrieval of memories 
of essence [35].

Traditionally, false memories have been investigated through various types of experimental 
procedures that enhance their occurrence, using materials such as slides, films, and sentences.

In the last decade, a widespread methodology is the list of associated words. This procedure, 
known by the acronym DRM, was developed by Roediger and McDermott [36] based on 
previous studies done by Deese many years before (1959). DRM consists of lists of words that 
are presented to be memorized (study phase) and later recognized (test phase). For this, stan-
dardized verbal stimuli (word lists) with neutral and emotional content (positive and nega-
tive) are adopted in a way to evaluate if the recognition was true or false, even if it is familiar 
or not. This method of organizing stimuli into thematically related sets was inspired by the 
previous research with words, which produced robust false recognition effects (see item 3).

It is thought that such false memories arise from the automatic activation of conceptually related 
words or “gist” information [37]. Thus, when reading the words in the study phase, people 
encode the target words through literal representations (specific and detailed characteristics, 
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Other important anatomical areas activated during emotional memory processing are 
the anterior cingulate cortex, nucleus accumbens, septum, ventral tegmental area, insula, 
somatosensory cortex, and brainstem. A study of functional neuroimaging demonstrated a 
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responses will be evaluated. The prefrontal cortex plays an important role in emotion feed-
back; particularly, the ventromedial prefrontal cortex is active when decisions need to be 
made based on the emotional properties of the stimuli [30]. Generally, behavioral choices 
that require decision-making are influenced by the immediate affective consequence of 
a situation (e.g., a reward). In these situations, regions of the left prefrontal cortex are 
active when the target is related to appetitive situations, while the right prefrontal cortex 
is activated in negative [28, 29].

2. False memory

True memory is the real retrieval of an event of any nature, be it visual, verbal, or other-
wise. True memories are constantly being rewritten (re-encoding). On the other hand, false 
memory is defined as the recollection of an event that did not happen or a distortion of an 
event that indeed occurred. Otherwise, confabulation is the formation of false memories, 
perceptions, or beliefs about yourself or the environment because of neurological or psy-
chological dysfunction. During this process, confusion between imagination and memory or 
even confusion between true memories may occur.

Since the past decade, the phenomenon of false memories is drawing attention in the mental 
health area. Research in the field of mental health and legal area has suggested that emotion can 
influence the production of false memories. Some studies have indicated that certain psycho-
therapeutic techniques which are based on the retrieval of emotional memories in children can 
produce vivid memories of events that have not really occurred, for example, alleged cases of 
sexual violence suffered during childhood [30]. The memory of these children can be reconfig-
ured in the wrong way. In the legal area, the impact of emotion on the functioning of memory 
may compromise the exercise of justice, since the person who has witnessed some crime, viola-
tion, and/or suffer if any kind of violence may be subject to distortion of their memories [31]. 
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The relationship between the emotion and the production of false memories, however, is dif-
ficult to test with autobiographical memories since a detailed comparison between the informa-
tion retrieved and details of the original event is practically unfeasible [16, 32].

False memories can also occur in the ordinary day-to-day life (not necessarily in pathological 
or traumatic situations). For example, in this conversation, “Yesterday I met a friend on the 
street and said, ‘Hi, Brad, how are you?’ And he said, ‘Thank you, but my name is Fred!’” This 
is the percentage of false memories we observe, for example, at control subjects during the 
performance of a task on trials about false memories.

False memories are a consequence of how memories are built in the brain. Since the pioneer-
ing studies of Milner and her colleagues [33] on H.M., an amnesic patient who after the surgi-
cal resection of a large part of his medial temporal lobe presented many specific changes in 
his memory, the idea of memory as a single entity has been losing support. What was thought 
to be unique engrams of lived experiences has since then been broken down in a series of 
pieces that must be joined together to give rise to the experience of retrieving memories. Each 
one of these pieces is acquired with different codes and stored in different locations in the 
brain, depending on the different contexts in which they were obtained and in which they are 
recollected later. That is, the retrieval operation depends on the external and internal condi-
tions at encoding and at retrieval. Memory cues remind details of the input occasion and are 
a necessary condition to the retrieval. Other external inputs like feelings, thoughts, and the 
motivational state are also very important for a true retrieval but sometimes may be not like 
the original situation.

In agreement with the conception that memory is composed of several systems, Brainerd and 
Reyna [34] proposed the fuzzy-trace theory (FTT). According to FTT, episodic memory consists 
of two independent and parallel subsystems called the literal system and essence. These two 
subsystems encode information in the form of different representations, constituting literal 
memory and memory of essence. While literal memory stores the specific and detailed traits 
of the episodes, the essence memory stores the nonspecific sense, e.g., the meaning, and the 
general patterns of the episodes. For the FTT, true memories are mostly due to the retrieval of 
literal memories. False memories, therefore, would be arising from the retrieval of memories 
of essence [35].

Traditionally, false memories have been investigated through various types of experimental 
procedures that enhance their occurrence, using materials such as slides, films, and sentences.

In the last decade, a widespread methodology is the list of associated words. This procedure, 
known by the acronym DRM, was developed by Roediger and McDermott [36] based on 
previous studies done by Deese many years before (1959). DRM consists of lists of words that 
are presented to be memorized (study phase) and later recognized (test phase). For this, stan-
dardized verbal stimuli (word lists) with neutral and emotional content (positive and nega-
tive) are adopted in a way to evaluate if the recognition was true or false, even if it is familiar 
or not. This method of organizing stimuli into thematically related sets was inspired by the 
previous research with words, which produced robust false recognition effects (see item 3).

It is thought that such false memories arise from the automatic activation of conceptually related 
words or “gist” information [37]. Thus, when reading the words in the study phase, people 
encode the target words through literal representations (specific and detailed characteristics, 
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e.g., sound, spelling) and representations of essence (general characteristics and unspecific, 
e.g., the meaning). In the test phase, people recall or recognize the target words (true memory) 
by retrieving the literal and essence traces but recall or recognize the critical words (false mem-
ory) through retrieval only of essence traces. FTT has been widely used in interpreting results 
from research using the DRM procedure, for example, in studies that evaluated the effects of 
triazolam and scopolamine in the production of false memories for neutral words [38, 39].

In recognition tasks, in which the participants must distinguish items whose presentations are 
episodically remembered from those that seemed to be merely familiar that means they do not 
have a full memory. They recognize stimuli (words or images) previously presented (study 
phase) in a list that includes items that have not been presented before (recognition phase). 
Current models of recognition memory consider that recognition involves both familiarity and 
recollection. Familiarity seems to operate more quickly than the recollection, being defined 
as a quick decision of recognition. Some authors interpret the “remember” and “know” as 
responses that reflect different processes, of recollection and familiarity, respectively [40, 41].

The classification of stimuli in different emotional dimensions is also necessary, because some 
studies have shown that valence and the arousal influence the indexes of retrieval through 
different cognitive processes and neural mechanisms [42, 43]. It is assumed that valence and 
the arousal improve recollection, while the arousal increases familiarity [14]. On the other 
hand, true memories (events or thoughts) are often associated with retrieved experiences 
and feelings of familiarity, while false memories are characterized by feeling familiarity and 
no distinct state of consciousness [44]. During a recognition test, a decision-making process 
occurs whose participants give a “remember” answer when they recognize items that are 
accompanied by a conscious retrieval of their occurrence during an episodic memory study. 
On the other hand, they give a “know” answer to those items that do not evoke any detail, but 
which are recognized by other bases. The detailed instructions given to the participants for 
the “remember-know” trial can be obtained in previous studies [41, 45].

3. Neuropsychology as clinical tools to true and false memory: 
evaluation and rehabilitation

3.1. Evaluation

Some tests are classically used to evaluate false memory. One of them (cited above) is the 
DRM, a recognition test that associates words with neutral and emotional content. Each list 
contains 15 words (it may change depending on the study), and the words commonly chosen 
are those with the highest rates of false recognition. The word lists comprised some positive 
(e.g., music, fruit, sweet, and sleep), some neutral (e.g., chair, cold, pen, and high), and other 
negative contents (e.g., thief, trash, pain, and fear). The presentation order of the words is 
randomly generated and varied for each subject. The participants are instructed to encode all 
lists. The words of each list revolve around a theme in which it is strongly associated. These 
words were termed critical keywords [e.g., smoke (critical word), for which associated words 
that belong to a common theme are cigarette, puff, blaze, billows, pollution, ashes, cigar, chim-
ney, fire, tobacco, stink, pipe, lungs, flames, and stain] that were the related lures. The critical 
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word, smoke, that translates the thematic essence of the list and is semantically associated 
with all other words of the list is not presented in the memorization stage (study phase). The 
word smoke is remembered or recognized many times in the same proportion as words from 
the list studied.

The recognition task is carried out immediately (hours, days, etc.) after presentation of lists. It 
consists of 90 words, of which 45 of them are targets, 15 related lures, and 30 unrelated lures. 
The targets are the studied words in the original material taken from positions 1, 8, and 10 of 
the lists (hit rates); the related lures are words not presented in the original material but rep-
resent the semantic essence of each of the lists (false alarm); and the unrelated lures are words 
not presented in the original material that have no semantic relationship with them (response 
bias measured by item intrusions). The subjects were asked to circle the words, presented in 
a sheet of paper that they thought to have seen before. If they circle a target, the measure is 
considered a “hit rate,” and if they circle a related lure, it is considered a “false alarm.”

Another task to evaluate visual false memory is the DRM-IAPS, developed according to the 
same criterion of DRM paradigm adapted for the construction of a set of associated images 
from the International Affective Picture System (IAPS) [46]. The IAPS in turn must be stan-
dardized according to each population studied since it may vary according to it. It evaluates 
the emotional memory, constituting an adequate task to evaluate false memories.

As the DRM task, the DRM-IAPS (Figure 4) consists of two phases: the study phase (encoding) 
and recognition phase (recognition). The study phase consisted of 20 blocks with 6 pictures 

Figure 4. Example of DRM-IAPS task blocks (negative, positive, and neutral valences). Study and recognition phases.
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e.g., sound, spelling) and representations of essence (general characteristics and unspecific, 
e.g., the meaning). In the test phase, people recall or recognize the target words (true memory) 
by retrieving the literal and essence traces but recall or recognize the critical words (false mem-
ory) through retrieval only of essence traces. FTT has been widely used in interpreting results 
from research using the DRM procedure, for example, in studies that evaluated the effects of 
triazolam and scopolamine in the production of false memories for neutral words [38, 39].

In recognition tasks, in which the participants must distinguish items whose presentations are 
episodically remembered from those that seemed to be merely familiar that means they do not 
have a full memory. They recognize stimuli (words or images) previously presented (study 
phase) in a list that includes items that have not been presented before (recognition phase). 
Current models of recognition memory consider that recognition involves both familiarity and 
recollection. Familiarity seems to operate more quickly than the recollection, being defined 
as a quick decision of recognition. Some authors interpret the “remember” and “know” as 
responses that reflect different processes, of recollection and familiarity, respectively [40, 41].

The classification of stimuli in different emotional dimensions is also necessary, because some 
studies have shown that valence and the arousal influence the indexes of retrieval through 
different cognitive processes and neural mechanisms [42, 43]. It is assumed that valence and 
the arousal improve recollection, while the arousal increases familiarity [14]. On the other 
hand, true memories (events or thoughts) are often associated with retrieved experiences 
and feelings of familiarity, while false memories are characterized by feeling familiarity and 
no distinct state of consciousness [44]. During a recognition test, a decision-making process 
occurs whose participants give a “remember” answer when they recognize items that are 
accompanied by a conscious retrieval of their occurrence during an episodic memory study. 
On the other hand, they give a “know” answer to those items that do not evoke any detail, but 
which are recognized by other bases. The detailed instructions given to the participants for 
the “remember-know” trial can be obtained in previous studies [41, 45].

3. Neuropsychology as clinical tools to true and false memory: 
evaluation and rehabilitation

3.1. Evaluation

Some tests are classically used to evaluate false memory. One of them (cited above) is the 
DRM, a recognition test that associates words with neutral and emotional content. Each list 
contains 15 words (it may change depending on the study), and the words commonly chosen 
are those with the highest rates of false recognition. The word lists comprised some positive 
(e.g., music, fruit, sweet, and sleep), some neutral (e.g., chair, cold, pen, and high), and other 
negative contents (e.g., thief, trash, pain, and fear). The presentation order of the words is 
randomly generated and varied for each subject. The participants are instructed to encode all 
lists. The words of each list revolve around a theme in which it is strongly associated. These 
words were termed critical keywords [e.g., smoke (critical word), for which associated words 
that belong to a common theme are cigarette, puff, blaze, billows, pollution, ashes, cigar, chim-
ney, fire, tobacco, stink, pipe, lungs, flames, and stain] that were the related lures. The critical 
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word, smoke, that translates the thematic essence of the list and is semantically associated 
with all other words of the list is not presented in the memorization stage (study phase). The 
word smoke is remembered or recognized many times in the same proportion as words from 
the list studied.

The recognition task is carried out immediately (hours, days, etc.) after presentation of lists. It 
consists of 90 words, of which 45 of them are targets, 15 related lures, and 30 unrelated lures. 
The targets are the studied words in the original material taken from positions 1, 8, and 10 of 
the lists (hit rates); the related lures are words not presented in the original material but rep-
resent the semantic essence of each of the lists (false alarm); and the unrelated lures are words 
not presented in the original material that have no semantic relationship with them (response 
bias measured by item intrusions). The subjects were asked to circle the words, presented in 
a sheet of paper that they thought to have seen before. If they circle a target, the measure is 
considered a “hit rate,” and if they circle a related lure, it is considered a “false alarm.”

Another task to evaluate visual false memory is the DRM-IAPS, developed according to the 
same criterion of DRM paradigm adapted for the construction of a set of associated images 
from the International Affective Picture System (IAPS) [46]. The IAPS in turn must be stan-
dardized according to each population studied since it may vary according to it. It evaluates 
the emotional memory, constituting an adequate task to evaluate false memories.

As the DRM task, the DRM-IAPS (Figure 4) consists of two phases: the study phase (encoding) 
and recognition phase (recognition). The study phase consisted of 20 blocks with 6 pictures 

Figure 4. Example of DRM-IAPS task blocks (negative, positive, and neutral valences). Study and recognition phases.
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that were elaborated, having a total of 120 photos (it may change according to the trial). The 
images are taken from the IAPS, which contains hundreds of color photographs capable of 
eliciting various emotional states. These images range from pleasant to unpleasant, arousal 
or relaxing, or neutral. The picture valence may be positive (e.g., food, sports, sex, etc.) or 
negative (e.g., guns, mutilated bodies, violence, and accidents). Each photograph, taken from 
the IAPS, showed a certain level of arousal and valence, whose average is calculated for each 
of the 20 blocks. These visual stimuli can induce various emotional states and represent many 
aspects of real life, sports, fashion, natural disasters, accidents, landscapes, pornography, vio-
lence, etc. and act as powerful generators of emotions easily presented in the experimental 
laboratory context, thus, allowing accurate control of their timing and exposure time.

So, usually most of the tasks aimed to study false memories consist of two phases: (1) the 
encoding phase (or study phase) and (2) retrieval phase (recognition or free recall phase test). 
During the recognition task, the subject may decide if they have seen the picture (stimulus) 
before or not. “Yes” responses to targets provided an index of true recognition, whereas “yes” 
responses to related lures provided an index of false recognition. During the recognition 
phase, it is also possible to evaluate the level of confidence of responses (“know/remember” 
answers). Physiological measures outcoming from emotional responses according to valence 
as well as arousal of the stimuli are commonly taken.

Other common tasks used on trials aimed to study false memories are as follows: emotional 
responses to pictures IAPS, personality trait of words, recognition of facial emotions, or films 
[46–50].

3.2. Neuropsychology and neuropsychological rehabilitation

The main role of neuropsychology is the evaluation of cognitive functions and their relation to 
behavior, which means to investigate the cerebral changes and their impact on the behavior of 
the individual. Neuropsychology is, in a broad sense (latus), the study of the relations between 
the brain and the behavior and, in a strict sense (strictum), is the professional field of research 
that investigates the cognitive and behavioral alterations associated with brain lesions [51].

Neuropsychology involves various types of knowledge such as neuroanatomy, neurophysiology, 
neurochemistry, and neuropharmacology, which contributes to the professional performance 
of the psychologist in the application of resources such as psychometry, clinical psychology, 
experimental psychology, psychopathology, and cognitive psychology. It is aimed to investigate 
cognitive functions such as memory, language, attention, executive function, perception, praxis, 
gnosis, mood, and personality disorders [52].

This investigation of the relationship between brain functions and behavior begins with neuro-
psychological evaluation, thenceforth due to neuropsychological and cognitive rehabilitation to 
be taken. Cognitive and neuropsychological rehabilitation are part of the field of psychology, first 
aimed to enable both patients and family members to minimize or overcome the cognitive deficits 
resulting from neurological disorders (acquired or congenital) and then the search for strategies 
for treatment of cognitive impairments, dealing with behavioral, social, and emotional changes in 
a way to improve quality of life of the patient [51]. There are many cognitive intervention technol-
ogies used as an aid to neuropsychological rehabilitation of the patient with different disorders 
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such as temporal lobe epilepsy, schizophrenia, and stroke, among others. Varied from the simple 
the use of notes that help, for example, a patient with schizophrenia to remind their activities and 
commitments, until memory training, brain training, computerized exercises, and so on.

Just recently the researchers began to analyze false memories in pathological conditions (e.g., 
schizophrenia, post-traumatic stress disorder, and dementia) [53–56]. There are still many 
doubts to be elucidated in this fascinating area, and therefore the rehabilitation interventions 
are still to be defined in the next years.

4. Neuropharmacology on memory and false memories 
(dopaminergic modulation and other systems)

4.1. Dopaminergic modulation of true memories

The prefrontal cortex plays an essential role in the mediation of working memory, which 
has been observed in neuroimaging and neurophysiology studies, in monkeys and humans 
[57, 58]. Studies have demonstrated dopaminergic modulation of executive functions, work-
ing memory, and emotion [59, 60]. Studies with monkeys have shown that activation of 
dopamine D1 receptors in the prefrontal cortex is necessary for the expression of working 
memory [57, 61]. Also, in humans, there is evidence of the predominant role of dopamine D1 
receptor with working memory [57, 62]. However, other studies with dopaminergic D2 recep-
tor antagonists and agonists have shown that they are also implicated in working memory 
in humans and monkeys [63–65]. According to Takahashi and colleagues, hippocampal D2 
receptors also influence frontal lobe functions, such as executive functions and verbal flu-
ency [66]. Studies have particularly demonstrated the involvement of dopamine D2 receptors 
in working memory, executive functions, working memory capacity, selective attention, and 
shifting [67–69]. Studies suggest that dopaminergic D1 and D2 receptors have complementary 
functions [70, 71].

Dopaminergic modulation of episodic memory was observed in humans [72]. Decreased 
binding to D2 dopaminergic receptors in the hippocampus has been implicated in impairment 
of memory performance and learning impairments in Alzheimer’s patients [73–75] and in 
experimental animals [76, 77]. There are many studies in humans and animals aimed to verify 
the involvement of dopamine in attentional mechanisms, executive functions, and working 
memory. Although the literature involving dopamine and emotion when referring to reward 
and addiction mechanisms is ample, few studies have evaluated the influence of dopaminer-
gic receptors on emotional episodic memory.

Some neurological and psychiatric pathologies such as Parkinson’s disease, schizophrenia, 
autism, attention deficit, Huntington’s disease, and lesions of the frontal lobe present emotional 
process impairments. All these pathologies involve the dopaminergic system that suggests the 
participation of dopamine in emotion [78–83]. Moreover, emotional processes depend on dif-
ferent structures; many of them comprise the limbic system that has dopaminergic innervation. 
Many biochemicals, pharmacological, and neuroimaging studies reinforce the idea of dopami-
nergic contribution in emotion. A study with Parkinson’s disease suggests that an abnormal state 
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that were elaborated, having a total of 120 photos (it may change according to the trial). The 
images are taken from the IAPS, which contains hundreds of color photographs capable of 
eliciting various emotional states. These images range from pleasant to unpleasant, arousal 
or relaxing, or neutral. The picture valence may be positive (e.g., food, sports, sex, etc.) or 
negative (e.g., guns, mutilated bodies, violence, and accidents). Each photograph, taken from 
the IAPS, showed a certain level of arousal and valence, whose average is calculated for each 
of the 20 blocks. These visual stimuli can induce various emotional states and represent many 
aspects of real life, sports, fashion, natural disasters, accidents, landscapes, pornography, vio-
lence, etc. and act as powerful generators of emotions easily presented in the experimental 
laboratory context, thus, allowing accurate control of their timing and exposure time.

So, usually most of the tasks aimed to study false memories consist of two phases: (1) the 
encoding phase (or study phase) and (2) retrieval phase (recognition or free recall phase test). 
During the recognition task, the subject may decide if they have seen the picture (stimulus) 
before or not. “Yes” responses to targets provided an index of true recognition, whereas “yes” 
responses to related lures provided an index of false recognition. During the recognition 
phase, it is also possible to evaluate the level of confidence of responses (“know/remember” 
answers). Physiological measures outcoming from emotional responses according to valence 
as well as arousal of the stimuli are commonly taken.

Other common tasks used on trials aimed to study false memories are as follows: emotional 
responses to pictures IAPS, personality trait of words, recognition of facial emotions, or films 
[46–50].

3.2. Neuropsychology and neuropsychological rehabilitation

The main role of neuropsychology is the evaluation of cognitive functions and their relation to 
behavior, which means to investigate the cerebral changes and their impact on the behavior of 
the individual. Neuropsychology is, in a broad sense (latus), the study of the relations between 
the brain and the behavior and, in a strict sense (strictum), is the professional field of research 
that investigates the cognitive and behavioral alterations associated with brain lesions [51].

Neuropsychology involves various types of knowledge such as neuroanatomy, neurophysiology, 
neurochemistry, and neuropharmacology, which contributes to the professional performance 
of the psychologist in the application of resources such as psychometry, clinical psychology, 
experimental psychology, psychopathology, and cognitive psychology. It is aimed to investigate 
cognitive functions such as memory, language, attention, executive function, perception, praxis, 
gnosis, mood, and personality disorders [52].

This investigation of the relationship between brain functions and behavior begins with neuro-
psychological evaluation, thenceforth due to neuropsychological and cognitive rehabilitation to 
be taken. Cognitive and neuropsychological rehabilitation are part of the field of psychology, first 
aimed to enable both patients and family members to minimize or overcome the cognitive deficits 
resulting from neurological disorders (acquired or congenital) and then the search for strategies 
for treatment of cognitive impairments, dealing with behavioral, social, and emotional changes in 
a way to improve quality of life of the patient [51]. There are many cognitive intervention technol-
ogies used as an aid to neuropsychological rehabilitation of the patient with different disorders 
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such as temporal lobe epilepsy, schizophrenia, and stroke, among others. Varied from the simple 
the use of notes that help, for example, a patient with schizophrenia to remind their activities and 
commitments, until memory training, brain training, computerized exercises, and so on.

Just recently the researchers began to analyze false memories in pathological conditions (e.g., 
schizophrenia, post-traumatic stress disorder, and dementia) [53–56]. There are still many 
doubts to be elucidated in this fascinating area, and therefore the rehabilitation interventions 
are still to be defined in the next years.

4. Neuropharmacology on memory and false memories 
(dopaminergic modulation and other systems)

4.1. Dopaminergic modulation of true memories

The prefrontal cortex plays an essential role in the mediation of working memory, which 
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ing memory, and emotion [59, 60]. Studies with monkeys have shown that activation of 
dopamine D1 receptors in the prefrontal cortex is necessary for the expression of working 
memory [57, 61]. Also, in humans, there is evidence of the predominant role of dopamine D1 
receptor with working memory [57, 62]. However, other studies with dopaminergic D2 recep-
tor antagonists and agonists have shown that they are also implicated in working memory 
in humans and monkeys [63–65]. According to Takahashi and colleagues, hippocampal D2 
receptors also influence frontal lobe functions, such as executive functions and verbal flu-
ency [66]. Studies have particularly demonstrated the involvement of dopamine D2 receptors 
in working memory, executive functions, working memory capacity, selective attention, and 
shifting [67–69]. Studies suggest that dopaminergic D1 and D2 receptors have complementary 
functions [70, 71].

Dopaminergic modulation of episodic memory was observed in humans [72]. Decreased 
binding to D2 dopaminergic receptors in the hippocampus has been implicated in impairment 
of memory performance and learning impairments in Alzheimer’s patients [73–75] and in 
experimental animals [76, 77]. There are many studies in humans and animals aimed to verify 
the involvement of dopamine in attentional mechanisms, executive functions, and working 
memory. Although the literature involving dopamine and emotion when referring to reward 
and addiction mechanisms is ample, few studies have evaluated the influence of dopaminer-
gic receptors on emotional episodic memory.

Some neurological and psychiatric pathologies such as Parkinson’s disease, schizophrenia, 
autism, attention deficit, Huntington’s disease, and lesions of the frontal lobe present emotional 
process impairments. All these pathologies involve the dopaminergic system that suggests the 
participation of dopamine in emotion [78–83]. Moreover, emotional processes depend on dif-
ferent structures; many of them comprise the limbic system that has dopaminergic innervation. 
Many biochemicals, pharmacological, and neuroimaging studies reinforce the idea of dopami-
nergic contribution in emotion. A study with Parkinson’s disease suggests that an abnormal state 
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of the dopaminergic system compromises the normal operation of the amygdala) [21]. Some 
studies suggest the participation of dopaminergic D2 receptors in emotional memory [84, 85].

The evaluation of the effect of specific drugs acting on several neurotransmitter systems on 
the functioning of memory for emotional stimuli is relevant, since healthy people process 
emotional episodes differently from episodes without emotional content. This often results 
in a higher probability of emotional events being retrieved than neutral ones [14, 86, 87]. The 
finding that emotions impact the performance of episodic memory has led some researchers 
to investigate the influence of emotions on the production of false memories. Although these 
researches present different results, perhaps stemming from a variety of methods employed, 
they all suggest that emotion interferes with the indices of false memories.

4.2. Dopaminergic and other neurotransmitter system modulation of false memories

Two studies using antipsychotics haloperidol and sulpiride, both dopamine D2 receptor 
antagonists, set up to evaluate the dopaminergic modulation of false memories observed that 
the drugs increased false memory rates but had no effect on true memory [88, 89].

Other neurotransmitter system effects on the production of false memories were studied in tri-
als with dextroamphetamines, Δ(9)-tetrahydrocannabinol (THC), and benzodiazepines (diaz-
epam and lorazepam). The effect of caffeine and of alcohol on true and false memories was also 
investigated.

Ballard observed that dextroamphetamine (AMP) increases errors during memory retrieval 
[90]. The same author in another study found that AMP increases true, but not false, memory 
relative to placebo, but AMP increases false memory compared to THC [91]. In 1999, Blair 
and Curran observed that diazepam selectively impaired subjects’ ability to recognize angry 
expressions but did not affect recognition of any other facial emotional expression [92]. A study 
demonstrated that diazepam and lorazepam impair conscious recollection associated with 
true, but not false, memories [93]. Caffeine appears to intensify the strength of connections 
among the list words and critical lures, thereby enhancing both true and false memories [94].

In 2012, another study observed more false-positive responses of ecstasy/polydrug users than 
nonusers [95]. Increased long-term frequency of ecstasy use was positively associated with 
memories when ingested before encoding. But differently it verified an increased false recog-
nition when amphetamine was ingested before retrieval. On the contrary, alcohol appears to 
decrease semantic activation leading to a decline in false memories and decrease in rejection 
of false memories, commonly observed in placebo. The latter effect of alcohol may be due to its 
ability to impair monitoring processes established at encoding [96]. Milani and Curran com-
pared the effect of low dose with high dose of alcohol on recollective experience of illusory 
memory [97]. They found high levels of false recall and recognition across both treatments 
and verified that a small dose of alcohol did not change too much measures of false memory 
but modifies the pattern of recollective experience in terms of remember and know responses. 
Specifically, it increased the level of remember responses for false recognitions (critical lures).

An autobiographical study reported that compared to placebo, lorazepam increased levels of 
conscious recollection, as assessed by “remember” responses, for both true and false memories 
and induced an overestimation of the personal significance and emotional intensity of past 
events [98].
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Emotion facilitates true memory performance in comparison to neutral content events. 
However, in situations with negative emotional content, where the level of stress and cortisol 
released is high, the opposite must occur; that is, there is an impairment in the performance 
of processes such as perception and memory. This mechanism can be represented in a graph 
by one of the inverted “U” curves. These situations of high stress would be represented in the 
descending part of the curve, which means that the emotion has a facilitating effect on the 
encoding, but if the level of emotion is exaggerated, the effect is the contrary [99]. Possibly, 
at extreme stressful circumstances, with a high level of attention and arousal, an exaggerated 
processing of the relevant stimuli of the event (the central aspects) in detriment of the process-
ing of peripheral (irrelevant) stimuli occurs. This unbalance during encoding could facilitate 
the formation of false memories through errors during the re-encoding of some memory traces.

Some possible mechanisms of dopaminergic modulation of false memories proposed by this 
chapter’s authors would be (1) the dopamine effect on working memory/executive functions 
through corticostriatal as well as hippocampus-prefrontal D2 dopaminergic modulation, (2) 
through D2 dopaminergic modulation of the response of the amygdala to emotionally loaded 
stimuli, and (3) dopaminergic modulation of decision-making process (via striatum). Other 
possible failures in post-encoding through other neurotransmitters may also contribute to 
false memory formation. But the exact mechanisms as well as the role of other neurotransmit-
ter systems on the production of false memories remain still to be clarified in the future.

5. Conclusions

The activation (agonism) or blockade (antagonism) of receptors may have different effects 
on emotional judgment of the stimulus and may stimulate or impair true or false memories 
depending on the drug and system studied. The study of false memories is a challenging area of 
neuroscience that is extraordinarily fascinating with many questions yet to be clarified in a way 
that in the future new methods and tools of neuropsychological rehabilitation can be proposed.
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