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about cell growth. This important new text provides information on the following 
topics: cell growth with plant growth hormones, kinetic studies on cell growth, 
growth of fungal cells and the production of mycotoxins, and cell growth measure-
ment. The term cell growth can be defined as biological cell development and cell 
division or reproduction. Cell growth is referred to as proliferation of a cell (mother 
cell) as it grows and divides to produce two daughter cells (M phase). Cell prolifera-
tion requires nutrients, energy, and biosynthetic activity to duplicate all macromo-
lecular components during each passage through the cell cycle. Cell growth is an 
important feature of cell cycle entry and proliferation of the cell cycle. In the cell 
cycle, cells replicate themselves in an organized manner. It is the stage in which cells 
are preparing for the next division, biochemical activities, and reactions.
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Chapter 1

Plant Growth Hormones
Amira Shawky Soliman

Abstract

Many factors can cause and affect cell growth in the plant such as external 
(environmental) and internal factors; one of the most important internal factors is 
plant growth hormones. Many hormones required for cell growth, such as auxins, 
gibberellins, brassinosteroids, ethylene, jasmonates, salicylic acid, strigolactones 
and cytokinins which able to accelerate or promote growth, but, some hormone-like 
abscisic acid has an adverse effect on growth which increases seed dormancy by 
inhibiting cell growth. Also, plant hormones are able to breakdowns dormancy for 
many plants and can alleviate abiotic stress (salinity, extreme temperatures and, 
drought,…) which led to enhance germination and improve growth for many plants, 
whether naturally occurring in the plant or by adding it to the plant in its artificially 
formed or in the form of bio- or nano-fertilization in order to increase the produc-
tivity and improve its efficiency under extreme conditions. Therefore, this chapter 
will highlight and will provide data for the positive or/and negative effect of these 
hormones on many plants to achieve a rapid germination method. It will also shed 
light on the relationship of these hormones to some enzymes to accelerate growth.

Keywords: plant hormones, seed germination, dormancy, cell growth, inhibition

1. Introduction

Plant hormones (phytohormones) are not nutrients, but chemicals and not all 
plant cells respond to hormones, but those cells that do are programmed to respond 
at specific points in their growth cycle. The greatest effects occur at specific stages 
during the cell’s life, with diminished effects occurring before or after this period [1].

Plants need hormones at very specific times during plant growth and at specific 
locations. They also need to disengage the effects that hormones have when they are 
no longer needed. The production of hormones occurs very often at sites of active 
growth within the meristems, before the cells have fully differentiated. After pro-
duction, they have sometimes moved to other parts of the plant, where they cause 
an immediate effect; or they can be stored in cells to be released later. Plants can 
also break down hormones chemically, effectively destroying them. Plant hormones 
frequently regulate the concentrations of other plant hormones [2, 3].

2. Importance of plant hormones

The small amounts of plant hormones promote, control, influence and develop 
the growth from embryo to reproductive development, also, stress tolerance and 
pathogen defense. According to the importance of plant hormones in this chap-
ter will be divided into two main points: first: the effect of plant hormones on 
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germination and growth of plants under internal or external suitable conditions, 
second: the effect of plant hormones on the germination and growth of plants under 
internal or external unsuitable environmental conditions.

2.1  The effect of plant hormones on germination and growth of plants under 
internal or external suitable conditions

Seed germination is attracted to the effective growth of the embryo when 
appropriate environmental conditions are present, leading to seed rupture and the 
appearance of a small plant. There are five basic steps to germination: water imbibi-
tion, enzyme activation, initiation of embryo growth, rupture of the seed coat and 
emergence of seedling, seedling establishment [4, 5].

In the second step stage of germination (enzyme activation), after the absorp-
tion of water through the natural openings in the casing of the seed and spread 
through the tissues of the seed, gibberellins which activate the formation of the 
hydrolytic enzymes, mainly α- amylase in the aleurone cells, which are responsible 
for hydrolysis of storage macro-molecules such as starch and proteins and convert 
them into available forms to the embryo, usage to increase in size, and raise the 
osmotic content of the seed, to increase water potential [6, 7].

In addition, plant hormones have an important role in plant growth not only 
germination such as cytokinins (CKs) which influence cell division, the formation 
of shoot and helping in delay tissues senescence [8, 9]. Also, the ratios of Cytokinins 
and auxins affect most major growth periods during a plant’s lifetime [10]. Also, 
Peptide hormones, control of cell division, expansion, and play crucial roles in 
plant growth and development [11]. Furthermore, gibberellins (Gas) strongly pro-
mote cell elongation in seedlings [12, 13]. It can also affect cell cycling in plant [14]. 
Meanwhile, the responses of nitric oxide (NO) are in germination, cell death [15] 
and regulate plant cell organelle functions (e.g. mitochondria and ATP synthesis in 
chloroplasts) [16].

For enhances and increases plant hormones production in the plants, many 
studies have proved the need to add plant hormones either directly (GA3, kinetin 
and cytokinins) [17, 18] or indirectly (humic substances, manures, magnetite, 
natural zeolites, Moringa extract and bio-fertilization) to increase or accelerate the 
productivity of plant hormones in the plant [19] indicated that, the presence of 
organic matter represented in compost which a source of hormones like substances 
as auxin-like activity and gibberellin-like activity. Similar results were obtained 
from [20]. Ref. [21] concluded that it is also possible that the production of plant 
hormones influences symbiotic bacteria, such as nodule N2 fixing bacteria. During 
the establishment of the soybean (Glycine max L.) and Bradyrhizobium japonicum 
N2-fixing symbiosis, the production of plant hormones can determine the bacterial 
population in the nodules by, for example affecting the available substrate for the 
use of rhizobium. The other significant and interesting view of the effects of soil 
bacteria on the production of plant hormones is the alteration they may reason 
in plant signaling pathways, resulting in the output of plant hormones from the 
host plant [22, 23]. Ref. [24] concluded that the magnetic treatments have the 
same affected for phytohormone production. Ref. [25] reported that the highest 
mean values of IAA, GA, and CK (12.70, 13.71, 11.06 μg/g FW), respectively were 
recorded with compost and zeolite mixture in comparison with control. Ref. [26] 
concluded that the addition of a mixture of organic fertilizers and soil amendments 
led to significant increment in indigenous hormones characterized in indole acetic 
acid (IAA), gibberellic acid (GA3), and cytokinins (CK), which led to a significant 
increase in morphological growth, floral characteristics and chemical composition 
of Oenothera biennis. In contrast [27] found that the application of HA inhibits 
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indoleacetic acid (IAA) oxidase, thereby hindering the destruction of this plant 
growth hormone.

2.2  The effect of plant hormones on the germination and growth of plants under 
internal or external unsuitable environmental conditions

Sometimes even under favorable germination conditions (an adequate water 
supply, a suitable temperature and the normal composition of the atmosphere) seeds 
do not germinate. In this case, seeds are considered dormant. Seed dormancy is 
defined as an inactive phase in which the growth and development are deferred and 
the respiration is greatly reduced [28, 29]. Seed coat dormancy involves the mechani-
cal restriction of the seed coat. GA releases this dormancy by increasing the embryo 
growth potential, and/or weakening the seed coat so the radical of the seedling can 
break through the seed coat. ABA affects the testa or seed coat growth characteris-
tics, including thickness, and affects the GA-mediated embryo growth potential [5].

Hormones also can mediate endosperm dormancy: Endosperm in most seeds is 
composed of living tissue that can actively respond to hormones generated by the 
embryo. The endosperm often acts as a barrier to seed germination, playing a part 
in seed coat dormancy or in the germination process. Living cells respond to and 
also affect the ABA:GA ratio, and mediate cellular sensitivity; GA thus increases the 
embryo growth potential and can promote endosperm weakening. GA also affects 
both ABA-independent and ABA-inhibiting process within the endosperm [30]. In 
addition, [33] concluded that the prevented germination of some seeds of tomato [31], 
iris [32], and some varieties of cabbage was due to the present of inhibitors (ABA, 
parasorbic acid, and coumarin) which cases distributed in plants and to possess the 
property of inhibiting seed germination and other growth phenomena [5, 34].

Plant hormones affect seed germination and dormancy by acting on different 
parts of the seed such as [35] found that the inhibitors in seeds of peach were at least 
one of the factors controlling in germination by preventing or retarding cell division 
of the radical. In Lupinus angustifolius, the contents of auxins increased through the 
5th day of germination and started to decrease on the 7th day. Oppositely, gibberel-
lins contents were decreased first then increased later, so it was clear that there was 
inversely related between auxins and gibberellins [36]. The germination percentage 
and germination rate of four studied Acacias (A. saligna, A. sophorae, A. cyclopis, and 
A. melanoxylon) were correlated positively with endogenous promoting and negative 
with endogenous inhibiting substances in their cotyledons plus embryo [37].

The promotion of germination by gibberellin and cytokinins has been demon-
strated in many seed species [38, 39]. Ref. [40] treated the seeds of Acacia longifolia, 
with GA3 at 100 and 200 ppm and found that the higher GA3 concentration 
(200 ppm) was more effective in increasing germination while the concentration of 
500 ppm was the best in the case of Acacia catechu [41].

Ref. [42] found that fresh seed of Acacia nilotica and Acacia albida were fully 
germinated when soaked in a solution of GA3 at 200 ppm for 12 h. While soaking 
seeds of Acacia nilotica in gibberellic acid (100 or 300 ppm for 16 h) was the best 
[43]. Ref. [44] studied the effect of GA3 at a concentration of (50 ppm) on 16 spe-
cies (four Acacia species), and found a high germination percentage for all species.

The effect of gibberellic acid and cytokinins were also recognized on the germi-
nation of other plant species seeds. Ref. [45] studied the effect of Kinetin at differ-
ent concentrations on the seed germination of Acer tataricum, and found the highest 
germination percentage at the concentration of 500 ppm. Ref. [46] found the 
best germination percentage on soaking the seeds of Trifolium pratense in 50 ppm 
6-benzylaminopurine (6-BAP). Ref. [47] studied the effect of Kinetin at different 
conc. (10, 25, 50 and 100 ppm) in the seeds of Cassia sophera, and found the highest 
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seeds of Acacia nilotica in gibberellic acid (100 or 300 ppm for 16 h) was the best 
[43]. Ref. [44] studied the effect of GA3 at a concentration of (50 ppm) on 16 spe-
cies (four Acacia species), and found a high germination percentage for all species.

The effect of gibberellic acid and cytokinins were also recognized on the germi-
nation of other plant species seeds. Ref. [45] studied the effect of Kinetin at differ-
ent concentrations on the seed germination of Acer tataricum, and found the highest 
germination percentage at the concentration of 500 ppm. Ref. [46] found the 
best germination percentage on soaking the seeds of Trifolium pratense in 50 ppm 
6-benzylaminopurine (6-BAP). Ref. [47] studied the effect of Kinetin at different 
conc. (10, 25, 50 and 100 ppm) in the seeds of Cassia sophera, and found the highest 
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germination percentage at 100 ppm. The treatment of freshly harvested and 1 year 
old seeds of soybean (Glycine max) with, 1 ppm 6-BAP increased the germination 
percentage from 50 to 85% in freshly harvested seeds and to 75% in the older seeds 
[48]. The effect of kinetin and 6-BAP on the seed germination of Vicia faba were 
studied, [49] found an increase in its germination percentage at the concentration 
of 100 ppm kinetin. While [50] found that, the highest germination percentage for 
faba bean (Vicia faba L.) was achieved at the concentration of 100 ppm 6-BAP. Also 
[37, 51] reported that the storage has an adverse effect on the hormone within the 
seeds of Acacia saligna, Acacia Cyclopes, Acacia nilotica and Acacia albida, which 
contained the lowest value of GA3, IAA and the highest content of phenols.

Plant hormones can also alleviate abiotic stress such as drought, extreme tem-
peratures, and salinity [52, 53]. The action of these hormones in response to situa-
tions of stress can be developed through synergistic or antagonistic activities [54]. 
Also, [55] concluded that the plant growth regulators like ABA, JA, and ethylene 
are involved in the regulation of the plant response to abiotic stress. Cytokinins are 
also able to enhance seed germination by the alleviation of stresses such as salinity, 
drought, heavy metals and oxidative stress [56–59]. Ref. [60] found that GA3 plays 
an important role in the growth and metabolism of microalgae Chlorella vulgaris 
exposed to heavy metal stress and its adaptation ability to a low-level polluted 
aquatic environment. Meanwhile, gibberellin leads to enhancement for Zea mays 
seedling growth and establishment under saline soil conditions by improving nutri-
ent levels and membrane permeability [61]. Also, hormonal interactions between 
plant and rhizosphere bacteria can affect plant tolerance to stress. As such, the plant 
and bacteria can be genetically modified so that they can perform more optimally 
under a range of conditions, including stress [62].

The decreased cytokinin and gibberellic acid (GA3) and increased abscisic 
acid contents are often observed responding in plants subjected to environmental 
stresses [63, 64]. Exogenous application of plant growth regulators [such as cytoki-
nin or antioxidants (ascorbic acid) [65], Moringa (Moringa oleifera) leaves extract 
[66, 67], humic acid (HA) [68], or seaweed extract (SE) [69] could be an alternative 
strategy to ameliorate, minimizing or alleviating the adverse effects of abiotic stress 
factors on plant growth which led to promoting plant growth and development 
metabolism in plants. Several studies also indicated that results on wheat [70]; and 
on spinach [71]. Ref. [72] reported that the foliar application of Moringa (Moringa 
oleifera) leaves extract MLE is proved to be the most effective PGR in reducing plant 
(Lagerstroemia indica L. seedlings) exposure to salinity stress.

Also, bio-fertilization has beneficial microorganisms that increasing plant 
hormones, which led to enhances yield, plant growth and nutrient uptake under 
various environmental conditions such as salinity [73–76], drought and low fertility 
supply [77–79], especially that some endomycorrhizal fungi (Arbuscular mycorrhi-
zal fungi) have been proven to improve drought stress; they colonize bio-trophically 
the root cortex and develop an extra-metrical mycelium that helps the plants to 
acquire mineral nutrients from the soil particularly those, which are immobile. 
They can under drought conditions stimulate growth-regulating substances, 
increase photosynthesis, improve osmotic adjustment, optimize hormonal balance 
and enhance water uptake [80].

Numerous studies have found also, that it can be alleviation of salt stress on 
peanut [81]; on pumpkin plants [82]; on Moringa peregrina plants [83] by using 
foliar application of nano-fertilizers. Also, [84] reported that nano Zn-Fe oxide 
plays a significant role importance in alleviating salt stress, oxidative damages on 
plant cells by activation of certain antioxidant enzymes. In addition, [85] reported 
that the application of nano-oxide and bio-fertilizer reduced the negative effects of 
salinity due to its contributed to produce hormones.
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3. Conclusions

This chapter was indicated by many studies that the plant hormones, including 
IAA, cytokinins, ethylene, gibberellins, and brassinosteroids, can positively affect 
seed germination and seedling growth, for many plants as mentioned previously in 
the chapter, under favorable conditions. While ABA has an adverse on affect seed 
germination and the growth.

Also, this chapter sheds the light on the important role of soil bacteria in the 
production of plant hormones or as an alternative in the case of the low rate of plant 
hormones in the plant, which led to hence seed germination, growth, and hence 
crop production.

In addition, this chapter provided many studies that prove that the plant 
hormones very important to overcome dormancy or growth under stress condi-
tion. Also, shed the lights on the importance of the exogenous application of plant 
growth regulators (cytokinin or antioxidants, Moringa leaves extract, humic acid, 
or seaweed extract, bio- or nano fertilizers) for enhancing the productivity of plant 
hormones which led to increased cell growth.

Finally, it can be stated that the plant hormones are essential for cell growth, 
whether under normal conditions or under stress conditions.
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Chapter 2

Kinetic Studies on Cell Growth
Punniavan Sakthiselvan, Setti Sudharsan Meenambiga
and Ramasamy Madhumathi

Abstract

The kinetic model of cell growth is substantially capable to predict product
formation. Mathematical models provide a strategy for solving problems encoun-
tered in fermentation process. A biochemical engineering approach to address this
problem could be to develop a mathematical model which not only helps in the
understanding of the system but also predicts various cultivation strategies to facil-
itate the optimization of a fermentation process, saving much of the time and cost
for performing experiments. The presented overview indicates that many of the
environmentally relevant aspects in growth kinetics are still waiting to be discov-
ered, established, and exploited. A kinetic model that describes microbial growth,
product formation and substrate consumption and the experimental data were
fitted with modified logistic equation.

Keywords: cell growth, kinetics, fermentation, biomass, growth associated,
product

1. Introduction

Cell growth implies increase in its mass and physical size controlled by physical,
biological and chemical environments. Microbial growth is quantified by increase in
the macromolecular and chemical constituents of the cell and growth pattern of
each microbe is unique. Cell growth and cell division are inseparable for microbes as
bacteria divide by binary fission, yeast cells by budding and viruses divide intracel-
lularly [1]. Microbial growth during log phase is very important for the analysis of
cells due to division by binary fission [2]. A typical mammalian cell growth is
influenced by nutrient availability and thus a threshold cell size is required for DNA
synthesis and mitosis [3]. Thus, each class of organisms have a different growth
pattern based on their cell cycle and cell division. Understanding the growth kinet-
ics of different classes of organisms forms the basis for fermentation process to
achieve optimum product concentration.

Growth kinetics is an autocatalytic reaction which implies that the rate of
growth is directly proportional to the concentration of cell. The cell concentration is
measured by direct and indirect methods. Direct methods include measuring the
cell mass concentration and cell number density by its dry weight, turbidity (optical
density), plate counts etc. Whereas, indirect methods of measuring cell density are
done by measuring the concentration of proteins, ATP or DNA content [4].

Batch growth kinetics of a microbe follows a growth curve with lag phase as the
initial phase during which cells adapt to a new environment. Multiple lag phases
occur if the media is supplemented with more than one sugar and such type of
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ered, established, and exploited. A kinetic model that describes microbial growth,
product formation and substrate consumption and the experimental data were
fitted with modified logistic equation.
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1. Introduction

Cell growth implies increase in its mass and physical size controlled by physical,
biological and chemical environments. Microbial growth is quantified by increase in
the macromolecular and chemical constituents of the cell and growth pattern of
each microbe is unique. Cell growth and cell division are inseparable for microbes as
bacteria divide by binary fission, yeast cells by budding and viruses divide intracel-
lularly [1]. Microbial growth during log phase is very important for the analysis of
cells due to division by binary fission [2]. A typical mammalian cell growth is
influenced by nutrient availability and thus a threshold cell size is required for DNA
synthesis and mitosis [3]. Thus, each class of organisms have a different growth
pattern based on their cell cycle and cell division. Understanding the growth kinet-
ics of different classes of organisms forms the basis for fermentation process to
achieve optimum product concentration.

Growth kinetics is an autocatalytic reaction which implies that the rate of
growth is directly proportional to the concentration of cell. The cell concentration is
measured by direct and indirect methods. Direct methods include measuring the
cell mass concentration and cell number density by its dry weight, turbidity (optical
density), plate counts etc. Whereas, indirect methods of measuring cell density are
done by measuring the concentration of proteins, ATP or DNA content [4].

Batch growth kinetics of a microbe follows a growth curve with lag phase as the
initial phase during which cells adapt to a new environment. Multiple lag phases
occur if the media is supplemented with more than one sugar and such type of
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growth is referred to as diauxic growth. Following the lag phase is the log phase in
which the cell mass and cell number increases exponentially and then the depletion
of nutrients starts which indicates the deceleration phase. The accumulation of toxic
products results in deceleration phase after which stationary phase commences in
which growth rate equals the death rate. The continuous growth kinetics accessed
by a perpetual feeding process in which the growth is controlled by the concentra-
tion of the rate limiting nutrient [5].

Microbial growth kinetics explains the relationship between the specific growth
rate of a microbe and its substrate concentration. Microbial growth kinetics largely
depends on the laboratory culture conditions. In batch culture, microbial cell com-
position and its state change as a function of time and thus the rate of increase in
biomass concentration was monitored [6]. Alternatively, in continuous culture the
concentration of substrate is at equilibrium and the culture grows at stable physio-
logical state which provides more precise and reproducible data [7, 8]. However,
the constant growth conditions represent an artificial growth environment which
does not explain many microbial kinetic phenomena. Thus, growth of microbial
cells was performed under mixed substrates rather than single substrate to under-
stand the growth kinetics of microorganisms in their natural environment [9].

The substrate such as nutrients (carbon and nitrogen sources), hormones and
growth factors influence the growth pattern of microbial and mammalian cells.
Substrate limited and substrate-sufficient growth would be observed on the basis of
the relative availability of the substrate and the organisms utilize more substrate and
energy under substrate sufficient conditions which in turn produces different pat-
terns of product formation. A term describing the residual substrate concentration in
Leudeking-Piret model was thus extended in the product formation kinetics [10].

Product of interest is traditionally achieved in the fermentation industry by
metabolic engineering of few microorganisms which involves many genetic engi-
neering techniques. The complexity of such genetic modifications and microbial
metabolism due to various interconnected pathways urges the need to focus
on developing mathematical models for identifying targets of metabolic
engineering [11, 12].

Mathematical models are kinetic models which explain the relationship between
rates and the concentration of reactants/products and allows to predict the rate of
conversion of reactions in to products. This simulated model thus paved way for the
optimal design of the operating conditions and operating design of the process for
optimal product formation. Qualitative models were mostly used by researchers
rather than quantitative models for gene expression systems as quantitative predic-
tion of process parameters are complicated. However, with the advancements in
experimental techniques of life sciences and using powerful computer technology,
complex mathematical models were developed which is used for the design of
various bioprocesses [13]. Industrial Biotechnology largely makes use of such
mathematical models and saves time and resources with a clear understanding of
strategies to optimize the product yield. Other potential uses of mathematical
models include increasing the range of substrates, reduction of undesirable product
formation and on the whole optimization of fermentation processes [14, 15].

Studying growth of a microorganism is the basis of biotechnological exploitation
of microflora for production of desired product. Optimization of growth of micro-
organism in a particular media is desirable due to economical and availability of
particular growth constituent in a region. Despite this, some microorganisms have
specific requirement and they grow in a particular growth media.

The presented overview thus provides a knowledge on the fundamental basics of
microbial growth kinetics and energetics which forms the basis for bio-engineering
in optimizing, producing and purification of commercially novel products.
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2. Growth kinetics

Classified based on the relationship between product synthesis and energy
generation in the cell:

• Growth associated

• Non-growth associated

• Mixed-growth associated

2.1 Growth associated

Growth linked products are formed by growing cells and hence primary metab-
olites. Figure 1 clearly shows that product is formed simultaneously with growth
of cells. That is product concentration increases with cell concentration. The
formation of growth associated product may be described by Eq. (1);

dP
dt

¼ rp ¼ qpX (1)

where P = concentration of product
qp = specific rate of product formation
X = biomass concentration.

2.2 Non-growth associated

They are formed by cells which are not metabolically active and hence are called
secondary metabolites. Figure 2 clearly shows that product formation is unrelated

Figure 1.
Growth associated.
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to growth rate but is a function of cell concentration. The formation of Non-growth
associated product may be described by Eq. (2);

qp ¼ β ¼ constant (2)

2.3 Mixed-growth associated

The product formation from the microorganism depends on both growth and
Non-growth associated. It takes place during growth and stationary phases. In
Figure 3, product formation is a combination of growth rate and cell concentration.
The formation of Mixed-growth associated product may be described by Eq. (3);

qp ¼ αμ þ β (3)

2.4 Production kinetics

Microbial growth kinetics, i.e., the relationship between the specific growth
rate (μ) of a microbial population and the substrate concentration (s), is an indis-
pensable tool in all fields of microbiology, be it physiology, genetics, ecology, or
biotechnology, and therefore it is an important part of the basic teaching of micro-
biology [16]. Unfortunately, the principles and definitions of growth kinetics are
frequently presented as if they were firmly established in the 1940s and during the
following “golden age” in the 1950s and 1960s the key publications are those
of Monod. Monod, logistic, modified logistic model, and Leudeking-Piret models
were used to describe the batch growth kinetics of cell. The Monod kinetic model
is given as Eq. (4):

μ ¼ μmaxS
Ks þ S

(4)

Figure 2.
Non-growth associated.
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where μ is the specific growth rate (h-1), S is substrate concentration (g/L) and
KS and μmax are the Monod constant (g/L) and maximum specific growth rate, (h-1)
respectively.

At the end of the lag phase, the growth of microorganisms is well acclimatized
for its contemporary environment. Then the cells were multiplied hastily. The
major active part of the cell growth curve which is called as the exponential (log)
phase is used for the adjudication of kinetic parameters. The period of balanced
growth that is the log phase, in which all components of a cell grow at the equivalent
rate. Malthus model was also used for the cell growth behavior.

In Contois model, Michaelis constant is directly proportional to cell concentra-
tion and specific growth rate is inversely proportional to cell concentration which is
described by Eq. (5). The Monod equation was also modified with the maintenance
term which was incorporated in the Herbert model (Eq. (6)).

μ ¼ μmaxS
KsXþ S

(5)

μ ¼ μmax þmð Þ S
Ks þ S

� �
�m (6)

where X is cell mass concentration (g/L) and t is time (h). Separation of variables
and integrating Eq. (4) yields Eq. (5). The above equations were used to enumerate
the cell growth and product accumulation during the batch experiments [17]. The
relationship between cell growth and product formation were identified by
Leudeking-Piret kinetics.

Leudeking-Piret model (Eq. (7)) was used for kinetic analysis of cell production.

dp
dt

¼ α
dx
dt

þ βx (7)

where α and β are the associated and non-associated growth factor respectively.
x and p show the concentration of dry cell weight (DCW) and product

Figure 3.
Mixed growth associated.
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concentration. The Logistic equation was used to analyze the exponential growth
phase kinetics while Malthus kinetics was used to express the death phase kinetics
(Eqs. (8) and (9)) [16, 18].

dx
dt

¼ μm 1� x
xm

� �
x (8)

dx
dt

¼ μ � x (9)

x tð Þ ¼ x0 exp μm � tð Þ
1� x0

xm

� �
1� exp μm � tð Þð Þ

h i (10)

1n
x
x0

� �
μ � t (11)

where xm, x0 and μm are the initial DCW or biomass concentration, maximum
biomass concentration and maximum specific growth rate of the microorganism,
respectively. Also, tm is the required time (seed age) for maximum product con-
centration by the microorganism. According to Eq. (10), in order to estimate the
value of the μm, a plot of 1n x

xm�x against t will yield a straight line that the value of

its the slope corresponds to μm and the intercept equals to 1n xm
x0
� 1

� �
: The substrate

and product inhibitory effect on cell growth has been presented by Eq. (11),
where x is biomass concentration with respect to time and x0 is the initial biomass
concentration.

1n
x

xm � x
¼ μm � t� 1n

xm
x0

� 1
� �

(12)

The growth pattern of micro-organism followed the modified Logistic model.
Maximum cell concentration was obtained for sugarcane bagasse incubated for 48 h
when compared to glucose as carbon source. The experimental values deviate
slightly towards the end of stationary phase because the modified logistic equation
used does not distinguish the decrease in cell density that normally occurs at the end
of stationary phase [19]. Substituting Eqs. (8) and (10) into Eq. (7) and integrating,
will yield Eq. (13).

p tð Þ ¼ p0 þ αx0
exp μm � tð Þ

1� x0
xm

� �
1� exp μm � tð Þð Þ

h i� 1

8<
:

9=
;

þ β
xm
μm

1n 1� x0
xm

� �
1� exp μm � tð Þð Þ

� � (13)

Eq. (13) can be rewritten as Eq. (14)

p tð Þ ¼ p0 þ αA tð Þ þ βB tð Þ (14)

The value of dx/dt is equal to zero and x = xm in the stationary phase. Using
Eqs. (7) and (13), one can obtain:

β ¼
dp
dt st � phaseð Þ

xm
(15)
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The value of xm can be obtained from the experimental growth kinetic data and
the value of parameter α was obtained from the slope of the linear plot of
p tð Þ � p0 � βB against A(t).

Eqs. (13) and (16) show the kinetic model of product production in the
exponential growth phase and death phase, respectively.

p tð Þ ¼ p0 þ αx0 exp μ � tð Þ þ β
x0
μ

exp μ � tð Þ (16)

¼ p0 þ αA tð Þ þ βB tð Þ

The resulting graph obtained from kinetic modeling of product production
by Leudeking-Piret model are shown in Figure 4. It is the combination of
kinetic models for better agreement between experimental data and model
predictions which are employed in cell growth and Product production. The prod-
uct accumulation mostly adhered to growth-associated kinetic pattern. Matlab ver.
7.12 computer software was used to define the interpretation of growth kinetic
parameters.

3. Conclusion

One of the very important practical applications of this model is the evaluation
of the product formation kinetics. Mathematical models facilitate data analysis
and provide a strategy for solving problems encountered in fermentations. Infor-
mation on fermentation process kinetics is potentially valuable for the improve-
ment of batch process performance. Finally, the product yields and substrate
conversions are criteria with the main attention toward productivity.
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Figure 4.
The kinetic modeling of product production by Leudeking-Piret model using carbon source.
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Appendices and nomenclature

μmax maximum specific growth rate (h-1)
Xi independent variables
Xo initial biomass concentration (mg/ml)
Xmax maximum biomass concentration (mg/ml)
X biomass concentration (mg/ml)
t incubation time (h)
DCW dry cell weight
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Abstract

Some filamentous fungi are able to grow in food and produce toxic metabolites. 
It occurs mainly in grains, cereals, oilseeds and some by-products. The growth of 
fungi in a particular food is governed largely by a series of physical and chemical 
parameters. The production of toxic metabolites is not confined to a single group 
of molds irrespective of whether they are grouped according to structure, ecology, 
or phylogenetic relationships. Mycotoxins can be carcinogenic and cause several 
harmful effects to both human and animal organisms, in addition to generating 
large economic losses. The major mycotoxins found in food are the aflatoxins, 
fumonisins, ochratoxins, patulin, zearalenone, and trichothecenes, generally stable 
at high temperatures and long storage periods. Considering the difficult prevention 
and control, international organizations for food safety establish safe levels of these 
toxins in food destined for both human and animal consumption. Good agricultural 
practices and control of temperature and moisture during storage are factors which 
contribute significantly to inhibit the production of mycotoxins. The use of some 
fungistatic products, such as essential oils and antioxidants, as well as physical, 
mechanical, chemical, or thermal processing, represents important methods to have 
the concentration of mycotoxins reduced in food.

Keywords: aflatoxins, ochratoxins, patulin, fumonisins, zearalenone
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1. Introduction

Microorganisms constitute the main cause of deterioration and losses in food. 
Fungi can be mono- or multiple-cell organisms, mostly aerobic, which survive 
within a wide range of moisture, temperature, and pH. They inhabit nature freely 
and feed on the absorption of organic matter.

Their presence in food can be derived from the field, such as parasites, plant 
pathogen, and even coming from the soil or equipment used in the management of 
culture crops. In addition, they appear as storage microbiota and develop during the 
entire storage process, which may lead to great physical-chemical and sensory losses 
in food products, in addition to the production of mycotoxins.

Mycotoxins are substances secreted by the secondary metabolism of filamentous 
fungi, which are produced by certain fungus lineages and in particularly favorable 
conditions. A few hundreds different mycotoxins are known, some characterized 
by their antibiotic potential and others extremely toxic to men and animals. This 
chapter will present the fungi growth conditions to produce mycotoxins, the major 
mycotoxins occurring in food, levels of toxicity, favorable conditions to excretion, 
and control measures regarding their production.

2. Fungi

Fungi are able to grow in practically all ecological niches; however, they can 
be found prevailing particularly in dead organic matters present in the soil. They 
include eukaryotic organisms commonly known as yeasts, which normally grow in 
the form of single cells, and molds, which grow by forming ramified chains called 
hyphae. Even though most fungi are harmless to human beings, the exposition to 
specific lineages and their metabolites may result in some clinical manifestations in 
men and other animals.

a. Infections or diseases derived from the invasion of living tissue. The growth 
of a fungus on the top of or inside a body is named mycosis. Mycoses can have 
varied severity, encompassing from relatively benign and superficial infections 
to severe diseases that threaten life.

b. Hypersensitivity reactions. Some fungi promote an immune response which 
can result in allergic reactions after exposition to a specific fungus antigen. 
Exposition to fungi, either by developing in a host or in the environment, may 
cause the development of allergic symptoms in the case of a re-exposition. For 
example, Aspergillus spp., a common saprophyte, often found in nature as a 
filamentous fungus from leaves, corresponds to a potent, common allergen, 
which often triggers asthma and other hypersensitivity reactions.

c. Mycotoxicosis. It is an intoxication resulting from ingestion of food or feed 
containing toxic metabolites, that is, mycotoxins [1].

The major toxigenic strains of interest for the public health belong to the genera 
Aspergillus spp., Penicillium spp., and Fusarium spp. It is important to highlight that 
not all fungi produce mycotoxins as well as that a single fungus species can produce 
many secondary toxic compounds. The presence of a mycotoxin in food is necessar-
ily conditioned to fungus development, but it does not mean that a product without 
any fungi could not contain mycotoxins [2]. A cereal stored under poor conditions 
of temperature and moisture provides a favorable medium for fungus development 
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and the production of mycotoxins. Once a mycotoxin is produced, even upon the 
destruction of the fungus biomass, through a drying process, for example, the 
metabolites excreted remain in the product.

As heterotrophs, fungi require organic compounds for both synthesis of biomass 
(anabolic metabolism) and production of energy to drive these reactions (catabolic 
metabolism). These aspects are referred to as primary metabolism. The secondary 
metabolisms are distinct from primary metabolism in so far as they occur optimally 
after a phase of a balanced growth and are often, but not always, associated with 
morphogenetic changes such as sporulation; the production of particular secondary 
metabolites is usually restricted to a small number of species and may be species, 
or even strain, specific; it has not generally been possible to rationalize the bio-
logical function of secondary metabolites, although some are very active against 
microorganisms (antibiotics), plants (phytotoxins), or animals (mycotoxins). 
Although secondary metabolites in general, and mycotoxins specifically, do not 
form a neat and a recognizable group of organic structures, they can be classified in 
terms of the biosynthetic pathways leading to their production. This is so because 
the processes of primary and secondary metabolism are linked by a relatively small 
number of simple intermediates such as acetyl coenzyme A, mevalonic acid, and 
amino acids [3–5].

3. Fungal growth in food

The growth of fungi in a particular food is governed largely by a series of physi-
cal and chemical parameters, and definition of these can assist greatly in assessing 
the food’s stability. The factors which govern spoilage are physical and chemical, and 
there are eight principal factors: water activity; hydrogen ion concentration; temper-
ature, of both processing and storage; gas tension, specifically of oxygen and carbon 
dioxide; consistency; nutrient status; specific solute effects; and preservatives [6].

In general, fungal deterioration stands out under conditions in which bacterial 
deterioration is controlled, either by low water activity (aw), pH, temperature, and/
or the presence of inhibitory agents. Raw material quality and contamination of the 
production environment will directly interfere with the initial contamination of the 
products. The processing and storage parameters will influence on time to the appear-
ance of visible fungal colonies and, therefore, the shelf life of a food product [6, 7].

The deterioration of food by filamentous fungi starts with contamination of the 
product by fungal spores originating from the environment. When intrinsic param-
eters, such as water activity (aw) and pH, as well as temperature, are favorable, the 
spores will germinate and form a visible mycelium, deteriorating the product [8, 9].

Temperature and aw are recognized as the most important parameters for deter-
mining fungi cell growth, but pH also influences that development. The external 
pH value influences not only fungal growth rate but also metabolism. Aspergillus 
flavus isolates produce more aflatoxins when the external pH becomes increasingly 
acidic. In the case of the cereal pathogen Fusarium graminearum, trichothecene 
production is induced only under acidic pH conditions [10].

The moisture content of grains and other dried foods is such that there is seldom 
any problem with the growth of bacteria and yeasts, but there are frequent prob-
lems with the growth of molds (fungi). Unless the aw is reduced to below approxi-
mately 0.7, molds will grow on any food, and as the relative humidity in the humid 
tropics is generally more than 70%, almost all dry foods will become moldy when 
stored in the humid tropics unless the moisture content is reduced to an aw of less 
than 0.70, followed by storage that will protect that food from absorbing moisture 
from the high-humidity environment [11–14].
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4. Mycotoxins

Mycotoxins have been known for a very long time, but they only became more 
intensively studied after an incident occurred in 1960 in England, involving the 
death of 100,000 birds fed on feed contaminated with fungus Aspergillus flavus.

Mycotoxins are produced mainly by mycelial structures present in filamentous 
fungi. Even though their function for produced lineages is yet to be clarified, 
mycotoxins are secondary metabolites that apparently do not present a biochemical 
meaning to fungus growth and development [7, 15].

According to the Food and Agriculture Organization (FAO), it is estimated that 
the contamination of food products by fungi and their toxic metabolites generates 
qualitative and quantitative losses for around 25% of the agricultural food produc-
tion worldwide, occurring majorly in regions of tropical and subtropical climate, 
where higher temperature and moisture favor microbial proliferation [16, 17].

Primary metabolites of fungi, such as of other organisms, are essential to 
growth, while secondary ones are formed during the final exponential growth phase 
and have not a clear significance to the growth or metabolism of the organism [1–3].

In general, these metabolites appear to be formed whenever large amounts of 
primary metabolites precursors, such as amino acids, acetate, and pyruvate, among 
others, are accumulated. The synthesis of mycotoxins represents a way for fungi to 
reduce the amount of precursors, which are not required to metabolism [1–3].

They are constituted by a large variety of chemical assembles, which provides 
them with several biological activities, classified according to the toxicity level 
exerted on human and animal organisms [2] possibly with carcinogenic, mutagenic, 
teratogenic, cytotoxic, neurotoxic, nephrotoxic, immunosuppressant, and estro-
gen effects. However, its toxicity largely depends on the amount ingested, time of 
exposition, and possible synergy with the ingestion of many different mycotoxins 
simultaneously, in addition to individual physiological conditions [4].

Mycotoxin ingestion can produce both acute and chronic toxicities. Acute is 
characterized by a rapid onset and an obvious toxic response including rapid death. 
Chronic is resulting from low-dose exposure to mycotoxins over a long period of time, 
with toxic responses including cancers such as hepatocellular carcinoma [18, 19].

The International Agency for Research on Cancer (IARC) in Lyon (France)—
through its IARC Monographs program—has performed the carcinogenic hazard 
assessment of some mycotoxins in humans, on the basis of epidemiological data, 
studies of cancer in experimental animals, and mechanistic studies. There are five 
groups classified according to the scientific evidence for their carcinogenicity: 
Group 1, carcinogenic to humans; Group 2A, probably carcinogenic to humans; 
Group 2B, possibly carcinogenic to humans; Group 3, not classifiable as to its 
carcinogenicity to humans; and Group 4, probably not carcinogenic to humans. 
Carcinogenic effects and related mechanisms of some mycotoxins (e.g., aflatoxins) 
are well-known. However, for some other important mycotoxins (e.g., OTA, FUM 
B1, and FUM B2), there is a need for continued research on understanding these 
mechanisms [20–24].

4.1 Aflatoxins

Many types of aflatoxin (14 or more) occur in nature, but only four of them are 
particularly dangerous to humans and animals. Aflatoxins are mainly produced by 
species of Aspergillus flavus and Aspergillus parasiticus and classified in aflatoxins 
B1 and B2 and G1 and G2. Their name derives from the fluorescence emitted after 
absorption of ultraviolet light at 365 nm (B, blue; and G, green). They are char-
acteristically heat-resistant and bear the process of sterilization with a structure 
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remaining unaltered for long periods of storage. Their chemical structure allows 
good solubility in organic solvents and are insoluble in water proving sensitive in 
alkaline medium, which decreased their toxicity [22]. The group of aflatoxins is 
considered by the IARC as belonging to Group 1—cancer-causing substances to 
men [21].

Mycotoxin B1 is pointed out as the most toxic in the group and can generate 
metabolites in the organism of mammals (M1). Aflatoxin M1, generated by B1 
metabolism, is transported to milk at a proportion of 1% of the total ingested and 
can also be found in animal tissues in which there is a high exposition to this toxin. 
Subsequently, humans can ingest this aflatoxin through breast milk, milk, and 
milk-derived products, especially in areas where grains and cereals of poor quality 
are used to feed animals [17–23].

Birds are the most sensitive animals to aflatoxins, and whenever ingested in 
contaminated feed, they present fast absorption through the gastrointestinal tract. 
The effects include damages to the liver, harm to the productivity and reproductive 
efficiency, decreased production of eggs, lower quality of egg shell, lower quality 
of carcass, and increased susceptibility to diseases. Pigs are, somehow, less sensitive 
than birds. Aflatoxin is also hepatotoxic to these animals, and its chronic effects are 
largely attributed to damage to the liver. In cattle, the primary symptom is reduction 
in weight gain. In addition, milk production is reduced [25–27].

Aflatoxins occur mainly in products such as peanut and nuts, maize, and cotton-
seed, among others, which is associated with pre-crop contamination. Cultures such 
as coffee, rice, and spices can also be contaminated by these toxins post-crop [26].

Many countries introduced legislation specific to mycotoxins. Most of these 
legislation rules are regarding aflatoxins, alkaloids of ergot, deoxynivalenol, and 
ochratoxins. Even though legal measures are yet to be uniformed at a worldwide 
level, the Codex Alimentarius Commission is gathering efforts to establish interna-
tional guidelines regarding levels of mycotoxins. For aflatoxins, the Food and Drug 
Administration established the maximum limit of 20 ppb to maize, peanut, cotton 
bran, and other food and ingredients for animals [27–31].

4.2 Ochratoxin A

The major toxins produced by Penicillium verrucosum, Aspergillus ochraceus, and 
Aspergillus carbonarius are ochratoxin A, ochratoxin B, and ochratoxin C. Among 
these toxins, ochratoxin A is considered the most toxic and, according to the IARC, 
a possible cancer-causing substance to humans (category 2B). Recent researches 
conducted over the past 6 years related to ochratoxin toxicity encompassed the 
identification of factors involved in carcinogenesis and provided strong evidence 
to a reclassification of the Group 2B into the Group 2A (probably carcinogenic to 
human beings) [1, 4, 20].

Among the species of Penicillium, P. verrucosum is the major source of ochratoxin 
A and the most common species in countries of temperate, cold climate, while A. 
ochraceus, A. carbonarius, and other species from the Group A niger are the most 
common in tropical, hot climates. Another species of Penicillium produced from 
ochratoxin A is P. nordicum. P. verrucosum is especially associated with stored cere-
als, that is, post-crop fungi. This mycotoxin is often found in animal feed and food 
as wheat, rye, coffee, nuts, and, at a lower degree, grapes, raisins, wine, or products 
derived from pork. There have been reports of this mycotoxin detected in blood and 
milk breast of individuals exposed to its ingestion [1–4]. The levels can accumulate 
in the tissues of the body and fluids of human beings or animals who consume 
contaminated food. Evidence shows that ochratoxin A is slowly eliminated from the 
body [17, 25].
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are well-known. However, for some other important mycotoxins (e.g., OTA, FUM 
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B1 and B2 and G1 and G2. Their name derives from the fluorescence emitted after 
absorption of ultraviolet light at 365 nm (B, blue; and G, green). They are char-
acteristically heat-resistant and bear the process of sterilization with a structure 

27

Growth of Fungal Cells and the Production of Mycotoxins
DOI: http://dx.doi.org/10.5772/intechopen.86533

remaining unaltered for long periods of storage. Their chemical structure allows 
good solubility in organic solvents and are insoluble in water proving sensitive in 
alkaline medium, which decreased their toxicity [22]. The group of aflatoxins is 
considered by the IARC as belonging to Group 1—cancer-causing substances to 
men [21].

Mycotoxin B1 is pointed out as the most toxic in the group and can generate 
metabolites in the organism of mammals (M1). Aflatoxin M1, generated by B1 
metabolism, is transported to milk at a proportion of 1% of the total ingested and 
can also be found in animal tissues in which there is a high exposition to this toxin. 
Subsequently, humans can ingest this aflatoxin through breast milk, milk, and 
milk-derived products, especially in areas where grains and cereals of poor quality 
are used to feed animals [17–23].

Birds are the most sensitive animals to aflatoxins, and whenever ingested in 
contaminated feed, they present fast absorption through the gastrointestinal tract. 
The effects include damages to the liver, harm to the productivity and reproductive 
efficiency, decreased production of eggs, lower quality of egg shell, lower quality 
of carcass, and increased susceptibility to diseases. Pigs are, somehow, less sensitive 
than birds. Aflatoxin is also hepatotoxic to these animals, and its chronic effects are 
largely attributed to damage to the liver. In cattle, the primary symptom is reduction 
in weight gain. In addition, milk production is reduced [25–27].

Aflatoxins occur mainly in products such as peanut and nuts, maize, and cotton-
seed, among others, which is associated with pre-crop contamination. Cultures such 
as coffee, rice, and spices can also be contaminated by these toxins post-crop [26].

Many countries introduced legislation specific to mycotoxins. Most of these 
legislation rules are regarding aflatoxins, alkaloids of ergot, deoxynivalenol, and 
ochratoxins. Even though legal measures are yet to be uniformed at a worldwide 
level, the Codex Alimentarius Commission is gathering efforts to establish interna-
tional guidelines regarding levels of mycotoxins. For aflatoxins, the Food and Drug 
Administration established the maximum limit of 20 ppb to maize, peanut, cotton 
bran, and other food and ingredients for animals [27–31].

4.2 Ochratoxin A

The major toxins produced by Penicillium verrucosum, Aspergillus ochraceus, and 
Aspergillus carbonarius are ochratoxin A, ochratoxin B, and ochratoxin C. Among 
these toxins, ochratoxin A is considered the most toxic and, according to the IARC, 
a possible cancer-causing substance to humans (category 2B). Recent researches 
conducted over the past 6 years related to ochratoxin toxicity encompassed the 
identification of factors involved in carcinogenesis and provided strong evidence 
to a reclassification of the Group 2B into the Group 2A (probably carcinogenic to 
human beings) [1, 4, 20].

Among the species of Penicillium, P. verrucosum is the major source of ochratoxin 
A and the most common species in countries of temperate, cold climate, while A. 
ochraceus, A. carbonarius, and other species from the Group A niger are the most 
common in tropical, hot climates. Another species of Penicillium produced from 
ochratoxin A is P. nordicum. P. verrucosum is especially associated with stored cere-
als, that is, post-crop fungi. This mycotoxin is often found in animal feed and food 
as wheat, rye, coffee, nuts, and, at a lower degree, grapes, raisins, wine, or products 
derived from pork. There have been reports of this mycotoxin detected in blood and 
milk breast of individuals exposed to its ingestion [1–4]. The levels can accumulate 
in the tissues of the body and fluids of human beings or animals who consume 
contaminated food. Evidence shows that ochratoxin A is slowly eliminated from the 
body [17, 25].
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The structure of these toxins is derived from L-phenylalanine, which makes it a 
potent inhibitor of the enzyme phenylalanine-RNAt synthase, responsible for the 
synthesis of proteins of high turnover rich in phenylalanine—a functional role for 
kidney homeostasis. In addition, it interferes in the lipid peroxidation causing dam-
ages to the DNA and oxidative stress. Therefore, it is suspected that ochratoxin A is 
one of the cancer-causing agents in the urinary tract as well as related to the dam-
ages to kidneys occurred in Eastern Europe. Researches indicate that practically all 
Europeans have some ochratoxin concentration in their blood. Human exposition to 
ochratoxin occurs primarily from brown bread. In some parts of Europe, the most 
significant exposition derives from the consumption of animal products, especially 
those formulated based on pig blood [32, 33].

Considering the toxic effects of ochratoxins, a tolerable weekly intake (TWI) 
of 120 ng/kg of body weight (pv) was established by the European Food Safety 
Authority (EFSA). The meeting of the Committee of Specialists on Agricultural 
Contaminants in food (European Commission, DG Health, and food safety) has been 
considering establishing limits to herbal teas, infusions, and baking [32]. Even though 
ochratoxins B and C are hepatotoxic, immunotoxic, teratogenic, and genotoxic, 
maximum tolerable limits are yet to be established regarding these toxins [34, 35].

4.3 Patulin

Patulin (polyketide lactone 4-hydroxy-4H-furo (3.2c) pyran-2 (6H)-one) is a 
secondary metabolite produced by several species of Penicillium, Aspergillus, and 
Byssochlamys in conditions of high activity of water (0.95–0.99) and temperature 
of 0–31°C. Food which are more susceptible to contamination by patulin in human 
diet are apples and by-products (puree and juices). Even though contamination 
with patulin is mainly associated with areas of contaminated tissue, it can penetrate 
around 1 cm in healthy regions of the fruit [1].

Patulin has been reported as mutagenic, neurotoxic, immunotoxic, and geno-
toxic and to cause gastrointestinal damages in rodents. There is also some concern 
that similar effects may occur in humans through a long-term consumption of 
food and beverage contaminated with this mycotoxin. The IARC classified patulin 
as Category 3, non-classifiable regarding its carcinogenicity to human beings. 
Because of its toxicity, the Joint Food and Agriculture Organization/World Health 
Organization Expert Committee on Food Additives (JECFA) established a maxi-
mum tolerable limit for daily intake (PMTDI) for patulin of 0.4 μg/kg of body 
weight [34]. The Codex Alimentarius established a maximum level for patulin of 
50 μg/kg in apple juice, and the European Union (EU) adopted a maximum level 
of 50 μg/kg 1 for juices, beverages, and fermented milk products containing apple 
juice, 25 μg/kg in solid products containing apple, and 10 μg/kg in apple-based 
products as well as baby food. Although some limits have been established, some 
countries, such as Pakistan, do not have any specific legislation for this toxin [36].

4.4 Trichothecenes

Trichothecenes are a group of secondary metabolites produced by fungi 
 belonging to the genus Stachybotrys and mainly Fusarium, in which F. graminearum 
and F. culmorum are the most important. Fusarium graminearum grows greatly at 
a temperature of 25°C and activity of water above 0.88, while F. culmorum grows 
well at 21°C and activity of water above 0.87 [1].

The group of trichothecenes is composed of over 200 mycotoxins and carries 
this name because of their chemical structure constituted of a ring with tetracyclic 
skeleton 12,13-epoxitrichothecenes. They also present varied ligand assembles, which 
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provides toxicity. These toxins are classified in type A, in which toxins T-2, HT-2, 
15-monoacetoxyscirpenol (15-MAS), and diacetoxyscirpenol (DAS) are found, and 
type B, in which deoxynivalenol (DON) occurs. Deoxynivalenol is an epoxy- 
sesquiterpenoid which occurs naturally combined with 3-acetyl-deoxynivalenol 
(3AcDON) and 15-acetyl-deoxynivalenol (15AcDON), which increases DON toxicity. 
According to the IARC, DON is classified in level 3, that is, it does not represent a risk 
of cancer induction, although co-occurrence with aflatoxin may increase aflatoxin 
carcinogenicity. DON can also coexist combined with zearalenone [1, 2, 37].

Despite the existence of a relatively large amount of different trichothecenes, 
their natural occurrence in food and feed is mainly related to nivalenol, deoxyniva-
lenol, toxin T-2, diacetoxyscirpenol, and less often furarenone-X, toxin HT-2, and 
neosolaniol.

DON is probably the most largely distributed mycotoxin in food and feed often 
detected in wheat, barley, rye, malt, oat, maize, and consequently products derived 
from these cereals, such as flours and beers, and less often rice, sorghum, and 
triticale. It is a heat-resistant toxin which is not altered during food processing, in 
addition to being stable over long storage periods [37, 38].

Discovered in the early 1970s, DON is also popularly known as vomitoxin for its 
acute effect on the ingestion of high doses causing symptoms similar to enterotoxins 
of Staphylococcus aureus and Bacillus cereus, such as nausea, vomit, abdominal pains, 
diarrhea, leukopenia, bleeding, and even death in humans and animals [37, 38].

Pig is the most sensitive animal to DON, and the chronic effects of ingestion of 
contaminated feed result in reduced weight gain and growth, infertility, including 
the birth of animals with malformation, and miscarriage. Birds are more tolerant 
than pig, and the effects of intoxication are lower quality and weight of the eggs 
produced. Cattle are more tolerant, possibly due to the toxin degradation in second-
ary metabolites in the rumen. The effects in cattle include lower feed consumption 
and conception rate in addition to reduced milk production [2, 37].

The Codex Alimentarius Commission (CAC) establishes the maximum level of  
2 μg/kg for DON for wheat, maize, and barley. The European Union, in turn, proposes 
0.75 μg/kg for cereals and flour and 0.2 μg/kg for wheat germ [38].

4.5 Zearalenone

Also known as toxin F-2, it is an estrogen produced mainly by F. graminearum, 
F. culmorum, and F. sporotrichioides. Toxigenic strains of Fusarium can develop in 
soft climate and the optimum temperature to produce zearalenone is until 28°C. It 
is commonly found in several cereals, such as wheat, barley, sorghum, and mainly 
maize [6].

Zearalenone is a lactone of beta-resorcylic macrocyclic acid with a structure sim-
ilar to 7ß-estradiol, main hormone produced in female human ovary. Zearalenones 
are considered micro-estrogenic due to their capacity to hamper the effect of steroid 
hormones interfering in human and animal reproductive capacities. It also influ-
ences the production of testosterone, progesterone, and estradiol. Zearalenone is 
able to imitate the activity of estrogen in the reproductive tract, including accessory 
glands, such as the prostate [40–42].

It causes hyperestrogenism in pig, whose symptoms are swelling and redness of 
the vulva and hyperdevelopment of the uterus and mammary glands. In addition to 
present significant effects on the increase of endometrial secretions and synthesis 
of uterine proteins and higher weight of reproductive organs [31].

Birds are more resistant to intoxication by zearalenone, but the many associa-
tions of fusariotoxin with other mycotoxins can result in severe losses. The produc-
tion of zearalenone may occur either in the field or post-crop in inadequate storage 
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The structure of these toxins is derived from L-phenylalanine, which makes it a 
potent inhibitor of the enzyme phenylalanine-RNAt synthase, responsible for the 
synthesis of proteins of high turnover rich in phenylalanine—a functional role for 
kidney homeostasis. In addition, it interferes in the lipid peroxidation causing dam-
ages to the DNA and oxidative stress. Therefore, it is suspected that ochratoxin A is 
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ochratoxin occurs primarily from brown bread. In some parts of Europe, the most 
significant exposition derives from the consumption of animal products, especially 
those formulated based on pig blood [32, 33].

Considering the toxic effects of ochratoxins, a tolerable weekly intake (TWI) 
of 120 ng/kg of body weight (pv) was established by the European Food Safety 
Authority (EFSA). The meeting of the Committee of Specialists on Agricultural 
Contaminants in food (European Commission, DG Health, and food safety) has been 
considering establishing limits to herbal teas, infusions, and baking [32]. Even though 
ochratoxins B and C are hepatotoxic, immunotoxic, teratogenic, and genotoxic, 
maximum tolerable limits are yet to be established regarding these toxins [34, 35].
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diet are apples and by-products (puree and juices). Even though contamination 
with patulin is mainly associated with areas of contaminated tissue, it can penetrate 
around 1 cm in healthy regions of the fruit [1].

Patulin has been reported as mutagenic, neurotoxic, immunotoxic, and geno-
toxic and to cause gastrointestinal damages in rodents. There is also some concern 
that similar effects may occur in humans through a long-term consumption of 
food and beverage contaminated with this mycotoxin. The IARC classified patulin 
as Category 3, non-classifiable regarding its carcinogenicity to human beings. 
Because of its toxicity, the Joint Food and Agriculture Organization/World Health 
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of 50 μg/kg 1 for juices, beverages, and fermented milk products containing apple 
juice, 25 μg/kg in solid products containing apple, and 10 μg/kg in apple-based 
products as well as baby food. Although some limits have been established, some 
countries, such as Pakistan, do not have any specific legislation for this toxin [36].
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and F. culmorum are the most important. Fusarium graminearum grows greatly at 
a temperature of 25°C and activity of water above 0.88, while F. culmorum grows 
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provides toxicity. These toxins are classified in type A, in which toxins T-2, HT-2, 
15-monoacetoxyscirpenol (15-MAS), and diacetoxyscirpenol (DAS) are found, and 
type B, in which deoxynivalenol (DON) occurs. Deoxynivalenol is an epoxy- 
sesquiterpenoid which occurs naturally combined with 3-acetyl-deoxynivalenol 
(3AcDON) and 15-acetyl-deoxynivalenol (15AcDON), which increases DON toxicity. 
According to the IARC, DON is classified in level 3, that is, it does not represent a risk 
of cancer induction, although co-occurrence with aflatoxin may increase aflatoxin 
carcinogenicity. DON can also coexist combined with zearalenone [1, 2, 37].

Despite the existence of a relatively large amount of different trichothecenes, 
their natural occurrence in food and feed is mainly related to nivalenol, deoxyniva-
lenol, toxin T-2, diacetoxyscirpenol, and less often furarenone-X, toxin HT-2, and 
neosolaniol.

DON is probably the most largely distributed mycotoxin in food and feed often 
detected in wheat, barley, rye, malt, oat, maize, and consequently products derived 
from these cereals, such as flours and beers, and less often rice, sorghum, and 
triticale. It is a heat-resistant toxin which is not altered during food processing, in 
addition to being stable over long storage periods [37, 38].

Discovered in the early 1970s, DON is also popularly known as vomitoxin for its 
acute effect on the ingestion of high doses causing symptoms similar to enterotoxins 
of Staphylococcus aureus and Bacillus cereus, such as nausea, vomit, abdominal pains, 
diarrhea, leukopenia, bleeding, and even death in humans and animals [37, 38].

Pig is the most sensitive animal to DON, and the chronic effects of ingestion of 
contaminated feed result in reduced weight gain and growth, infertility, including 
the birth of animals with malformation, and miscarriage. Birds are more tolerant 
than pig, and the effects of intoxication are lower quality and weight of the eggs 
produced. Cattle are more tolerant, possibly due to the toxin degradation in second-
ary metabolites in the rumen. The effects in cattle include lower feed consumption 
and conception rate in addition to reduced milk production [2, 37].

The Codex Alimentarius Commission (CAC) establishes the maximum level of  
2 μg/kg for DON for wheat, maize, and barley. The European Union, in turn, proposes 
0.75 μg/kg for cereals and flour and 0.2 μg/kg for wheat germ [38].

4.5 Zearalenone

Also known as toxin F-2, it is an estrogen produced mainly by F. graminearum, 
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maize [6].
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are considered micro-estrogenic due to their capacity to hamper the effect of steroid 
hormones interfering in human and animal reproductive capacities. It also influ-
ences the production of testosterone, progesterone, and estradiol. Zearalenone is 
able to imitate the activity of estrogen in the reproductive tract, including accessory 
glands, such as the prostate [40–42].

It causes hyperestrogenism in pig, whose symptoms are swelling and redness of 
the vulva and hyperdevelopment of the uterus and mammary glands. In addition to 
present significant effects on the increase of endometrial secretions and synthesis 
of uterine proteins and higher weight of reproductive organs [31].

Birds are more resistant to intoxication by zearalenone, but the many associa-
tions of fusariotoxin with other mycotoxins can result in severe losses. The produc-
tion of zearalenone may occur either in the field or post-crop in inadequate storage 
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conditions (high moisture). The detection of this mycotoxin in bird feed has been 
considered a biomarker for other toxins belonging to the genus Fusarium [31].

Despite some evidence, the IARC assessed the carcinogenicity of zearalenone 
and found it to be a possible cancer-causing substance to humans. Zearalenone 
residues do not seem to be an issue after consumed.

4.6 Fumonisins

They were discovered in 1988 and described as fumonisins B1, B2, and B3, in 
which B1 occurs more frequently. However, fumonisins constitute a group encom-
passing over 16 substances already identified, called B1 (FB1, FB2, FB3, and FB4), 
A1, A2, A3, AK1, C1, C3, C4, P1, P2, P3, PH1a, and PH1b. They are highly water-
soluble unlike other mycotoxins and do not have an aromatic structure or a single 
chromophore to analytically facilitate its identification, therefore being difficult to 
identify through ultraviolet spectrum [25].

These substances are produced by several species of the genus Fusarium, 
especially by Fusarium verticillioides (previously classified as F. moniliforme), F. 
proliferatum, and F. nygamai, in addition to Alternaria alternata. Other species, such 
as F. anthophilum, F. dlamini, F. napiforme, F. subglutinans, F. polyphialidicum, and F. 
oxysporum, also have been included in the group of these mycotoxin products [25, 38].

Fumonisins have been found as a common contaminant in maize-based food 
and feed. When ingested, fumonisins present low bioavailability and are rapidly 
metabolized and excreted. The carcinogenic nature of fumonisins does not seem to 
involve an interaction with DNA. Their mode of action is related to their toxicity 
in the interference of the biosynthesis of sphingolipid, which are very important to 
maintain the integrity of the cell membrane, regulation of receptors of cell surface, 
ion pump, regulation of growth factors, and other vital systems for the functioning 
and survival of the cell. In addition, fumonisins are potent immunosuppressant 
agents and can enhance the susceptibility to diseases [38–44].

These toxins cause many diseases in animals, such as leukoencephalomalacia 
(LEME) in horses and pulmonary edema in pigs. LEME is a noninfectious, highly 
fatal disease which affects the central nervous system of horses and other equines 
with a large distribution worldwide and considered a disease derived from regions 
of temperate, tropical climate. LEME involves metabolic alterations that produce 
the softening of the white substance of the encephalon as well as its liquefaction, 
which occurs due to a mycotoxin present in the feed. The disease occurs because of 
the need to supplement horse diet with grains of maize or feed containing them in 
their formulation due to the lack of fodder in pastures [43].

Even though their effects on human beings are difficult to determine, fumoni-
sins have been statistically associated with high occurrence of esophageal cancer 
in South Africa and liver cancer in certain endemic areas in China. Based on toxi-
cological evidence, the IARC declared the toxins of F. moniliforme as potentially 
carcinogenic to humans (Class 2B) [44].

4.7 Modified mycotoxins

The major mycotoxins in food (aflatoxins, ochratoxins, patulin, deoxynivalenol, 
zearalenones, and fumonisins) occur freely and coexist with modified mycotoxins. 
The term “mask mycotoxin” was used for the first time for mycotoxin M1, derived 
from the hydroxylation of aflatoxin B1, excreted in the milk of animals which 
consume contaminated feed with aflatoxin B1. In the mid 1980s, a new compound 
derived from zearalenone was found to be involved in cases of smycotoxicosi and no 
correlated to the mycotoxins found in the food matrix in question [45].
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Recently, with the modernization of the means to detect the toxins, such as high-
performance liquid chromatography associated with mass spectrometry, many other 
compounds derived from mycotoxins were discovered, and the term “mask myco-
toxin” made way to the name of modified mycotoxins. This denomination classifies 
all substance derived from free mycotoxin, that is, all toxic substance originated by 
the secondary metabolism of fungi, which through a biological process (human, ani-
mal metabolism or even through the defense mechanism of plants) or technological 
process (food processing), have their structure altered as well as polarity, solubility, 
and molecular mass, originating a new substance with characteristic toxicity or able 
to reinforce the damages caused by parental mycotoxin [45, 46].

Some examples of modified mycotoxins are N-(1-deoxy-D-fructos-1-yl)-
fumonisin B1 (NDF-FB1) and N-(carboxymethyl)-fumonisin B1 (NCM-FB1) 
formed in a Maillard reaction between fumonisins and reducing sugars and reaction 
of reduction occurring in DON when animal feed is treated with sodium bisulfite 
generating sulfonated DON [46].

5. Prevention and control of mycotoxins

Cereals, grains, and oilseed are often infected by insects and toxigenic fungi 
when still in the field interfering directly in the quality and productivity of food. 
Controlling fungi infestations is not an easy task for involving climatic and environ-
mental issues which frequently cannot be controlled by men. Therefore, it is crucial 
to disseminate and implement techniques for good agricultural practices, indis-
pensable to minimize problems related to the production of mycotoxins and quality 
of the food in the field. Some of these techniques involve choosing the variety to be 
cultivated by preferring lineages that are more resistant to attacks of plagues and 
microorganisms, good soil preparation, and turnover of cultures. It is also impor-
tant to rationally employ agricultural pesticides by replacing them with sustainable 
techniques for plague control whenever possible, such as biological products, oils, 
and natural extracts, seeking to protect the cultivation and the environment [47].

The crop at the correct maturation point and the regulation of agricultural 
implements to soften mechanical damages to beans and grains are factors which 
combined with good storage practice can reduce fungus infestations in food 
products. The main storage practices encompass the improvement of the products 
received by removing impurities derived from the field, the control of moisture 
through drying process at recommended levels, good ventilation, cleansing of the 
storage location, and control of insects and rodents, in addition to a system to rela-
tive air humidity.

In addition to good agricultural and storage practices, some strategies for the 
detoxification of food and feed contaminated with mycotoxins have emerged as an 
effort to reduce or eliminate their toxic effects through chemical, physical, and bio-
logical methods. Some of them involve the application of gamma irradiation, ozone 
(O3), and some microbial strains and fungus parasites able to inhibit the production 
or decrease the toxicity of some secondary metabolites like Streptomyces rimosusand 
and Gliocladium roseum, respectively. These methods are essential to improve food 
safety, prevent economic losses, and retrieve contaminated products [48, 49].

6. Conclusion

Mycotoxins are a group of fungal secondary metabolites, and their produc-
tion is influenced by both the genotype of the organism and the physicochemical 
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carcinogenic to humans (Class 2B) [44].

4.7 Modified mycotoxins

The major mycotoxins in food (aflatoxins, ochratoxins, patulin, deoxynivalenol, 
zearalenones, and fumonisins) occur freely and coexist with modified mycotoxins. 
The term “mask mycotoxin” was used for the first time for mycotoxin M1, derived 
from the hydroxylation of aflatoxin B1, excreted in the milk of animals which 
consume contaminated feed with aflatoxin B1. In the mid 1980s, a new compound 
derived from zearalenone was found to be involved in cases of smycotoxicosi and no 
correlated to the mycotoxins found in the food matrix in question [45].
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Recently, with the modernization of the means to detect the toxins, such as high-
performance liquid chromatography associated with mass spectrometry, many other 
compounds derived from mycotoxins were discovered, and the term “mask myco-
toxin” made way to the name of modified mycotoxins. This denomination classifies 
all substance derived from free mycotoxin, that is, all toxic substance originated by 
the secondary metabolism of fungi, which through a biological process (human, ani-
mal metabolism or even through the defense mechanism of plants) or technological 
process (food processing), have their structure altered as well as polarity, solubility, 
and molecular mass, originating a new substance with characteristic toxicity or able 
to reinforce the damages caused by parental mycotoxin [45, 46].

Some examples of modified mycotoxins are N-(1-deoxy-D-fructos-1-yl)-
fumonisin B1 (NDF-FB1) and N-(carboxymethyl)-fumonisin B1 (NCM-FB1) 
formed in a Maillard reaction between fumonisins and reducing sugars and reaction 
of reduction occurring in DON when animal feed is treated with sodium bisulfite 
generating sulfonated DON [46].

5. Prevention and control of mycotoxins

Cereals, grains, and oilseed are often infected by insects and toxigenic fungi 
when still in the field interfering directly in the quality and productivity of food. 
Controlling fungi infestations is not an easy task for involving climatic and environ-
mental issues which frequently cannot be controlled by men. Therefore, it is crucial 
to disseminate and implement techniques for good agricultural practices, indis-
pensable to minimize problems related to the production of mycotoxins and quality 
of the food in the field. Some of these techniques involve choosing the variety to be 
cultivated by preferring lineages that are more resistant to attacks of plagues and 
microorganisms, good soil preparation, and turnover of cultures. It is also impor-
tant to rationally employ agricultural pesticides by replacing them with sustainable 
techniques for plague control whenever possible, such as biological products, oils, 
and natural extracts, seeking to protect the cultivation and the environment [47].

The crop at the correct maturation point and the regulation of agricultural 
implements to soften mechanical damages to beans and grains are factors which 
combined with good storage practice can reduce fungus infestations in food 
products. The main storage practices encompass the improvement of the products 
received by removing impurities derived from the field, the control of moisture 
through drying process at recommended levels, good ventilation, cleansing of the 
storage location, and control of insects and rodents, in addition to a system to rela-
tive air humidity.

In addition to good agricultural and storage practices, some strategies for the 
detoxification of food and feed contaminated with mycotoxins have emerged as an 
effort to reduce or eliminate their toxic effects through chemical, physical, and bio-
logical methods. Some of them involve the application of gamma irradiation, ozone 
(O3), and some microbial strains and fungus parasites able to inhibit the production 
or decrease the toxicity of some secondary metabolites like Streptomyces rimosusand 
and Gliocladium roseum, respectively. These methods are essential to improve food 
safety, prevent economic losses, and retrieve contaminated products [48, 49].

6. Conclusion

Mycotoxins are a group of fungal secondary metabolites, and their produc-
tion is influenced by both the genotype of the organism and the physicochemical 
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environment in which it is growing. Even if a strain of mold has the genetic poten-
tial to produce a particular mycotoxin, the level of production will be influenced 
by the nutrients available. Even when the nutritional requirements are suitable 
for mycotoxin biosynthesis, physical parameters, such as temperature and water 
activity, will influence production. In nature there are many other factors inter-
acting with the growth and metabolism of a mold. There may be, for example, 
antimicrobial agents produced by other microorganisms, by the plant on which 
the mold is growing, or added as biocides during crop husbandry. Mycotoxins have 
attracted worldwide attention not only because of their perceived impact on human 
health but also because of the economic losses accruing from contaminated foods. 
Mycotoxins have been extensively studied as well as their impact on human health. 
It is clear that food contaminated with toxic substances are not proper for either 
human or animal consumption. Considering that mycotoxins are natural contami-
nants and practically impossible to be completely eliminated from food, interna-
tional food safety organizations provide guidance on the serious risks of mycotoxins 
to human health by updating and establishing safe levels of ingestion for these 
toxins. As a short-term solution, methods of prevention and food detoxification 
have been offered to producers aiming at providing means to enlarge the availability 
of safe food to the population worldwide.
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tial to produce a particular mycotoxin, the level of production will be influenced 
by the nutrients available. Even when the nutritional requirements are suitable 
for mycotoxin biosynthesis, physical parameters, such as temperature and water 
activity, will influence production. In nature there are many other factors inter-
acting with the growth and metabolism of a mold. There may be, for example, 
antimicrobial agents produced by other microorganisms, by the plant on which 
the mold is growing, or added as biocides during crop husbandry. Mycotoxins have 
attracted worldwide attention not only because of their perceived impact on human 
health but also because of the economic losses accruing from contaminated foods. 
Mycotoxins have been extensively studied as well as their impact on human health. 
It is clear that food contaminated with toxic substances are not proper for either 
human or animal consumption. Considering that mycotoxins are natural contami-
nants and practically impossible to be completely eliminated from food, interna-
tional food safety organizations provide guidance on the serious risks of mycotoxins 
to human health by updating and establishing safe levels of ingestion for these 
toxins. As a short-term solution, methods of prevention and food detoxification 
have been offered to producers aiming at providing means to enlarge the availability 
of safe food to the population worldwide.
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Abstract

The cell is the basic structural and functional unit of all living organisms. As 
the smallest unit and building blocks of life, cells differ in size, shape, metabolism, 
reproduction, and growth requirements. Cells reproduce through cell division 
involving a four-phase (G1, S, G2, M) cell cycle, which is tightly regulated at mul-
tiple checkpoints. The resulting growth curve demonstrates that cell population 
increases in three sequential steps: incubation, exponential hyperplasia, and stagna-
tion/death phases. Cell growth is subject to changes in disease state and/or environ-
mental conditions. This chapter will focus on methods for cell growth measurement, 
which are grouped into five sections: cell cycle, apoptosis, growth curve, drug-
induced proliferation (DIP), and continuous assays. Among the continuous assays, 
the EZMTT dye allows for long-term tracking of cell growth under various condi-
tions and shows promise in precision medicine by early detection of drug resistance.

Keywords: cell cycle, apoptosis, growth curve, drug-induced proliferation, 
continuous assays, drug resistance

1. Introduction

The cell is the smallest unit of living organisms [1] and grows both in popula-
tion and size. Cellular growth [2] is tightly regulated and usually shows three 
sequential steps, including incubation, exponential hyperplasia, and stagnation/
death phases [3]. Unrestricted cell growth causes cancer, and drugs cure the disease 
by regulating the cell growth back to normal. Therefore, precise measurement 
of cell growth is very important in biomedicine, including cancer, aging, drug 
resistance, drug discovery, environment contamination, material biocompatibility 
[4, 5], fermentation, immunology, etc.

Cells grow by cell division which includes four major components: the G1, S, 
G2, and M phases in sequence [6], as shown in Figure 1. The signature of the G1 
phase is the synthesis of enzymes that are required for DNA replication. During 
the S phase, DNA is replicated to produce two identical sets of chromosomes. The 
G2 phase is mainly involved in the production of microtubules that are required 
during the process of division, the mitotic phase. Increases in cell volume are 
observed during the interphase (G1, S, G2 phase). The M phase consists of pro-
phase, metaphase, anaphase, and telophase in sequence, and the parent cell is 
divided into two daughter cells through nuclear division (karyokinesis), cytoplas-
mic division (cytokinesis), and formation of a new cell membrane [7].

Cell division is more complex in eukaryotes whose cell division involves either 
mitosis or a more complex process called meiosis. Mitosis and meiosis are two 
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divided into two daughter cells through nuclear division (karyokinesis), cytoplas-
mic division (cytokinesis), and formation of a new cell membrane [7].

Cell division is more complex in eukaryotes whose cell division involves either 
mitosis or a more complex process called meiosis. Mitosis and meiosis are two 



Cell Growth

38

different “nuclear division” processes. Through binary fission, mitosis [8] pro-
duces two daughter cells with the same number of chromosomes as the parental 
cell. Meiosis, also called reductive division, is the division of a germ cell involving 
two fissions of the nucleus to form four gametes that have half the normal cel-
lular amount of DNA. A male and a female gamete can then combine to produce a 
zygote, a cell which again has the normal number of chromosomes [9]. Therefore, 
the enlargement of cell volume and changes in DNA content are two parameters 
commonly used in cell cycle measurement.

The cell cycle is tightly regulated at multiple checkpoints [10]. Various growth 
conditions such as the temperature, nutrients, cell density, and drug treatment 
can block the cell cycle at various stages. Instead of unrestricted growth, the cell 
growth curve shows that the cell population increases through three phases: incuba-
tion period → exponential hyperplasia → stagnation period. During exponential 
growth, cells demonstrate great variation in required cell density and doubling 
times that are highly dependent on cell type and growth conditions.

Cell death occurs in each generation. Acute cellular injury causes traumatic cell 
death (necrosis) [11], whereas apoptosis is a highly regulated and programmed cell 
death that occurs each day in multicellular organisms. The average adult human 
loses between 50 and 70 billion cells each day due to apoptosis [12] which is critical, 
because uncontrolled cell proliferation is closely related to the occurrence of human 
diseases such as tumors. Commonly used analyses for apoptosis are morphological 
analysis, detection of apoptotic biomarkers, and flow cytometric analysis of cellular 
DNA content.

Inhibiting cancer cell or infectious microbial growth is the purpose of drug 
treatment. However, drug resistance is the notorious worldwide crisis that prolongs 
hospital stays and considerably increases mortality. Identification of specific genetic 
mutations has been the major effort in understanding drug resistance, but the 

Figure 1. 
Cell cycle.
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results have had little diagnostic value [13]. Recently, many research groups [14–17] 
demonstrated that drug resistance develops owing to a small population of cells 
resistant to the drug, and drug treatment results in the selection for the growth of 
the small drug-resistant cell population. Recognition of partial efficacy is, there-
fore, very important in early detection of drug resistance.

Traditionally, the dose–response curve is used to evaluate the potency of an 
inhibitor (IC50). Commonly used cell proliferation assays are metabolic activity-
based methods such as the tetrazo-based cellular NAD(P)H detection system (MTT, 
CCK8, EZMTT) and the cellular ATP detection system (CellTiter-Glo Assay). 
Unfortunately, due to experimental error, the endpoint assays are not sensitive 
enough to detect the survival of a minor population of cells.

For precise measurement of drug efficacy, the drug-induced proliferation (DIP) 
rate has been proposed as a better parameter than the IC50 or MIC (80% inhibi-
tion) measurement [15]. However, the measurement of a precise DIP rate calls for 
continuous assays that can be used easily with various cell types.

Therefore, this chapter will mainly discuss the methods used for measuring cell 
cycle, apoptosis, growth curve, and drug-induced proliferation, continuous assays 
that can track the growth condition-induced cell proliferation, and its applications 
in early discovery of drug resistance.

2. Cell cycle

Each cell cycle involves the G1, S, G2, and M phases in sequence, and each 
phase is associated with its signature protein biomarkers, DNA content, and 
cell size, as shown in Figure 1. DNA ploidy and protein biomarker analyses are 
commonly used in cell cycle studies and have important applications in clinical 
cancer diagnosis, drug efficacy evaluation, prognosis prediction, cell dynamics, 
and apoptosis.

2.1 Parameters used for DNA content analysis

DNA ploidy, DNA index (DI), S phase fraction (SPF), and potential doubling 
time (Tpot) are commonly used parameters for cell cycle analyses.

DNA ploidy refers to the number of chromosomes or the total DNA content in 
cells. DNA ploidy analysis in combination with clinical pathological diagnosis has a 
great value in early diagnosis and in prognosis prediction for malignant tumors, for 
both solid tumors and cancer cell extracts from body fluids, glandular secretions, 
and exfoliated tissue cells. Aneuploid tumors showed significantly higher recurrent 
rates than the diploid ones [18].

The DNA index (DI) refers to the ratio between the cells in G0/G1 peak of the 
tumor samples and that of the normal diploid samples. The calculation equation 
is DI (DNA index, number of judgment ploidy) = (average number of G0/G1 
phase cell peaks in sample)/(average number of G0/G1 phase cell peaks in normal 
diploid cells). A DI of 1 means a normal diploid sample (generally the normal 
range is 0.9 to 1.1) [19].

The S phase fraction (SPF) shows the percentage of cells in S phase and indi-
cates the proliferative activity of the cells. The calculation equation is SPF (S phase 
fraction %) = S cells / (G0/G1 + S + G2M) cells × 100%. Another cell proliferation 
parameter is proliferation index (PI), and the calculation equation is PI (prolifera-
tion index %) = (S + G2M) cells/ (G0/G1 + S + G2M) cells × 100%.

The potential doubling time (Tpot) refers to the time required to double the cell 
number, which occurs during exponential growth.
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demonstrated that drug resistance develops owing to a small population of cells 
resistant to the drug, and drug treatment results in the selection for the growth of 
the small drug-resistant cell population. Recognition of partial efficacy is, there-
fore, very important in early detection of drug resistance.

Traditionally, the dose–response curve is used to evaluate the potency of an 
inhibitor (IC50). Commonly used cell proliferation assays are metabolic activity-
based methods such as the tetrazo-based cellular NAD(P)H detection system (MTT, 
CCK8, EZMTT) and the cellular ATP detection system (CellTiter-Glo Assay). 
Unfortunately, due to experimental error, the endpoint assays are not sensitive 
enough to detect the survival of a minor population of cells.

For precise measurement of drug efficacy, the drug-induced proliferation (DIP) 
rate has been proposed as a better parameter than the IC50 or MIC (80% inhibi-
tion) measurement [15]. However, the measurement of a precise DIP rate calls for 
continuous assays that can be used easily with various cell types.

Therefore, this chapter will mainly discuss the methods used for measuring cell 
cycle, apoptosis, growth curve, and drug-induced proliferation, continuous assays 
that can track the growth condition-induced cell proliferation, and its applications 
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Each cell cycle involves the G1, S, G2, and M phases in sequence, and each 
phase is associated with its signature protein biomarkers, DNA content, and 
cell size, as shown in Figure 1. DNA ploidy and protein biomarker analyses are 
commonly used in cell cycle studies and have important applications in clinical 
cancer diagnosis, drug efficacy evaluation, prognosis prediction, cell dynamics, 
and apoptosis.

2.1 Parameters used for DNA content analysis

DNA ploidy, DNA index (DI), S phase fraction (SPF), and potential doubling 
time (Tpot) are commonly used parameters for cell cycle analyses.

DNA ploidy refers to the number of chromosomes or the total DNA content in 
cells. DNA ploidy analysis in combination with clinical pathological diagnosis has a 
great value in early diagnosis and in prognosis prediction for malignant tumors, for 
both solid tumors and cancer cell extracts from body fluids, glandular secretions, 
and exfoliated tissue cells. Aneuploid tumors showed significantly higher recurrent 
rates than the diploid ones [18].

The DNA index (DI) refers to the ratio between the cells in G0/G1 peak of the 
tumor samples and that of the normal diploid samples. The calculation equation 
is DI (DNA index, number of judgment ploidy) = (average number of G0/G1 
phase cell peaks in sample)/(average number of G0/G1 phase cell peaks in normal 
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The potential doubling time (Tpot) refers to the time required to double the cell 
number, which occurs during exponential growth.
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2.2 DNA content analysis

DNA content can be analyzed after fluorescent staining or labeled nucleic acid 
incorporation as shown in Table 1.

As shown in Figure 2, DAPI and Hoechst dyes penetrate the membrane and 
are commonly used to label live cells, whereas propidium iodide (PI), propidium 
monoazide (PMA), and ethidium bromide monoazide (EMA) only label dead cells. 
Newly synthesized DNA in active proliferating cells can be labeled by the radiola-
beled 3HTdR, 125IUdR [24], or the fluorescent-labeled BrdU and EDU [25].

Flow cytometry measurement (FCM) is a sensitive method to measure cell size 
and fluorescent labeling. Double staining both cellular DNA and protein biomarker 
allows identification of cells in G1 peaks, G2+ M peaks, and S platforms, as well 
as the subdiploid peaks (apoptotic peaks) before the G1 peak. These methods in 
combination with other biomarkers show the distribution of cells in each phase of 
the cell cycle and can be used to investigate cell dynamics [26].

2.3 Protein biomarkers

Proteins that are found in proliferating cells, but not in nonproliferating cells 
can be used as biomarkers for cell cycle measurement. Ki-67 protein (also known as 
MKI67) is present during all active phases of the cell cycle (G1, S, G2, and mitosis) 
but is absent in resting (quiescent) cells (G0) [27]. During interphase, the Ki-67 
protein is exclusively located in the cell nucleus, whereas in mitosis most of the pro-
tein is relocated to the surface of the chromosomes. During cell progression through 
S phase of the cell cycle, the Ki-67 protein markedly increases [28]. As shown in 
Figure 1, the fluorescent-labeled monoclonal Ki-67 antibody has been used for cell 
cycle measurement and cancer diagnosis. Other commonly used cell proliferation 
biomarkers include proliferating cell nuclear antigen PCNA [29], topoisomerase IIB 
[30], and phosphorylated histone H3 [31].

DNA stain Principle Membrane 
permeability

Function

4′,6-diamidino-2-
phenylindole (DAPI)

Binds to DNA A-T rich region [20] Yes Live cell

Hoechst dye Binds to DNA A-T rich region [21] Yes Live cell

Propidium Iodide (PI) Label dead cells [22] No Dead cell

Propylene glycol 
monomethyl ether 
acetate (PGMEA)

In combination with dsDNA to form 
a stable and strong covalent nitrogen-
carbon bond [23]

No Dead cell

Ethidium bromide 
monoazide (EMA)

Covalent cross-linking with genomic 
DNA [23]

No Dead cell

3 HTdR incorporation 3H-TdR incorporates in DNA synthesis Yes Live cell

125IUdR incorporation 125IUdR incorporates in DNA synthesis Yes Live cell

BrdU incorporation Brdu participates in DNA synthesis in 
cell proliferation

Yes Live cell

EDU incorporation EDU participates in DNA synthesis in 
cell proliferation

Yes Live cell

Table 1. 
Comparison of methods for DNA labeling.
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3. Apoptosis

Apoptosis is a programmed cell death, and the process involves a series of 
morphological changes such as blebbing, cell shrinkage, nuclear fragmentation, 
chromatin condensation, as well as biochemical changes such as chromosomal DNA 
fragmentation, global mRNA decay [32], and appearance of protein biomarkers in 
protein degradation pathways.

Commonly used analyses include transmission electron microscopy for morpho-
logical analysis, biochemical assays for detection of apoptotic biomarkers, and flow 
cytometry analysis of cellular DNA content (Figure 3).

3.1 Transmission electron microscopic analysis

Tissue or cells can be directly stained using dyes such as hematoxylin, methyl 
green pyronine, and acridine orange for microscopic analysis. Under the trans-
mission electron microscope [33], apoptotic cells show reduced size and more 
concentrated cytoplasm. In the nucleus of pro-apoptosis phase, the chromatin is 
highly coiled, and many vacuole structures called cavitation appear; in the phase 
IIa nucleus, the chromatin is highly coagulated and marginalized; in the end, the 
nucleus is cleaved into fragments and produces apoptotic bodies. Fluorescence 
microscopy and confocal laser scanning microscopy [34] can also be used to observe 
the progress of apoptosis, based on morphological changes of nuclear chromatin 
DNA-specific dyes such as Hoechst dye series and DAPI.

3.2 TUNEL method

The TUNEL assay [35] distinguishes between normal and apoptotic cells based 
on the amount of FITC-dUTP incorporation into the broken DNA ends in the intact 
single apoptotic nuclei or apoptotic bodies, whereas the normal or growing cells 
have almost no DNA breaks and will not be stained. This method accurately reflects 
the most typical biochemical and morphological features of apoptosis and can used 
with paraffin-embedded tissue sections, frozen tissue sections, cultured cells, and 
tissue-separated cells. The method is simple, easy, and sensitive in detecting a very 
small amount of apoptotic cells.

Figure 2. 
Methods for DNA analysis in both live and dead cells.
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2.2 DNA content analysis

DNA content can be analyzed after fluorescent staining or labeled nucleic acid 
incorporation as shown in Table 1.

As shown in Figure 2, DAPI and Hoechst dyes penetrate the membrane and 
are commonly used to label live cells, whereas propidium iodide (PI), propidium 
monoazide (PMA), and ethidium bromide monoazide (EMA) only label dead cells. 
Newly synthesized DNA in active proliferating cells can be labeled by the radiola-
beled 3HTdR, 125IUdR [24], or the fluorescent-labeled BrdU and EDU [25].
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DNA stain Principle Membrane 
permeability

Function

4′,6-diamidino-2-
phenylindole (DAPI)

Binds to DNA A-T rich region [20] Yes Live cell

Hoechst dye Binds to DNA A-T rich region [21] Yes Live cell

Propidium Iodide (PI) Label dead cells [22] No Dead cell

Propylene glycol 
monomethyl ether 
acetate (PGMEA)

In combination with dsDNA to form 
a stable and strong covalent nitrogen-
carbon bond [23]

No Dead cell

Ethidium bromide 
monoazide (EMA)

Covalent cross-linking with genomic 
DNA [23]

No Dead cell

3 HTdR incorporation 3H-TdR incorporates in DNA synthesis Yes Live cell

125IUdR incorporation 125IUdR incorporates in DNA synthesis Yes Live cell

BrdU incorporation Brdu participates in DNA synthesis in 
cell proliferation

Yes Live cell

EDU incorporation EDU participates in DNA synthesis in 
cell proliferation

Yes Live cell

Table 1. 
Comparison of methods for DNA labeling.
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3. Apoptosis
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protein degradation pathways.
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logical analysis, biochemical assays for detection of apoptotic biomarkers, and flow 
cytometry analysis of cellular DNA content (Figure 3).
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on the amount of FITC-dUTP incorporation into the broken DNA ends in the intact 
single apoptotic nuclei or apoptotic bodies, whereas the normal or growing cells 
have almost no DNA breaks and will not be stained. This method accurately reflects 
the most typical biochemical and morphological features of apoptosis and can used 
with paraffin-embedded tissue sections, frozen tissue sections, cultured cells, and 
tissue-separated cells. The method is simple, easy, and sensitive in detecting a very 
small amount of apoptotic cells.
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Methods for DNA analysis in both live and dead cells.
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The limitations of the TUNEL method are as follows. Firstly, it labels apoptotic 
cells only in the middle and late stages. Secondly, necrotic cells also contain DNA 
breaks and are labeled by dUTP, so the assay is not specific enough to distinguish 
between apoptotic and necrotic cells. Thirdly, cells need to be fixed during the 
labeling process, which may lead to excessive cell debris or loss of DNA frag-
ments. Lastly, subjective factors are involved when counting the number of the 
apoptotic cells.

In addition, agarose gel electrophoresis can be used to detect the apoptotic DNA 
fragmentation into an integer multiple of 180–200 bp [36]. ELISA can be performed 
using anti-DNA and anti-histone monoclonal antibody to detect nucleosome frag-
ments [37]. Mitochondrial membrane potential measurement can distinguish early 
apoptosis [38] and provides a nice complement to the TUNNEL method.

3.3 Fluorescent staining for flow cytometry analysis

Application of annexin V is a widely used method for detecting apoptosis 
[39]. Annexin V is a Ca2 + −dependent phospholipid binding protein with a 
molecular weight of 35–36KD, which can bind with phosphatidylserine with high 

Figure 3. 
Methods in measuring apoptosis: (A) lymphocytes stained with EB/AO solution. Triangle, arrow, and 
arrowhead show viable, early apoptotic and late apoptotic cells, respectively. (B) Transmission electron 
image of a broken apoptotic lymphocyte. The cell breaks up into apoptotic bodies containing organelles or 
the condensed nuclear fragments. (C) Scanning electron image of a macrophage phagocytosing the apoptotic 
lymphocytes (asterisks). (D) A macrophage engulfing an apoptotic lymphocyte L, containing the condensed 
nuclear fragments. Arrows show phagosomes containing the apoptotic bodies of lymphocytes. (E, F) A 
macrophage phagocytosing apoptotic cells. (G–J) LC3 fluorescent stain in macrophages phagocytosing the 
apoptotic lymphocytes. The nuclei were stained with DAPI (G) or PI (H). (K and L) PI staining was used to 
evaluate the apoptosis.
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affinity. Annexin V can be labeled with fluorescein isothiocyanate (FITC, PE) or 
biotin and used as a fluorescent probe to detect apoptosis by flow cytometry or 
fluorescence microscopy.

PI dye does not pass through the intact cell membrane, but in the middle and late 
stages of apoptosis, PI can pass through the cell membrane to bind to the DNA and 
redden the nucleus [40, 41]. PI staining of the apoptotic cells shows a subdiploid 
peak (Ap peak) that appears before the G1 peak. The number of apoptotic cells can 
be detected based on the level of the Ap peak. Therefore, combining results from 
both annexin V staining and PI staining, cells in the early and late stage of apoptosis 
and necrosis can be distinguished.

However, the limitation of both staining methods is the poor sensitivity. It 
is difficult to detect DNA fragments in early apoptotic cells and easy to miss the 
detection of apoptotic cells in S phase or G2/M phase. Meanwhile, the PI method is 
partially necrotic, and the cellular debris could cause false detection.

Additional methods are detecting the release cytochrome C from mitochondria 
into cytoplasm during apoptosis [42], as well as activation of signaling pathways 
involving caspase 3, caspase 9, Apaf-1, PARP, Bcl2, Akt, TFAR19, etc., to differenti-
ate the exogenous or endogenous cause of cell apoptosis [43].

3.4 Double or multiple staining

To distinguish the apoptotic cells, necrotic cells, and living cells, research-
ers perform flow cytometric analysis after double staining with annexin V and 
PI. Annexin V-FITC has poor membrane permeability and can specifically bind 
phosphatidylserine; for live cells, no phosphatidylserine can be detected by annexin 
V, but during apoptosis, phosphatidylserine is valgus outward to the outer side of 
the cell membrane for easy detection. The fluorescent dye PI binds to chromatin 
but does not enter the cytoplasm of live cells. However, PI can enter the apoptotic 
cells and necrotic cells and effectively stain the concentrated chromatin in apoptotic 
cells. In addition, for low PI-stained cells, H0342 dye can be used for detection of 
apoptotic cells with concentrated chromatin. H0342 stain enters cells with intact 
membranes and stains apoptotic cells more strongly than normal cells. When used 
in combination with forward scatter (FSC) and side scatter (SSC), H0342 staining 
can distinguish apoptosis from living cells [44].

Taken together, the FCM method requires less sample, provides high sensitiv-
ity, and simultaneously analyzes apoptotic cells and normal cells. Morphological 
observation can be carried out using an optical microscope, and electron micros-
copy is an authoritative method, which is commonly used before serious quantita-
tive analysis. Agarose gel electrophoresis can also be used as a qualitative analysis, 
but the results need further confirmation by TUNNEL technology or annexin-V/PI 
dual-label method.

4. Cell proliferation

Cell growth (proliferation) can be evaluated by the time-dependent changes 
of the total number of proliferating cells, as well as the ratio of cells among 
individual phases of the cell cycle. The cell growth curve was plotted to show the 
time-dependent increase in cell numbers. Depending on the cell type and growth 
condition, the required cell density to enter the exponential phase and the rate of 
cell growth measured by the doubling time (Tpot) could be very different. For 
example, most microbials (e.g., E. coli) enter the exponential growth phase with low 
cell numbers and show fast growth rate with a doubling time less than an hour [45], 
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The limitations of the TUNEL method are as follows. Firstly, it labels apoptotic 
cells only in the middle and late stages. Secondly, necrotic cells also contain DNA 
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labeling process, which may lead to excessive cell debris or loss of DNA frag-
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In addition, agarose gel electrophoresis can be used to detect the apoptotic DNA 
fragmentation into an integer multiple of 180–200 bp [36]. ELISA can be performed 
using anti-DNA and anti-histone monoclonal antibody to detect nucleosome frag-
ments [37]. Mitochondrial membrane potential measurement can distinguish early 
apoptosis [38] and provides a nice complement to the TUNNEL method.

3.3 Fluorescent staining for flow cytometry analysis
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affinity. Annexin V can be labeled with fluorescein isothiocyanate (FITC, PE) or 
biotin and used as a fluorescent probe to detect apoptosis by flow cytometry or 
fluorescence microscopy.

PI dye does not pass through the intact cell membrane, but in the middle and late 
stages of apoptosis, PI can pass through the cell membrane to bind to the DNA and 
redden the nucleus [40, 41]. PI staining of the apoptotic cells shows a subdiploid 
peak (Ap peak) that appears before the G1 peak. The number of apoptotic cells can 
be detected based on the level of the Ap peak. Therefore, combining results from 
both annexin V staining and PI staining, cells in the early and late stage of apoptosis 
and necrosis can be distinguished.

However, the limitation of both staining methods is the poor sensitivity. It 
is difficult to detect DNA fragments in early apoptotic cells and easy to miss the 
detection of apoptotic cells in S phase or G2/M phase. Meanwhile, the PI method is 
partially necrotic, and the cellular debris could cause false detection.

Additional methods are detecting the release cytochrome C from mitochondria 
into cytoplasm during apoptosis [42], as well as activation of signaling pathways 
involving caspase 3, caspase 9, Apaf-1, PARP, Bcl2, Akt, TFAR19, etc., to differenti-
ate the exogenous or endogenous cause of cell apoptosis [43].

3.4 Double or multiple staining

To distinguish the apoptotic cells, necrotic cells, and living cells, research-
ers perform flow cytometric analysis after double staining with annexin V and 
PI. Annexin V-FITC has poor membrane permeability and can specifically bind 
phosphatidylserine; for live cells, no phosphatidylserine can be detected by annexin 
V, but during apoptosis, phosphatidylserine is valgus outward to the outer side of 
the cell membrane for easy detection. The fluorescent dye PI binds to chromatin 
but does not enter the cytoplasm of live cells. However, PI can enter the apoptotic 
cells and necrotic cells and effectively stain the concentrated chromatin in apoptotic 
cells. In addition, for low PI-stained cells, H0342 dye can be used for detection of 
apoptotic cells with concentrated chromatin. H0342 stain enters cells with intact 
membranes and stains apoptotic cells more strongly than normal cells. When used 
in combination with forward scatter (FSC) and side scatter (SSC), H0342 staining 
can distinguish apoptosis from living cells [44].

Taken together, the FCM method requires less sample, provides high sensitiv-
ity, and simultaneously analyzes apoptotic cells and normal cells. Morphological 
observation can be carried out using an optical microscope, and electron micros-
copy is an authoritative method, which is commonly used before serious quantita-
tive analysis. Agarose gel electrophoresis can also be used as a qualitative analysis, 
but the results need further confirmation by TUNNEL technology or annexin-V/PI 
dual-label method.

4. Cell proliferation

Cell growth (proliferation) can be evaluated by the time-dependent changes 
of the total number of proliferating cells, as well as the ratio of cells among 
individual phases of the cell cycle. The cell growth curve was plotted to show the 
time-dependent increase in cell numbers. Depending on the cell type and growth 
condition, the required cell density to enter the exponential phase and the rate of 
cell growth measured by the doubling time (Tpot) could be very different. For 
example, most microbials (e.g., E. coli) enter the exponential growth phase with low 
cell numbers and show fast growth rate with a doubling time less than an hour [45], 
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whereas M. tuberculosis and mammalian cells have longer doubling time of several 
hours or a day. The growth and reproduction of cells can be further altered by 
changes in temperature, nutrition, viral infection, and/or the presence or absence 
of inhibitors [46]. Therefore, the growth curve is important in guiding clinical drug 
usage, investigating gene functions, and understanding drug mechanism of action. 
Various methods have been developed to measure the absolute number of cells or 
the changes in cell number, as shown in Figure 4.

4.1 Manual cell counting

Traditionally, cell numbers are counted by taking an aliquot of a homogenous 
cell suspension and plating on a hemocytometer to count the numbers under a light 
microscope. The obtained cell number in a certain volume of the suspension is then 
converted into the cell concentration (cells per ml) in the stock solution. Bacteria 
are counted by a Petroff-Hausser bacterial counter, a Hawksley counter, and/or 
the plate colony formation method. The plate colony counting method often gives 
a lower cell number than the actual value, because it is often difficult to disperse 
bacteria into a single cell and to make sure that a single colony is not derived from 
several bacteria.

4.2 Automated mechanical counting

The most commonly used automatic cell counting methods are direct electri-
cal impedance, flow cytometry, computer-aided image analysis, and serological 
counting. Through changes in electrical properties, the direct electrical impedance 
method quantifies the number and the volume of cells in the blood. Using a photo-
multiplier to filter and detect the signal, flow cytometry records both the density 
and height of fluorescent pulses and then converts them to the number of bacteria; 
the method is fast and sensitive and can simultaneously analyze the cell morphol-
ogy and protein biomarkers. Computer-aided image analysis [47] and serology [48] 
counting methods analyze the image or 2D picture to obtain accurate quantification 
and morphological structure. So far, both methods have been used successfully in 
biology, materials science, mineralogy, and neurological science.

Figure 4. 
The main methods for cell growth measurement.
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4.3 Indirect cell counting methods

4.3.1 Turbidity assay by spectrophotometry

Turbidity can be observed when the cell density reaches certain level; within a 
certain range, the number of cells is proportional to the turbidity of the bacterial 
culture. The cell turbidity is measured by a spectrophotometer or a colorimeter, 
and a standard curve is generated by plotting the absorbance at OD600nm and the 
actual cell numbers in the sample. Photoelectric turbidimetric counting is a simple, 
rapid, and continuous measurement suitable for high-throughput screening. 
However, its optical density is less sensitive, cannot differentiate between dead or 
live bacteria, and is greatly affected by cell size, morphology, and the color of the 
culture solution [49].

4.3.2 BACTEC MGIT method

BACTEC MGIT [50, 51] measures microbial growth by oxygen depletion which 
requires anaerobic conditions, so the bacteria must be grown in a sealed tube or 
compartment. This method has been widely applied in medical diagnosis but is not 
suitable for high-throughput plate-based AST assays.

4.3.3 Fluorescent dye method

Live or dead cells that cannot be differentiated by the light microscope can be 
counted after fluorescent labeling. Table 2 showed the commonly used dyes that 

Fluorescent dye Stain 
subject

Membrane 
permeability

Excitation/
emission 

wavelength

Function Detection

SYTO nucleic 
acid stains

Nucleic 
acid [52]

Yes 420~657/441~678 Live or 
dead cell

Fungus, 
bacteria

SYTOX green 
nucleic acid 
stain

Nucleic 
acid [53]

No ~504/~523 Dead cell Fungus, 
bacteria

Propidium 
iodide (PI)

Nucleic 
acid [54]

No ~530/~635 Dead cell Fungus, 
bacteria, 
mammals

Sulforhodamine 
B (SRB)

Protein 
[55]

Yes ~565/~586 Live cell Mammals

PHK26, 67 Membrane 
[56]

Yes ~551/~567, 
~496/~520

Live cell Mammals

DiO Membrane 
[57]

Yes 482~487/ 501~504 Dead cell Mammals

DiD Membrane 
[58]

Yes ~646/~665 Dead cell Mammals

Calcofluor white 
M2R

Cytoderm 
[59]

Yes 385~405/ 437~445 Live cell Fungus

DiBAC4(3) Membrane 
[60]

Yes 506/ 526 Dead cell Fungus, 
bacteria, 
mammals

Table 2. 
Summary of fluorescent dye.
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4.3 Indirect cell counting methods
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certain range, the number of cells is proportional to the turbidity of the bacterial 
culture. The cell turbidity is measured by a spectrophotometer or a colorimeter, 
and a standard curve is generated by plotting the absorbance at OD600nm and the 
actual cell numbers in the sample. Photoelectric turbidimetric counting is a simple, 
rapid, and continuous measurement suitable for high-throughput screening. 
However, its optical density is less sensitive, cannot differentiate between dead or 
live bacteria, and is greatly affected by cell size, morphology, and the color of the 
culture solution [49].

4.3.2 BACTEC MGIT method

BACTEC MGIT [50, 51] measures microbial growth by oxygen depletion which 
requires anaerobic conditions, so the bacteria must be grown in a sealed tube or 
compartment. This method has been widely applied in medical diagnosis but is not 
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label the cellular components such as nucleic acid, cytoplasm, cell membrane, redox 
environment, and lipase. For example, SYTO series nucleic acid fluorescent dyes, 
etc. stain the DNA or RNA of the live or dead cells; PI nor SYTOX Green nucleic 
acid dyes cannot transfer into the live cells and stain the DNA of the damaged cell 
membranes. Both types of dyes can be used in combination to measure the ratio 
of live and dead cells. After labeling, the cells can be detected by a fluorescence 
microscopy or by a flow cytometry. The combination of fluorescent dyes and 
advanced instruments makes it possible to realize the “visualization” and investi-
gate the mechanisms of action under the physiological and pathological conditions 
and to explain the significance of life effects, which is of great significance in the 
field of disease diagnosis and drug screening.

5. Drug-induced proliferation assays

A drug is a substance that induces functional changes in an organism through 
chemical or physical actions, regardless of whether the resulting effect is beneficial 
or detrimental to the health of the receiving organism. Therefore, assays are critical 
in revealing interactions between the drug and the organism. In particular, the cell 
proliferation assays provide valuable information for exploring the pathogenesis of 
the disease, diagnosing the disease, and treating the disease.

Traditionally, a dose–response curve is used to evaluate the potency of an 
inhibitor (IC50). The commonly used cell proliferation assays are either metabolic 
activity-based methods such as the tetrazo-based cellular NAD(P)H detection 
system (MTT, CCK8 method) or the cellular ATP detection system (CellTiter-Glo 
Assay). According to the mechanism of metabolic activity detection, these endpoint 
colorimetric and fluorescence methods can be divided into five categories (Table 3): 
the reducing environment of live cells, ATP of live cells, detecting products released 
by dead cells, esterase, and detecting mitochondrial metabolism of live cells.

5.1 Reducing environment of live cells

Resazurin and its derivative C12-resazurin are not fluorescent, but their reduced 
forms are fluorescent. Dehydrogenase reduces the non-fluorescent blue resazurin 
into a strongly fluorescent pink resorufin [61] in enzyme- or cell-based assays. 
Since the dehydrogenase level is high in active cells and very low in damaged or 
inactive cells, the resazurin assay shows a strong signal in metabolically active cells. 
Interestingly, even though resazurin can be reduced by mitochondrial enzymes, no 
evidence of resazurin reduction was found in mitochondria as shown by confocal 
microscopy analysis [62].

Resazurin is water-soluble and stable in culture medium. Single reagent addition 
allowed for simple assays of cell viability which is especially suitable for automated 
manipulation and high-throughput analysis [63]. However, the fluorescence is 
bleached by light, so it is not suitable to track the cell growth.

5.2 ATP production in live cells

Adenosine triphosphate (ATP) is an indicator of active live cells, and its cellular 
level directly reflects the number and state of cells. The CellTiter-Glo method is a 
luminescence-based endpoint assay, commonly used for ATP measurement after 
cell lysis. The assay is based on ATP consumption by luciferase to produce light 
(maximum emission wavelength ~560 nm at pH 7.8) [64]. Due to the absence of 
interference of endogenous luciferase in mammalian cells, a stable glow-type signal 
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generated using luciferase can be detected as little as 0.1 picomoles ATP by lumi-
nometers, showing high sensitivity, although the signal decreases after 10–30 min.

The luciferin-luciferase bioluminescence assay has been used to detect small 
amount of bacterial contamination in samples such as blood, milk, urine, soil, and 
sludge [65]. In addition, the assay can evaluate antibiotic effects, determine cell 
proliferation and cytotoxicity in both bacterial and mammalian cells [64], and 
distinguish the cytostatic and killing potential of anticancer drugs for malignant cell 
growth. Furthermore, it has been used for bioactive factor activity assays, large-scale 
antitumor drug screening, cytotoxicity assays, and tumor radiosensitivity assays.

5.3 Lactonase in living cells

Lactonase is a non-specific esterase and cleaves a non-fluorescent molecular 
probe to produce a fluorescent substance. Lactonase activity is high in live cells but 
low in dead cells, so the fluorescence is seen and retained in live cells. In addition, 
the fluorescence can be evenly distributed to the two daughter cells after cell divi-
sion, although each successive passage decreased the fluorescence intensity in cells 
by 50% as analyzed by flow cytometry [66].

The most commonly used fluorescent probes are fluorescein diacetate (FDA) 
and its derivative succinimidyl ester of carboxyfluorescein diacetate, commonly 
known as CFSE-SE [67]. CFDA-SE was initially used for lymphocyte proliferation 
testing in 1994 and then applied to detect monocytes, fibroblasts, etc. The CFDA-SE 
method determines the cycle number of cell divisions based on fluorescence inten-
sity. Also, it can be used to trace in vivo studies [68, 69].

In addition, calcein-AM, (3′,6′-Di(O-acetyl)-4′,5′-bis[N,N-bis(carboxymethyl) 
aminomethyl] fluorescin tetraacetoxymethyl ester), also known as calcein acetyl 

Classification Method Description Cell 
viability

Application

Reducing 
environment of 
live cells

Resazurin Reduced by cytosolic 
dehydrogenase in 
metabolically active cells 
to produce pink strong 
fluorescent resorufin

Live cells Growth

ATP production 
in live cells

CellTiter-Glo Luciferase consumes ATP  
to produce light

Lysed 
cells

Growth

Esterase of live 
cells

FDA;calcein-AM Cleaved by esterase in 
living cells to produce 
a fluorescent substance 
retained in the cell

Live cells Division

Released 
products of dead 
cells

LDH release LDH released by damaged 
or dead cells reduces the 
tetrazolium salts to colored 
formazan

Dead cells Death

51Cr release 51Cr released by damaged 
or dead cells can be 
measured by a radioactivity 
assay

Dead cells Death

Mitochondrial 
dehydrogenase of 
live cells

Tetrazolium Reduced by mitochondrial 
dehydrogenase to produce 
colored formazan products

Live cells Growth

Table 3. 
Comparison of commonly used methods for drug-induced proliferation assays.
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label the cellular components such as nucleic acid, cytoplasm, cell membrane, redox 
environment, and lipase. For example, SYTO series nucleic acid fluorescent dyes, 
etc. stain the DNA or RNA of the live or dead cells; PI nor SYTOX Green nucleic 
acid dyes cannot transfer into the live cells and stain the DNA of the damaged cell 
membranes. Both types of dyes can be used in combination to measure the ratio 
of live and dead cells. After labeling, the cells can be detected by a fluorescence 
microscopy or by a flow cytometry. The combination of fluorescent dyes and 
advanced instruments makes it possible to realize the “visualization” and investi-
gate the mechanisms of action under the physiological and pathological conditions 
and to explain the significance of life effects, which is of great significance in the 
field of disease diagnosis and drug screening.
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chemical or physical actions, regardless of whether the resulting effect is beneficial 
or detrimental to the health of the receiving organism. Therefore, assays are critical 
in revealing interactions between the drug and the organism. In particular, the cell 
proliferation assays provide valuable information for exploring the pathogenesis of 
the disease, diagnosing the disease, and treating the disease.

Traditionally, a dose–response curve is used to evaluate the potency of an 
inhibitor (IC50). The commonly used cell proliferation assays are either metabolic 
activity-based methods such as the tetrazo-based cellular NAD(P)H detection 
system (MTT, CCK8 method) or the cellular ATP detection system (CellTiter-Glo 
Assay). According to the mechanism of metabolic activity detection, these endpoint 
colorimetric and fluorescence methods can be divided into five categories (Table 3): 
the reducing environment of live cells, ATP of live cells, detecting products released 
by dead cells, esterase, and detecting mitochondrial metabolism of live cells.
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Resazurin and its derivative C12-resazurin are not fluorescent, but their reduced 
forms are fluorescent. Dehydrogenase reduces the non-fluorescent blue resazurin 
into a strongly fluorescent pink resorufin [61] in enzyme- or cell-based assays. 
Since the dehydrogenase level is high in active cells and very low in damaged or 
inactive cells, the resazurin assay shows a strong signal in metabolically active cells. 
Interestingly, even though resazurin can be reduced by mitochondrial enzymes, no 
evidence of resazurin reduction was found in mitochondria as shown by confocal 
microscopy analysis [62].

Resazurin is water-soluble and stable in culture medium. Single reagent addition 
allowed for simple assays of cell viability which is especially suitable for automated 
manipulation and high-throughput analysis [63]. However, the fluorescence is 
bleached by light, so it is not suitable to track the cell growth.

5.2 ATP production in live cells

Adenosine triphosphate (ATP) is an indicator of active live cells, and its cellular 
level directly reflects the number and state of cells. The CellTiter-Glo method is a 
luminescence-based endpoint assay, commonly used for ATP measurement after 
cell lysis. The assay is based on ATP consumption by luciferase to produce light 
(maximum emission wavelength ~560 nm at pH 7.8) [64]. Due to the absence of 
interference of endogenous luciferase in mammalian cells, a stable glow-type signal 
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generated using luciferase can be detected as little as 0.1 picomoles ATP by lumi-
nometers, showing high sensitivity, although the signal decreases after 10–30 min.

The luciferin-luciferase bioluminescence assay has been used to detect small 
amount of bacterial contamination in samples such as blood, milk, urine, soil, and 
sludge [65]. In addition, the assay can evaluate antibiotic effects, determine cell 
proliferation and cytotoxicity in both bacterial and mammalian cells [64], and 
distinguish the cytostatic and killing potential of anticancer drugs for malignant cell 
growth. Furthermore, it has been used for bioactive factor activity assays, large-scale 
antitumor drug screening, cytotoxicity assays, and tumor radiosensitivity assays.

5.3 Lactonase in living cells

Lactonase is a non-specific esterase and cleaves a non-fluorescent molecular 
probe to produce a fluorescent substance. Lactonase activity is high in live cells but 
low in dead cells, so the fluorescence is seen and retained in live cells. In addition, 
the fluorescence can be evenly distributed to the two daughter cells after cell divi-
sion, although each successive passage decreased the fluorescence intensity in cells 
by 50% as analyzed by flow cytometry [66].

The most commonly used fluorescent probes are fluorescein diacetate (FDA) 
and its derivative succinimidyl ester of carboxyfluorescein diacetate, commonly 
known as CFSE-SE [67]. CFDA-SE was initially used for lymphocyte proliferation 
testing in 1994 and then applied to detect monocytes, fibroblasts, etc. The CFDA-SE 
method determines the cycle number of cell divisions based on fluorescence inten-
sity. Also, it can be used to trace in vivo studies [68, 69].

In addition, calcein-AM, (3′,6′-Di(O-acetyl)-4′,5′-bis[N,N-bis(carboxymethyl) 
aminomethyl] fluorescin tetraacetoxymethyl ester), also known as calcein acetyl 
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ester, is a fat-soluble substance and membrane-permeable fluorescein dye [70]. 
It is non-fluorescent and freely enters the cytoplasm and organelles such as the 
mitochondrial matrix. Upon entry, calcein-AM can be hydrolyzed by intracellular 
esterase to produce water-soluble calcein (calcium chlorophyll), which remains 
in the cytosol and mitochondrial matrix and produces strong green fluorescence 
under 494 mm excitation light.

5.4 Released products from dead cells

The radioisotope chromium (51Cr) release method was initially developed to 
detect dead cells and has now gradually been replaced by the LDH release method. 
Due to increased membrane permeability, the damaged or dying cells release the 
cytosolic LDH in cell culture medium [71], so the LDH activity is proportional 
to the number of dead cells. The LDH release assay has been used to measure the 
activity of cytotoxic lymphocyte (CTL) and natural killer (NK) cells, as well as the 
cytotoxicity caused by drugs, chemicals, or radiation.

5.5 NADH and NADPH production of live cell

NADH and NADPH are important biological cofactors for enzymes that are fun-
damental for various biological processes, such as energy metabolism, mitochondrial 
function, oxidative stress, immunological functions, and cell death [72]. Antioxidant 
drugs that could change cellular NAD(P)H concentrations have been effective in diseases 
such as aging, inflammation, neural degeneration, and cancer [73, 74]. Many tetrazolium 
compounds can be reduced by NADH and NADPH to produce colored formazin and 
have been developed commercially for cell vitality assay, as shown in Table 4 [75].

Triphenyl tetrazolium chloride (TTC) is a lipophilic and light-sensitive com-
pound, and the TTC assay was developed back in 1894 for seed viability tests and is 
currently a traditional method for brain live-dead neuron evaluation after ischemic 
stroke [76]. MTT is the most commonly used reagent for cell proliferation or cell 
toxicity assays, but its formazan is water-insoluble and requires an additional DMSO 
solubilization step for its quantification at 540 nm [77]. WST-8 is a water-soluble 
tetrazolium salt, and its brown-colored formazan can be measured directly by UV 
absorbance at 450 nm. Because of its simple protocol, the WST-8 (CCK-8) assay has 
become a popular cell vitality method [78–80]. However, WST-8 is not very stable 
especially under the reduced condition, so EZMTT was developed for drug-induced 
proliferation assay [81]. EZMTT is another water-soluble tetrazolium salt which is 

Tetrazolium Structural 
formula

Solubility 
(tetrazolium/
formazin)

Color 
(tetrazolium/
formazin)

Cytotoxicity Reagent 
stability

MTT a Soluble/insoluble Yellow/purple ** **

XTT e Soluble/soluble Yellow/orange **** ****

MTS i Soluble/soluble Yellow/purple ** ****

WST-1 l Soluble/soluble Yellow/orange * ****

CCK-8/WST-8 t Soluble/soluble Yellow /orange
OD 450 nm

* ***

EZMTT o Soluble/soluble Yellow/orange
OD 450 nm

Essentially 
nontoxic

**

*less ***** the most

Table 4. 
Comparison of MTT, XTT, MTS, WST-1, CCK-8, and EZMTT.
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less toxic than also, EZMTT reagent showed excellent stability and signal of back-
ground ratio. Effort has been made to develop the EZMTT to greatly enhance the 
sensitivity and precision of the drug-induced proliferation assay.

In summary, these cell metabolism-based assays are commonly used as end-
point assays for IC50 measurement to rank the potency of a drug. However, the 
world crisis in drug resistance in infectious disease and cancer called for a deeper 
look at the drug-induced proliferation assays. Since drug resistance develops 
owing to a small fraction of the cell population that is resistant to the drug, a sen-
sitive method for detecting partial drug resistance is very important in prevent-
ing the occurrence of drug resistance. Another approach is to measure not only 
the drug potency by IC50 values but also the drug efficacy by the drug-induced 
proliferation rate (DIP) [15]. However, to minimize the experimental error in 
detecting minor growth, precise DIP rate measurement in HTS mode requires 
the availability of a continuous assay that can track the cell proliferation from the 
same samples.

6. Continuous assay

Continuously tracking the cell growth is important for accurate assessment of 
drug effects and/or growth condition changes. Even though various endpoint assays 
[75, 82, 83] can be terminated at various time point to obtain the time-dependent 
cell proliferation curve, the procedures are labor-intensive and have high experi-
mental error. Therefore, a nondestructive continuous assay is highly desirable 
and critical for the precise evaluation of drug potency and efficacy. Besides the 
traditional turbidimetric assay by spectrophotometry that has been used for years 
in microbial assays, four new technologies have been developed that can be used for 
continuous assays.

6.1 High-content analysis

High-content analysis is a cell imaging and analysis system which includes 
automatic high-speed microscopic imaging, fully automatic image analysis, and 
data management. Through snapshot cellular microscopic imaging of a 96-well 
plate followed by synchronous analysis, the high-content analysis, such as the 
CloneSelectTM imaging system, accurately measures the cell number without any 
cell damage. Compared with the MTT method, the experimental deviation of dose 
pharmacodynamic curve obtained by CloneSelectTM imaging system is smaller 
and more reproducible. Therefore, high-content analysis has become a reliable 
choice for big pharmaceutical companies to evaluate drug antiproliferation effects 
in high-throughput screening, although mostly for attached mammalian cells.

6.2 Electrical impedance technology

Electrical impedance technology-based real-time cellular analysis (RTCA) 
[84–86] and Epic BenchTop optical biosensors methods [87, 88] have been used 
in measuring bacterial growth. However, the methods require cells to be cultured 
on the working electrode or a sensor array of complex structures. The methods 
[89] cannot detect changes in the cells themselves, so the cell damage caused 
by drugs and the understanding of the mechanism of drug action are difficult 
to assess accurately; this inevitably brings detection error and interference. In 
addition, the requirement of complex laboratory infrastructure further limits 
their utility.
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sensitivity and precision of the drug-induced proliferation assay.

In summary, these cell metabolism-based assays are commonly used as end-
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world crisis in drug resistance in infectious disease and cancer called for a deeper 
look at the drug-induced proliferation assays. Since drug resistance develops 
owing to a small fraction of the cell population that is resistant to the drug, a sen-
sitive method for detecting partial drug resistance is very important in prevent-
ing the occurrence of drug resistance. Another approach is to measure not only 
the drug potency by IC50 values but also the drug efficacy by the drug-induced 
proliferation rate (DIP) [15]. However, to minimize the experimental error in 
detecting minor growth, precise DIP rate measurement in HTS mode requires 
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same samples.
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cell proliferation curve, the procedures are labor-intensive and have high experi-
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traditional turbidimetric assay by spectrophotometry that has been used for years 
in microbial assays, four new technologies have been developed that can be used for 
continuous assays.

6.1 High-content analysis

High-content analysis is a cell imaging and analysis system which includes 
automatic high-speed microscopic imaging, fully automatic image analysis, and 
data management. Through snapshot cellular microscopic imaging of a 96-well 
plate followed by synchronous analysis, the high-content analysis, such as the 
CloneSelectTM imaging system, accurately measures the cell number without any 
cell damage. Compared with the MTT method, the experimental deviation of dose 
pharmacodynamic curve obtained by CloneSelectTM imaging system is smaller 
and more reproducible. Therefore, high-content analysis has become a reliable 
choice for big pharmaceutical companies to evaluate drug antiproliferation effects 
in high-throughput screening, although mostly for attached mammalian cells.

6.2 Electrical impedance technology

Electrical impedance technology-based real-time cellular analysis (RTCA) 
[84–86] and Epic BenchTop optical biosensors methods [87, 88] have been used 
in measuring bacterial growth. However, the methods require cells to be cultured 
on the working electrode or a sensor array of complex structures. The methods 
[89] cannot detect changes in the cells themselves, so the cell damage caused 
by drugs and the understanding of the mechanism of drug action are difficult 
to assess accurately; this inevitably brings detection error and interference. In 
addition, the requirement of complex laboratory infrastructure further limits 
their utility.
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6.3 Raman spectroscopy analysis

Raman spectroscopy provides a spectroscopic fingerprint of a substance. 
Based on the difference in monochromatic light with vibrational modes, Raman 
spectroscopy can be used for qualitative and quantitative measures of the changes 
in biochemical composition. For example, Raman spectroscopy was used as a 
noninvasive method to distinguish cells at different stages in the cell cycle [90]; to 
identify living cells from dead cells [91–95]; to image cellular organelles [96]; to 
track drug distribution [97] and metabolism [91]; to monitor cell apoptosis [94], 
death, and cytotoxicity [92, 95]; and to study cell responses to external stimuli 
[97–101]. However, the analysis of Raman results requires expertise in identifying 
the spectroscopic fingerprint of a substance.

6.4 EZMTT dye-based cell proliferation analysis

The EZMTT dye [81] was initially designed to overcome the stability issue 
of WST-8 (CCK-8) reagent which can cause false positives in the presence of 
antioxidants such as BME (Figure 5A) or EGCG. Later, the EZMTT dye was 
found to be essentially nontoxic and stable in various media [102]. After a single 
dye addition (Figure 5B), the EZMTT method showed linear dose–response to 
cell numbers and higher signal to background ratio than other relevant methods 
(Figure 5C). The IC50 values measured by the EZMTT method are precise and 
essentially the same as the other methods (Figure 5D). Interestingly, when 
both EZMTT and WST-8 (CCK-8) methods were applied to track the growth of 

Figure 5. 
EZMTT assays: (A) EZMTT dye is stable in the presence of up to 6 mM BME. (B) One step addition of the 
EZMTT dye allows sensitive measurement of cell growth. (C) Comparison of the signal to background ratio of 
various tetrazo-based assay (MTS, MTT, CCK-8, EZMTT) in the presence of the same amount of A549 cancer 
cells. (D) Essentially the same IC50 values were obtained from the MTS, MTT, CCK-8, or EZMTT-based 
assays. (E) Cell growth followed by the EZMTT method. (F) Cell growth followed by the WST-8 method. 
(G) For a good inhibitor, essentially the same IC50 values were obtained from the CTG or EZMTT-based assays. 
(H) CB839 could only achieve up to 80% inhibtion; (I) the DIP rate of CB839.
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A549 lung cancer cells, WST-8 (CCK-8)-treated cells stopped growth in 1 day, 
whereas the EZMTT-treated cells could grow till saturation (Figure 5E and F) 
and allowed easy determination of the cell density and the doubling time in the 
exponential phase.

In addition, when the EZMTT method was used to track the drug-induced 
proliferation (DIP) rate changes, the EZMTT method demonstrated high sen-
sitivity and reliability in detecting drug resistance. Figure 5H and I compares 
the dose–response curve obtained by the CellTiter-Glo (CTG) method and the 
EZMTT method. For a sensitive inhibitor, both methods showed essentially the 
same IC50 and % inhibition (Figure 5H). When a partial inhibitor is tested, both 
methods showed essentially the same EC50 values, but % inhibition was lower 
in the EZMTT method, because the partially inhibited cells are still growing 
(Figure 5I). Recently, several KGA allosteric inhibitors were rediscovered as 
partial inhibitors. For example, CB839 had shown 100% inhibition in CTG assay 
[103], whereas the EZMTT assay showed approximately 80% inhibition [104], 
and this is further confirmed by the (DIP) rate measurement. At the steady state, 
10 μM CB839 did not completely inhibit cancer cell growth. Interestingly, when 
64 nM CB839 and 24 μM ebselen were used in combination, synergistic effects 
were observed; even though individual compounds only showed partial inhibi-
tion, when used in combination, nearly complete inhibition of cancer cell growth 
was observed [105].

As a new assay format, EZMTT showed powerful applications in cell growth 
analysis, clinical diagnosis of trivial drug resistance, precise medicine for drug com-
bination, and cost-effective drug discovery by building better correlation between 
the in vitro cell-based assay and in vivo animal models.

7. Conclusions

Cell proliferation assays are widely used in molecular biology, tumor biology, 
pharmacology, and pharmacokinetics. It is important in studying not only the 
basic biological characteristics of cells but also a basic method for analyzing cell 
states and studying genetic traits. The increase of cell numbers can be simply 
measured by manual counting of cells under microscopy, using the dye exclusion 
method (i.e., trypan blue) to count only viable cells. Less fastidious, scalable 
methods include the use of cytometers; especially the flow cytometry allows 
combining cell counts (“events”) with other specific parameters such as fluores-
cent probes for membranes, cytoplasm, or nuclei which allows distinguishing 
dead/viable cells, cell types, cell differentiation, and expression of a biomarker 
such as Ki67. Beside counting the increasing number of cells, cells can also be 
assessed based on the metabolic activity, such as the CFDA-SE or calcein-AM 
method measures not only the membrane functionality (dye retention) but also 
the functionality of cytoplasmic enzymes (esterases). Also, the MTT-type assays 
or the resazurin assay (fluorimetric) measures the mitochondrial redox poten-
tial. Most of these assays are endpoint assays and may or may not correlate well 
with the cell proliferation, depending on cell growth conditions, populations of 
different cells, drug interferences, or toxicity. For precise evaluation of drug-
induced proliferation rate changes, a continuous assay is highly desirable. Among 
various assay formats, the EZMTT dye showed initial promise in precise and 
sensitive detection of partial inhibition which is the cause of worldwide crisis in 
drug resistance, and the EZMTT method is expected to provide valuable infor-
mation for exploring the pathogenesis of the disease, diagnosing the disease, and 
treating the disease.
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A549 lung cancer cells, WST-8 (CCK-8)-treated cells stopped growth in 1 day, 
whereas the EZMTT-treated cells could grow till saturation (Figure 5E and F) 
and allowed easy determination of the cell density and the doubling time in the 
exponential phase.

In addition, when the EZMTT method was used to track the drug-induced 
proliferation (DIP) rate changes, the EZMTT method demonstrated high sen-
sitivity and reliability in detecting drug resistance. Figure 5H and I compares 
the dose–response curve obtained by the CellTiter-Glo (CTG) method and the 
EZMTT method. For a sensitive inhibitor, both methods showed essentially the 
same IC50 and % inhibition (Figure 5H). When a partial inhibitor is tested, both 
methods showed essentially the same EC50 values, but % inhibition was lower 
in the EZMTT method, because the partially inhibited cells are still growing 
(Figure 5I). Recently, several KGA allosteric inhibitors were rediscovered as 
partial inhibitors. For example, CB839 had shown 100% inhibition in CTG assay 
[103], whereas the EZMTT assay showed approximately 80% inhibition [104], 
and this is further confirmed by the (DIP) rate measurement. At the steady state, 
10 μM CB839 did not completely inhibit cancer cell growth. Interestingly, when 
64 nM CB839 and 24 μM ebselen were used in combination, synergistic effects 
were observed; even though individual compounds only showed partial inhibi-
tion, when used in combination, nearly complete inhibition of cancer cell growth 
was observed [105].

As a new assay format, EZMTT showed powerful applications in cell growth 
analysis, clinical diagnosis of trivial drug resistance, precise medicine for drug com-
bination, and cost-effective drug discovery by building better correlation between 
the in vitro cell-based assay and in vivo animal models.
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Cell proliferation assays are widely used in molecular biology, tumor biology, 
pharmacology, and pharmacokinetics. It is important in studying not only the 
basic biological characteristics of cells but also a basic method for analyzing cell 
states and studying genetic traits. The increase of cell numbers can be simply 
measured by manual counting of cells under microscopy, using the dye exclusion 
method (i.e., trypan blue) to count only viable cells. Less fastidious, scalable 
methods include the use of cytometers; especially the flow cytometry allows 
combining cell counts (“events”) with other specific parameters such as fluores-
cent probes for membranes, cytoplasm, or nuclei which allows distinguishing 
dead/viable cells, cell types, cell differentiation, and expression of a biomarker 
such as Ki67. Beside counting the increasing number of cells, cells can also be 
assessed based on the metabolic activity, such as the CFDA-SE or calcein-AM 
method measures not only the membrane functionality (dye retention) but also 
the functionality of cytoplasmic enzymes (esterases). Also, the MTT-type assays 
or the resazurin assay (fluorimetric) measures the mitochondrial redox poten-
tial. Most of these assays are endpoint assays and may or may not correlate well 
with the cell proliferation, depending on cell growth conditions, populations of 
different cells, drug interferences, or toxicity. For precise evaluation of drug-
induced proliferation rate changes, a continuous assay is highly desirable. Among 
various assay formats, the EZMTT dye showed initial promise in precise and 
sensitive detection of partial inhibition which is the cause of worldwide crisis in 
drug resistance, and the EZMTT method is expected to provide valuable infor-
mation for exploring the pathogenesis of the disease, diagnosing the disease, and 
treating the disease.
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Abstract

A crucial feature of plant performance is its strong dependence on the avail-
ability of essential mineral nutrients, affecting multiple vital functions. Indeed, 
mineral-nutrient deficiency is one of the major stress factors affecting plant 
growth and development. Thereby, nitrogen and potassium represent the most 
abundant mineral contributors, critical for plant survival. While studying plant 
responses to nutrient deficiency, one should keep in mind that mineral nutrients, 
along with their specific metabolic roles, are directly involved in maintaining cell 
ion homeostasis, which relies on a finely tuned equilibrium between cytosolic and 
vacuolar ion pools. Therefore, in this chapter we briefly summarize the role of the 
ion homeostasis system in cell responses to environmental deficiency of nitrate and 
potassium ions. Special attention is paid to the implementation of plant responses 
via NO3

− and K+ root transport and regulation of ion distribution in cell compart-
ments. These responses are strongly dependent on plant species, as well as severity 
and duration of nutrient deficiency.

Keywords: nutrient deficiency, ion homeostasis, nitrate, potassium, ion transport 
mechanisms, vacuolar and cytosolic ion pools

1. Introduction

Plant growth and development often depend on various biotic and abiotic 
stressors. In particular, alterations in environmental conditions have a direct 
impact on the nutrient uptake and assimilation in plants [1]. In this context, a 
surplus and even more so a deficiency of essential macronutrients in soils rep-
resents one of the most common stress types, with nitrogen (N), potassium (K) 
and phosphorous (P) being the most relevant ones. These macronutrients are 
directly involved in multiple metabolic pathways and physiological responses, 
acting as structural constituents of vital metabolites, playing a key role in 
osmotic regulation and cellular permeability, being critical for proper growth and 
development [2]. Currently, it is often assumed that due to the existence of fast 
recycling mechanisms, macronutrient availability does not limit plant growth in 
natural, uncultivated systems. However, due to a widely spread overexploitation 
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Abstract

A crucial feature of plant performance is its strong dependence on the avail-
ability of essential mineral nutrients, affecting multiple vital functions. Indeed, 
mineral-nutrient deficiency is one of the major stress factors affecting plant 
growth and development. Thereby, nitrogen and potassium represent the most 
abundant mineral contributors, critical for plant survival. While studying plant 
responses to nutrient deficiency, one should keep in mind that mineral nutrients, 
along with their specific metabolic roles, are directly involved in maintaining cell 
ion homeostasis, which relies on a finely tuned equilibrium between cytosolic and 
vacuolar ion pools. Therefore, in this chapter we briefly summarize the role of the 
ion homeostasis system in cell responses to environmental deficiency of nitrate and 
potassium ions. Special attention is paid to the implementation of plant responses 
via NO3

− and K+ root transport and regulation of ion distribution in cell compart-
ments. These responses are strongly dependent on plant species, as well as severity 
and duration of nutrient deficiency.

Keywords: nutrient deficiency, ion homeostasis, nitrate, potassium, ion transport 
mechanisms, vacuolar and cytosolic ion pools

1. Introduction

Plant growth and development often depend on various biotic and abiotic 
stressors. In particular, alterations in environmental conditions have a direct 
impact on the nutrient uptake and assimilation in plants [1]. In this context, a 
surplus and even more so a deficiency of essential macronutrients in soils rep-
resents one of the most common stress types, with nitrogen (N), potassium (K) 
and phosphorous (P) being the most relevant ones. These macronutrients are 
directly involved in multiple metabolic pathways and physiological responses, 
acting as structural constituents of vital metabolites, playing a key role in 
osmotic regulation and cellular permeability, being critical for proper growth and 
development [2]. Currently, it is often assumed that due to the existence of fast 
recycling mechanisms, macronutrient availability does not limit plant growth in 
natural, uncultivated systems. However, due to a widely spread overexploitation 
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of soils, it might be the case in the modern agricultural practice [3]. In particular, 
deficiency of nitrogen (N) and potassium (K) is quite common in developing and 
least developed countries, especially in rice and wheat production in Asia, Africa 
and Central and South America [4]. Such nutrient deficiency eventually leads to 
decrease of plant productivity and losses of crop yields. Visual manifestations of 
stress caused by a deficiency of individual macro- and microelements are well 
documented [5]. The underlying key physiological processes, affected by mineral 
deficiencies, are well characterized and include photosynthesis, protein synthe-
sis, primary and secondary metabolism and carbohydrate distribution between 
source and sink tissues [6–8].

The methods of biochemistry and molecular biology proved to be efficient 
in disclosing the fine regulatory mechanisms behind ion homeostasis in plants 
[8]. Thus, the emergence of RNA microarray technology tremendously con-
tributed to the investigation of rapid transcriptional changes associated with 
mineral imbalance [9–13]. Most of the studies addressing plant responses of 
ion-transporting systems to deficiencies of K+ and NO3

− rely on Arabidopsis 
thaliana [9, 11–13]. The same is true for phosphorus [14, 15], not further detailed 
here. However, experiments with such crop plants as wheat [16], tomato [17], 
rice [18], barley, pepper as well as Mesembryanthemum crystallinum [19] revealed 
a pronounced increase in abundance of K+ transporter transcripts in response to 
potassium starvation. Similarly, expression of nitrate transporters in wheat roots 
and leaves [20, 21], sorghum [22] and rice [23, 24] seedlings was enhanced in 
response to NO3

− starvation.
The fact, that all mineral nutrients enter the plant in ionic form and, along with 

involvement in metabolic processes, are crucial for maintaining the cell ion homeo-
stasis seems to be underestimated. Thereby, the existence of cytosolic and vacuolar 
ion pools needs to be taken into account. These pools are maintained by numerous 
membrane ion transporters, representing an integrated part of a complex cellular 
regulatory network [25]. Hence, the specificity of plant responses to nutritional 
stress may imply a relevant adjustment of systems involved in absorption, trans-
port, distribution, accumulation and remobilization of mineral ions.

Nitrogen and potassium are the most abundant mineral elements in plant 
nutrition. The principal features of their reception and distribution in plant organs 
and cells are well studied to date [2]. On the other hand, a lack of these nutrients in 
soils (especially in the form of NO3

− and K+) is quite a common phenomenon [8] 
that appears to be an appropriate argument for a more thorough analysis of plant 
responses to NO3

− and K+ deficiency given the role of ion homeostasis system in 
their development.

2.  The role of ion homeostasis in the mechanisms of plant responses  
to nitrate deficiency

2.1 Nitrate deficiency and its effects on plants

Nitrogen is not only the most abundant mineral element in plants [2], but it 
also contributes signaling [26] and often plays the role of the limiting nutrient for 
plant growth [27]. However, in aerobic soils, nitrate (NO3

−) often represents the 
predominant source of inorganic nitrogen [28, 29]. However, due to its high solubil-
ity in soil water, NO3

− is a highly mobile ion [30, 31]. Moreover, its distribution in 
soils is heterogeneous; thereby in temperate regions the concentrations of nitrate 
in soil solution can vary from a few micromoles in nonagricultural soils to several 
millimoles after fertilization [32, 33].
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Nitrogen is known to be one of the major elements contributing to the 
structure of organic molecules, including proteins, nucleic acids, cofactors and 
metabolites [2, 13]. Therefore, a sustainable supply of plants with NO3

− is criti-
cally important for plant survival. Indeed, any limitation of nitrate availability 
affects plant function at different levels—from cellular metabolism to resource 
allocation, growth and development [2, 13, 34, 35]. The most pronounced visual 
sign of nitrogen deficiency is chlorosis of older leaves. Since more than half of the 
total leaf nitrogen is allocated to the photosynthetic apparatus, nitrate shortage 
results in a marked decrease in the plant photosynthesis [36]. Due to the activity 
of nitrogen-fixing and nitrifying bacteria, the complete absence of nitrate in soil 
is rather unlikely. However, this scenario can be simulated in aqueous culture 
experiments by exclusion of nitrate or other nitrogen sources transformable to 
nitrate (e.g. urea and ammonium) from the nutrient solution for several days with 
subsequent re-supplementation [33, 34]. Such experiments proved to be useful to 
reveal a wide range of responses and multiple mechanisms of plant adaptation to 
nitrate stress.

Adaptation of plants to the prevailing soil nitrate conditions rely on systemic 
response mechanisms, finely tuned during millions years of terrestrial plant evolu-
tion [37]. According to Miller and Cramer [38], plants respond to nitrate stimuli 
by adjusting expression of the genes, involved in nitrate transport and assimila-
tion—that is, nitrate transporters and assimilatory enzymes, in parallel with post-
translational modifications of these proteins. The simplest model, explaining nitrate 
sensing in plant root cells, assumes alteration of cytosolic nitrate concentrations in 
agreement with its external supply [33]. The authors propose that the cytosol repre-
sents a finely regulated ionic environment with precise nitrate homeostasis, that is, 
even minor changes in cytosolic nitrate levels in response to external alterations in 
nutrient supply might essentially impact on cell signaling [33].

It is well known that nitrate deficiency is closely related to the plant primary 
metabolism. For example, in Arabidopsis leaves, the plant response to nitrate starva-
tion is manifested with the accumulation of sugars and allocation of carbon to roots. 
This, in turn, results in enhancement of root growth and triggering branching of 
the lateral roots [8, 13, 39]. This response is important for establishment of root 
morphology and is accompanied with an increase of root to shoot biomass ratio and 
in root absorption capacity [40, 41]. As was shown by the RNA microarray tech-
niques, the observed metabolic shifts were underlied by clearly detectable tran-
scriptional changes, which could be mapped to pathways resulting in accumulation 
of mono- and oligosaccharides, and starch in shoots [8]. For example, enhanced 
translocation of sucrose from shoots to the roots might indicate an increase in plant 
root to shoot biomass ratio [8]. Along with the above mentioned fast transcriptional 
changes, associated with mineral imbalance, the relationship between the cell 
genome, metabolome and ionome has also become a subject of a special interest 
[13, 42]. The ionome is usually defined as the mineral nutrient and trace element 
composition of an organism and represents the inorganic component of cells and 
organisms [42]. Significant progress has been made in the field of ionomics in the 
last decade, in which high-throughput elemental profiling is combined with genet-
ics to identify the genes that control the ionome [43]. Since sugars exert metabolite 
feedback regulation and affect multiple genes involved in photosynthesis, it can be 
assumed that photosynthesis suppression in nitrogen-deficient plants represents a 
direct consequence of sugar accumulation in leaves [8]. On the other hand, it needs 
to be taken into account that primary metabolites play a crucial role in expression 
regulation of several genes involved in nitrogen consumption and metabolism [44]. 
Not less important, nitrate itself is involved in regulation of multiple genes assigned 
to sugar metabolism [9].
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2.2  Regulation of NO3
− transport and mobilization of NO3

− storage pools  
in plant responses to nitrate deficiency

Importantly, root growth and branching in response to nitrate deficiency are 
accompanied with an increase in the number of nitrate transporters in plant roots 
[31]. It results in enhancement of nitrate influx due to up-regulation of nitrate 
transporters in the membranes of root cells. Not less important might be improve-
ment of their biochemical properties and increase of nitrogen utilization efficiency 
within the plant [31, 45].

During the last two decades, multiple nitrate transporters/channels were 
identified and comprehensively characterized [31, 41, 46]. These proteins belong 
to at least four different families: nitrate transporter 1/peptide transporter family 
(NRT1/NPF), nitrate transporter 2 (NRT2) family, chloride channel (CLC) family 
and slow anion channel-associated homologs (SLAC/SLAH) [31, 46]. Thereby, the 
complex processes, underlying NO3

− uptake, translocation and storage in plants, are 
controlled by fine regulation and crosstalk between these four main types of trans-
porters [47]. This crosstalk gives plants access to sufficient amounts of bioavailable 
nitrate under changing levels of environmental nitrogen. Among the listed NO3

− 
transporters, NRT1.1 (NPF6.3) is one of the best characterized [47]. It was shown 
to be a dual-affinity transporter [48] with sensing functions [41, 49]. The activity 
of this protein is regulated via phosphorylation at the threonine T101 by calcineurin 
B-like (CBL)-interacting protein kinase (CIPK23) [48]. This phosphorylation 
results in a shift from a low affinity to a high-affinity NO3

− uptake kinetics [50] with 
a Km of approximately 4 mmol/L for the low-affinity phase of uptake and 50 μmol/L 
for the high-affinity one.

As far as NRT2 is concerned, it functions as a high-affinity nitrate transporter 
in association with a smaller protein NAR 2 (NRT3), which facilitates targeting of 
NRT2 to the plasma membrane [31, 32]. Under a limited access to exogenic nitrate, 
altogether four NRT2 transporters (NRT2.1, NRT2.2, NRT2.4 and NRT2.5) take up 
approximately 95% of the total amount of this anion, with NRT2.1 and NRT2.2 being 
the main contributors [51]. In durum wheat plants, NRT2.5 was shown to be mostly 
up-regulated under the conditions of NO3− starvation [20]. In sorghum, N stress 
caused higher abundance of NRT2.2, NRT2.3, NRT2.5 and NRT2.6 transcripts [22].

It is well known that nitrate, as the principal nitrogen source, can be accumulated 
in leaves and stems of some crop plants, specifically in the plants belonging to the 
families Chenopodiaceae, Brassicaceae and Asteraceae where nitrate contents can 
exceed 300 mmol/kg fresh weight or 17–24% of the plant dry weight [52]. Such a 
strong accumulation of nitrate can be explained by the existence of a small “meta-
bolic” pool of nitrate accessible to nitrate reductase (NR) in cytosol and a large 
“storage” pool, compartmentally separated from the sites of its metabolism [53]. 
Later, the predominant identity of this storage compartment was confirmed as the 
central vacuole of the leaf cell [54]. Further evaluation of cytosol nitrate concentra-
tions using compartmental analysis and cell fractionation techniques provided a 
solid evidence for the existence of nitrate homeostasis [55] and supported existence 
of a variable nitrate pool [56]. It was shown that a nitrate/proton (2NO3

−/1H+) anti-
porter AtCLCa, localized in the tonoplast, is expressed in both shoots and roots and 
mediates nitrate accumulation in the vacuole [57] as the most important requirement 
for maintaining nitrate homeostasis in cells. The major mechanisms prospectively 
involved in plant responses to nitrate deficiency are summarized in Figure 1.

Due to a pronounced success in isolation of pure fractions of barley leaf vacuole 
vesicles, the storage nitrate pools were found to range from 58% [58] to 99% of the 
total cellular nitrate content [54]. Indeed, over 90% volume of a mature plant cell is 
occupied by the vacuole, while the nitrate concentrations in cytoplasm and vacuole 

65

Ion Homeostasis Response to Nutrient-Deficiency Stress in Plants
DOI: http://dx.doi.org/10.5772/intechopen.89398

are generally in the range of 3–5 and 30–70 mmol/L, respectively [52, 59, 60]. For 
example, when Arabidopsis plants were grown in modified Hoagland solution, con-
taining 4.25 mmol/L NO3

−, nitrate concentrations in the cytosol of leaf mesophyll 
cells were 2.8 mmol/L, whereas in vacuoles of the same cells, this value reached 
31.8 mmol/L [61]. It is important to notice that nitrate, stored in the vacuole, may 
be available for assimilation, serving thereby as a reservoir supporting growth for 
longer periods when external nitrogen supply is limited to only several days [62].

Van der Leij et al. [63] were the first to study the remobilization of vacuolar 
nitrate in the root cells of barley seedlings during 24 h of nitrate deprivation using 
double-barrelled nitrate-selective microelectrodes. Their measurements showed 
much slower remobilization from the vacuoles of cortical cells than those in epi-
dermal cells. The cytosolic nitrate concentrations (activities) in both roots and 
shoots slowly decreased from 3.7 to 2.9 mmol/L during the first 24 h of the nitrate 
deprivation, whereas the vacuolar and xylem nitrate activities gradually decreased 
from 69.6 to 40.2 mmol/L in the same period. In this regard, the authors proposed 
that the remobilization of vacuolar nitrate can be treated as short term, that is, 
lasting not more than a few days [63]. It was shown in later studies that nitrate, 
accumulating in the vacuole, cannot be rapidly transported into the cytoplasm and 
the transport rates depend on genotypes and differ between individual cultivars 
[23, 29]. The reuse of NO3

− in plant tissues to a great extent depends on its transport 
from the vacuole to the cytoplasm and vice versa [64, 65]. According to Glass et al. 

Figure 1. 
Schematic view of plant responses to nitrate deficiency. (A) The effect of NO3

− deficiency on carbon metabolism 
in plants. The carbon flow from shoots to roots is triggered in response to NO3

− deficiency in soil, and is underlied 
by the mechanisms of metabolic adjustment and NO3

− remobilization. This carbon flow supports root growth 
and branching, sustaining their adsorption capacity and provides young (sink) leaves with NO3

−, whereas older 
(source) leaves undergo chlorophyll degradation. Chlorosis of leaves serves as a key indicator of NO3

− deficiency. 
(B) The major transport systems, involved in plant response to NO3

− deficiency. NO3
− deficiency results in 

activation of the plant nitrate transport systems, involved in NO3
− uptake, accumulation, remobilization in root 

cell, root cell-to-cell distribution, root to shoot and source to sink leaves translocations.
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[66], low concentrations of NO3
− in the cytosol are sufficient to ensure NR activity, 

whereas relatively high amounts of nitrate in the vacuole only minimally influence 
the NR activity [66].

Based on the ability to sustain nitrate deficiency, tolerant and sensitive geno-
types can be distinguished [51]. At least to some extent, this difference might 
depend on the rates of nitrate transport across the tonoplast from vacuole into 
cytoplasm during nitrate starvation and on the ability to restore the vacuolar 
pool under normal nitrate supply afterwards [52]. Thereby, the tonoplast proton 
pumps (V-ATPase and V-PPase) play a key role in the distribution of NO3

− between 
vacuole and cytoplasm [59] by building an electrochemical transmembrane proton 
gradient [52, 67]. It was proposed that the NO3

− transport from the cytoplasm 
to the vacuole is mainly mediated by the vacuole H+/ NO3

− antiport system [68]. 
Later, it was demonstrated that AtCLCa operates as a NO3

−/H+ exchanger with a 2:1 
nitrate-proton stoichiometry, building an up to 1:50 nitrate gradient between the 
two compartments [57]. In this context, the nitrate/proton symport system might 
be responsible for the remobilization of the vacuolar nitrate [69]. However, the 
mechanisms behind nitrate efflux from vacuoles to cytoplasm are mostly unknown 
so far. The tonoplast efflux NO3

− transporters were not identified as well [31]. 
However, three members of the NRT1/NPF family, localized in the tonoplast—
NPF5.11, NPF5.12 and NPF5.16—have been proposed to be the vacuolar nitrate 
efflux transporters in Arabidopsis [67]. They are predominantly expressed in the 
cells of root pericycle and xylem parenchyma, thus acting as important players 
in modulation of nitrate allocation between roots and shoots and being crucial 
for plant adaptation to the changing environment [67]. Generally, the vacuole is 
not only a storage location for nitrate but also impacts on turgor maintenance and 
osmotic balance [33, 50, 70].

Usually, the highest concentrations of nitrate are found in stems and petioles, 
whereas the contents of nitrate are lower in leaf blades [50]. According to our own 
observations, in lettuce and Chinese cabbage, the corresponding differences in 
nitrate concentrations can reach two- to eightfold under high nitrate supply [71]. 
In response to a 7-day long nitrate exclusion from the nutrient solution, the nitrate 
contents decreased primarily in vascular tissues. Essentially this reduction in nitrate 
contents was accompanied with a pronounced increase in the levels of chloride and 
anions of organic acids, obviously acting to compensate for nitrate to maintain the 
required turgor in the vacuoles.

It is logical to assume that the ability of different plants to generate, maintain 
and mobilize the reserve nitrate pools in vascular tissues is one of the strategies for 
their survival under adverse conditions of nitrogen deficiency. In particular, nitrate 
storage pools enable survival of winter cultivars during the periods of nitrate deple-
tion in soils due to intensive rains [32]. This strategy is in agreement with the plant 
inherited nitrate mobilization and transport from older (source) to younger (sink) 
leaves during plant ontogenesis or when the external nitrate availability is decreas-
ing [50, 72]. This was confirmed by the results of gene expression analysis. Thus, it 
was shown that the expression of the AtNRT1.7 gene is induced by nitrogen starva-
tion in the sieve elements/companion cells of the leaf minor veins and facilitates 
phloem loading in older leaves [73]. Analogously, AtNRT2.4 and AtNRT2.5 are 
induced by nitrogen starvation and repressed by nitrogen resupply [74]. NRT2.4 
is expressed in the phloem of leaf major veins and might retrieve nitrate under 
nitrogen starvation towards minor veins [75]. In turn, NRT2.5 is expressed in 
minor veins and, together with NRT2.4, may affect leaf remobilization and phloem 
transport of nitrate [51]. Moreover, NRT1.11 and NRT1.12, localized in the compan-
ion cells of the leaf major veins, were shown to impact on phloem loading, besides 
playing a role in xylem-to-phloem transfer [76].
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Thus, it can be concluded that activation and induction of nitrate transport and 
mobilization of nitrate from its reserve pools likely are an important component of 
the cell response to nitrate deficiency.

3.  The role of ion homeostasis in the mechanisms of plant responses  
to potassium deficiency

3.1 Potassium deficiency and its effects on plants

Potassium is the second (after nitrogen) most abundant mineral element in plants 
[2]. It is the main cation (K+) in plant cells [77] and is essential for plant growth and 
adaptation to the environment [78]. In contrast to nitrogen, potassium is not involved 
in metabolism and remains in ionic form to execute its specific functions in plant cells 
[79]. Potassium is associated with or directly involved in several physiological processes 
supporting plant growth and development—photosynthesis, protein and starch bio-
synthesis; transport of sugars and nutrients; and stomatal closure [77, 80]. Moreover, 
K+ was shown to be essential in the activation of 50–60 key enzymes, involved in critical 
metabolic processes [81, 82], including photosynthesis, oxidative metabolism and 
protein synthesis [2]. Thus, this cation might be involved in the regulation of metabolite 
patterns and their relative abundances in higher plants [83].

As mentioned above, the lack of potassium might suppress various enzymatic 
activities [81, 82], but this can occur only when potassium cytosolic contents 
decrease due to prolonged K deficiency [81]. Hence, cytosolic K+ homeostasis is 
crucial for the central cell metabolism [84], plant growth and adaptation to the 
environment and must, therefore, be finely controlled [78]. In addition, K+ plays a 
crucial role in the establishment of cell turgor and osmoregulation, neutralization/
scavenging of anions (e.g. those of organic and inorganic acids), control of cytosolic 
pH, ion homeostasis and electrical membrane potential [77, 78, 83, 85].

Potassium availability in soil is the main factor, affecting supply of terrestrial 
plants with this element. Indeed, although potassium is the seventh most abundant 
element in the Earth crust [86], only a small part of the whole soil potassium pool 
is present in a form readily available for plants, whereas most of the soil potassium 
constitutes hardly soluble minerals [87]. Thus, due to the low rates of their solu-
bilization, the concentration of biologically available K+ in soil solution is rather 
low and varies between 0.1 and 1.0 mmol/L [82, 88]. Moreover, due to a rapid local 
depletion at the root surface, in reality these values can be even lower, and supply 
of the plant with potassium is highly dependent on the rates of its liberation from 
minerals and transport in soil solution [89]. Both rates are typically relatively slow: 
growing plants can deplete soil solution to yield potassium concentrations between 
1 and 2 μmol/L. On the other hand, this might result in enhancement of potassium 
release and mobilization in soil [89]. Obviously, the amounts of soil water (i.e. soil 
water contents) essentially affect the gradients of potassium concentrations on the 
root surface. Thus, diffusion of K+ is essentially restricted in dry soil but is signifi-
cantly increased upon re-supplementation of soil with water [89].

According to the available literature data, under sufficient nutritional supply, 
the average potassium contents in the most of the plant species vary between 4 and 
8% (w/w) in dry matter [84]. However, for multiple other species, the optimal 
potassium contents are essentially lower and lie in the range of 0.5–2.0% (w/w) 
[80]. Thus, a comparative study of potassium contents in 14 hydroponically grown 
plant species (1 mmol/L K+ in the nutritional solution) revealed potassium contents 
in the range of 153–274 mmol/kg fresh weight with a drop to 15–53 mmol/kg under a 
1000-fold lower potassium supply (1 μmol/L) [90].
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[66], low concentrations of NO3
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In most arable fields, potassium deficiency becomes a limiting factor for sustain-
able plant growth and development [91]. Therefore, the effects of potassium defi-
ciency on crop plants are intensively studied under hydroponic conditions, which 
allow reliable defining precise potassium concentrations in nutrient solutions [92]. 
These experiments revealed the major visual symptoms of potassium deficiency as 
brown scorching and curling of leaf tips, as well as interveinal chlorosis caused by 
early chlorophyll degradation induced by ROS generation [92]. At the metabolic 
level, potassium deficit leads to the accumulation of carbohydrates (mainly sucrose) 
in leaves [8]. Most likely, this disaccharide plays the role of an osmoprotector, 
maintaining cell turgor under stressed conditions in plants [6], although some 
researchers attribute this effect to the enhancement of sucrose export from K+-
deficient leaves [8]. Importantly, in contrast to the conditions of nitrogen depriva-
tion, potassium starvation does not result in any increase of root biomass in terms 
of an acclimation response to the restriction of potassium supply.

3.2  Regulation of K+ transport systems and mobilization of vacuolar K+ pools  
in plant responses to potassium deficiency

As was unambiguously proven by various analytical techniques, potassium is 
unequally distributed between different cell compartments, strongly dominating 
in cytosol and vacuole [80]. Thereby, cytosol and vacuole act as the major depots of 
potassium in plant cells [93]. This fact is essential for understanding the role of the 
ion homeostasis system in the mechanisms, underlying cell responses to potassium 
deficiency. Thus, in barley, the concentrations (activities) of K+ in cytosol of both 
root and leaf cells measured with triple-barrelled microelectrodes (recording K+ 
activity, pH and membrane potential) typically lie in the range of 100–200 mmol/L 
[93, 94]. Other methods, like K+ efflux analysis, X-ray microanalysis or applica-
tion of fluorescent dyes (reviewed by Britto and Kronzucker [95]) showed a larger 
range of values (30–320 mmol/L) which was probably due to a strong variation in 
the supply of potassium in cited experiments. Importantly, in cytosol, K+ cannot be 
replaced by other cations, for example, Na+ [78], that is, it is a specific cytosolic cat-
ion. In contrast to the cytosolic pool, the concentration of vacuolar potassium can 
vary between 10 and 500 mmol/L (i.e. 50-fold), depending on the plant species, cell 
type and potassium availability in soil [2, 80]. For example, in most glycophytes, it 
is ranging from approximately 120 mmol/L in root cell vacuoles [93] to 230 mmol/L 
in the vacuoles of leaf mesophyll cells [94]. In contrast to the cytosol, vacuolar 
K+ can be, at least to some extent, replaced by other osmotica (i.e. sucrose, Na+ or 
Mg2+) [70, 96]. Vacuolar potassium contents are in a good agreement with the K+ 
concentrations in the apoplast, which vary between 10 and 200 mmol/L, sometimes 
reaching up to 500 mmol/L [83, 97].

The responses of vacuolar and cytosolic K+ pools to potassium deficiency were 
intensively studied since the 1980s, when the depletion of vacuolar K+, accompa-
nied by the accumulation of replacing cations (Na+ and Mg2+) in the vacuole, was 
proposed to be the earliest response of the plant cell to potassium starvation [80]. 
Remarkably, these alterations were not accompanied with significant changes 
in cytosolic potassium levels, that is, K+-dependent processes in cytosol remain 
mostly unaffected. Further, it was proposed that the vacuolar potassium pool 
can be depleted only to a certain minimal value (10–20 mmol/L) [80]. However, 
subsequent determination of potassium contents in barley, relying on the measure-
ments with triple-barrelled microelectrodes and a 14-day exposure of plants to 
2 μmol/L K+ in nutrient solution, revealed quite different responses of the vacuolar 
and cytosolic potassium pools in two types of root cells [93]. On the one hand, 
potassium concentrations (expressed as activities) demonstrated a concerted 
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decrease in the vacuole and cytosol from 122 to 124 mmol/L to 10 and 18 mmol/L, 
respectively. On the other hand, cytosolic concentrations in general showed less of a 
decline, more pronounced, however, in epidermal (from 81 to 45 mmol/L) than the 
cortical cells (from 83 to only 67 mmol/L) [93, 98].

Thermodynamic calculations of the cellular potassium homeostasis, performed 
to explain this phenomenon in cells severely depleted in K+, clearly indicated the 
existence of an active transport mechanism for the translocation of K+ from the 
vacuole to the cytosol which might rely on a 1:1 H+:K+ symport [93]. One also needs 
to take into account that cortical cells might have a higher capacity for the activation 
of K+ influx into the cytosol via the high-affinity K+ transporter HKT1, which is 
mostly associated with root cortical cells [16]. This might result in a higher ability 
of cortical cells to maintain a suitable potassium cytosolic concentration under 
nutrient starvation conditions. On the other hand, the observed difference can be 
explained by higher potassium losses via outward-rectifying K+ channels in epider-
mal cells [93].

It is well known that cytosolic potassium homeostasis relies on the activities of 
multiple transport mechanisms, localized in cellular and organelle membranes [75]. 
The sophisticated network of potassium transport systems, involved in potassium 
absorption by roots, transport to shoots and further allocation within organs and 
cells, is the result of millions years of evolution of terrestrial plants [84]. Multiple 
elements of the potassium transport network were identified as K+ channels, 
transporters and their regulators, comprehensively characterized during the last 
two decades [77, 78, 84, 99–104].

Thus, in Arabidopsis, seven major families of K+ channels and transporters, com-
prising in total 75 genes, are known [78, 84]. The most studied and well-characterized 
families of plant potassium transport systems are (i) Shaker K+ channel family, 
represented by voltage-gated channels; (ii) the tandem-pore K+ (TPK) channels; 
and (iii) high-affinity K+/K+ uptake/K+ transporter (KUP/HAK/KT) family of  
high-affinity K+ transporters [103]. Among the Shaker K+ channels, Arabidopsis 
K+ transporter 1 (AKT1), K+ Arabidopsis transporters 1 and 2 (KAT1, KAT2) and 
Arabidopsis thaliana K+ channel 1 (AtKC1) are K+ inwardly rectifying (Kin) channels. 
They are activated by membrane hyperpolarization and mediate potassium uptake, 
whereas stellar K+ outward-rectifying (SKOR) and guard cell outward- rectifying 
(GORK) K+ channels form Kout channels activated by membrane depolarization 
and mediate potassium release [78, 99, 103]. Finally, Arabidopsis K+ transporter 
AKT2/3 is a weakly rectifying channel, switching from an inwardly rectifying to a 
non-rectifying state, mediating both potassium uptake and release depending on the 
local potassium electrochemical gradient [99, 103]. The Shaker channels are present 
in all plant organs [102] and ubiquitously expressed in various tissues. Being the 
main contributors in the potassium membrane fluxes [100, 101], they give access 
to fast and fine adjustments in K+ transport in plant cells and for the redistribution 
of K+ between distinct plant sections and cellular compartments to match plant 
demands under challenging environmental conditions [84]. AKT1, expressed 
predominantly in root epidermal cells [88], has been identified in Arabidopsis as a 
key K+ channel protein, involved in potassium uptake under low (nearly 10 μmol/L) 
soil K+ concentration [105]. The AtKC1, expressed in root cortex, epidermis and root 
hairs [106], is thought to be rather a regulatory subunit that does not form an own 
functional channel but interacts with AKT1 to form a functional heterotetrameric 
channel, which prevents AKT1-mediated K+ loss under potassium starvation condi-
tions [107]. It was shown that SKOR mediates the transfer of potassium to xylem sap 
for further transport to shoots [78]. Analogously, AKT2 substantially contributes to 
the phloem K+ loading and unloading for long-distance potassium transport from 
sources to sinks [78].
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The biological roles of the plant TPK K+-selective channels are much less under-
stood than those of the Shakers [78]. The representatives of the TPK family differ 
by their intracellular localization, while TPK4 is targeted to the plasma membrane; 
the other family members—TPK1, 2, 3 and 5—are located in organelle membranes 
[108]. Among them, due to its high selectivity, TPK1 appears to be mostly involved 
in the response to K+ deficiency [109]. This protein is ubiquitously expressed in the 
tonoplast of guard and mesophyll cells and seems to impact on the vacuolar release 
of K+ and on intracellular K+ homeostasis [110].

The high-affinity K+ transporters from the KUP/HAK/KT family are directly 
involved in maintaining the constant influx of K+ in plant roots under severe potas-
sium deficiency [78, 102]. The best characterized transporters of this group are 
AtHAK5 from Arabidopsis and its homologs in other species, which are assumed to 
be involved in K+ uptake from very dilute potassium soil solutions, in co-transport 
with protons [103, 111, 112]. Besides this, AtKUP1 is described as a dual-affinity 
transporter in the plasma membrane of root cells and assumed to be essential in 
K+ uptake [113], whereas AtKUP 2, 4, 6 and 8 are supposed to mediate K+ efflux 
in root cells [78]. Similarly to HAK5, its homologs in other plant species (rice, 
barley, pepper, tomato) are highly up-regulated by potassium starvation [103]. It 
is generally recognized that HAK5 and AKT1 are the two main players in K+ uptake 
from the soils, characterized with potassium shortage [102, 114, 115]. Indeed, the 
studies with T-DNA insertion lines clearly demonstrated that AtHAK5 is the only 
system mediating K+ uptake at external potassium concentrations below 10 μmol/L 
[116], whereas both AtHAK5 and AKT1 systems contribute to K+ absorption, when 
potassium concentrations are in the range of 10–200 μmol/L [117]. In particular, the 
uptake of K+ in AtHAK5 AKT1 double mutant plants under potassium starvation 
conditions was reduced by 85% in comparison to the wild-type plants [115].

KUPs are found in plasma membrane and organelle membranes, and, in addi-
tion to K+ uptake from soil, they are involved in K+ homeostasis, long-distance K+ 
transport, cell elongation, response to osmotic stress and even in the regulation of 
auxin transport [111]. Recently AtKUP7 in Arabidopsis roots was shown to con-
tribute to K+ uptake and K+ efflux to the xylem especially under limited access to 
potassium [118]. The schematic view of the mechanisms behind the plant responses 
to potassium deficiency is shown in Figure 2. Less studied are high-affinity K+ and 
Na+ transporters from the HKT family. These proteins are expressed exclusively in 
the tonoplast. However, K+-transporting members of the family seem to be present 
only in monocots [104]. This family is poorly characterized with regard to post-
translational regulation, although some of its representatives are definitely involved 
in the control of K+ homeostasis [78, 119].

Recently, elucidation of the mechanisms underlying the regulation of potas-
sium transport in response to potassium starvation stress became a new focus of 
research, especially those acting both on the transcription and post-transcription 
levels [77, 102]. Various signaling cascades, enhancing transport of K+, triggered 
by potassium starvation, might rely on reactive oxygen species, phytohormones, 
calcium and phosphatidic acid [8, 77]. Among the mentioned regulatory pathways, 
involved in the response to potassium deficiency, due to its spatial and temporal 
specificity, calcium signaling seems to be the most important one [77, 120]. In 
response to K+ deprivation, the intracellular calcium levels change that affects 
peptide calcium sensors CBL1 and CBL9, localized in the plasma membrane (PM) 
[102]. The affected peptides interact with the cytoplasm-localized protein kinase 
CIPK23, and the formed complex is recruited to the root cell plasma membrane 
where it activates the AKT1 channel protein via phosphorylation [77, 121, 122] that 
results in enhancement of AKT1-mediated root uptake of K+. Besides, AtKC1 as 
a channel regulatory subunit interacts with AtAKT1, forming an AtAKT1-AtKC1 
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heterotetrameric channel [123]. The regulatory subunit modulates the activity 
of AtAKT1 together with AtCIPK23 in a synergistic way, coordinating AtAKT1-
mediated low-potassium stress responses [123, 124]. Another proposed mechanism 
relies on the calcium sensor CBL4, acting together with the protein kinase CIPK6, 
modulating activity and PM localization of the weak inward-rectifying K+ channel 
AKT2 in Arabidopsis [125]. Thereby, CBL4 mediates translocation from the endo-
plasmic reticulum membrane to PM and enhances AKT2 activity.

There are indications that the calcium sensors CBL3 and CIPK9 work together and 
impact on K+ homeostasis under low (100 μmol/L) potassium nutritional stress via 
the regulation of putative outward K+ channels, localized in tonoplast [97]. However, 
other authors assume that CIPK9 is more likely involved in K+ reallocation from older 
to the younger leaves under the conditions of potassium deficiency [126, 127]. It was 
also proposed that the AtCBL1/AtCIPK23 complex can phosphorylate the AtHAK5 
transporter, which belongs to the KUP/HAK/KT family and expressed mainly in roots 
[128]. However, in contrast to AKT1, transcriptional regulation of the K+ transporters 
seems to be more important for the adaptive response to potassium deficiency than 

Figure 2. 
Schematic view of plant responses to potassium deficiency. (A) The effect of K+ deficiency on carbon 
metabolism in plants. K+ deficiency in soil triggers metabolic adjustment in plant tissues to maintain cell turgor. 
However, in contrast to the NO3

− deficiency response, this adjustment does not affect the carbon flow from 
shoots to roots and therefore does not influence root growth and branching. In source leaves, remobilization of K+ 
results in suppression of photosynthesis, inter-veinal chlorosis and tip browning of leaves. Scorching and curling 
serve as the most prominent indicators of K+ deficiency. (B) The major transport systems, involved in plant 
response to K+ deficiency, that is, contributing in K+ uptake, accumulation and remobilization in root cell, as 
well as distribution between root cells, translocation from root to shoot and from source to sink leaves, control of 
stomata guard cells.
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post-translational modification of K+ channels [102, 129, 130]. Potassium starvation 
was shown to increase the abundance of HAK transcripts in a wide variety of plants, 
including barley, rice, Arabidopsis thaliana, Solanum lycopersicum and some others 
[19]. Thereby, the mRNA levels of HAK1-type genes were most remarkably increased 
[17, 105, 129]. The mechanisms, underlying expressional regulation of the HAK1-type 
genes might rely on alterations of membrane potential, as well as to reactive oxygen 
species (ROS) and to hormone-mediated signaling [105]. Recently, it was shown that 
transcription of AtHAK5 in A. thaliana roots can be induced by low-potassium nutri-
tional stress via the transcription factor RAP2.11 that directly binds to the promoter 
region of AtHAK5 and may be involved in the low-potassium signaling pathway [88]. 
The HAK/KUP/KT transporters were proposed to act as K+-H+ symporters in the 
tonoplast and might mobilize K+ from the vacuole under potassium deficiency condi-
tions [131]. Indeed, in Arabidopsis thaliana, OsHAK10 and five members of the KUP 
family have been found to be localized in the tonoplast [19] that supports the above 
functional assumption.

Thus, numerous studies in the field of K+ membrane transport and intracellular 
potassium distribution in plants with regard to the changes in the availability of 
potassium in the environment indicate that the mechanisms supporting ion homeo-
stasis of the plant cell might be involved in plant responses to potassium deficiency 
to ensure stress adaptation.

4. Conclusion

Nutrient deficiency, including moderate or severe shortages of NO3
− and K+ in 

soils, represents a serious challenge to modern agriculture, negatively affecting 
plant productivity and crop yields. Fortunately, plants possess an array of finely 
tuned mechanisms of nutritional stress adjustment and maintenance of cell ion 
homeostasis. Hence, the plant response to nitrate and potassium deficiency relies 
both on transcriptional and post-transcriptional regulation of high-affinity 
NO3

− and K+ membrane transport mechanisms, impacting on the increase of 
abundance and activity of transporters. Importantly, this includes not only an 
increase in the activity of root ion carriers but also mobilization of NO3

− and K+ 
from their storage vacuolar pools and subsequent redistribution to the metabolic 
cytosolic pool. In general, these data indicate that the ion homeostasis system 
plays an important role in plant cell responses to nutrient deficiency. Since these 
responses depend on plant taxonomy and duration of K+ or NO3

− shortage, these 
studies need to be extended to a broad selection of crop plants. To character-
ize the adaptive potential of these plants, various exposure times need to be 
addressed.

Currently, proteomics and metabolomics studies, aiming to improve stress 
tolerance in crop plants, became mainstream in the study of K+ or NO3

− starvation. 
The use of these techniques in research on nutrient stresses seems to be promising. 
Indeed, these approaches deliver valuable information about the accumulation of 
important secondary metabolites in plants under different types of environmental 
stresses.
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Chapter 6

Intracellular Lipid Homeostasis 
and Trafficking in Autophagy
Shreya Goyal, Meaghan R. Robinson, Verónica A. Segarra  
and Richard J. Chi

Abstract

In eukaryotes, lipids are not only an important constituent of the plasma mem-
brane but also used to generate specialized membrane-bound organelles, including 
temporary compartments with critical functions. As such, lipids play a key role in 
intracellular homeostasis—the ability of a cell to maintain stable internal condi-
tions upon changes in its extracellular environment. Autophagy, one of the cellular 
processes through which eukaryotic cells strive for survival under stress, is heavily 
dependent on lipid and membrane trafficking through the de novo formation of 
autophagosomes—temporary, large, and double-bilayered organelles in which 
materials are encapsulated for recycling. This chapter discusses what we know 
about lipid homeostasis and trafficking during autophagy and autophagosome 
formation and comments on future directions of the field.

Keywords: lipids, lipid homeostasis, lipid trafficking, autophagy, autophagosomes

1. Introduction

Careful control of cellular lipid pathways plays an important role in a cell’s 
ability to maintain stable internal conditions in the face of an ever-changing 
extracellular environment. This is particularly true as it relates to cellular self-eating 
or autophagy, a process brought about by proteins collectively known as the Atg (in 
yeast) or ATG (in mammals, AuTophaGy) proteins [1]. Macroautophagy (herein 
referred to as autophagy) is the catabolic process by which unneeded or dam-
aged cellular components are sequestered as cargo into unique double-membrane 
vesicles called autophagosomes [1]. Once made, autophagosomes deliver their 
contents for breakdown by docking and fusing with the cell’s degradative organ-
elle, the lysosome in animal cells or the vacuole in plant and yeast cells. Following 
the breakdown of these materials, the components can undergo efflux to enable 
recycling and reuse by cells. Autophagy can be activated in many ways, including 
by starvation and cellular damage. When induced by starvation, autophagy allows 
for the recycling of nutrients to sustain metabolism in the absence of extracellular 
nutrients. Under other conditions, such as when specific cellular components 
are damaged, autophagy can take more specific forms, targeting the damaged 
components for sequestration into autophagosomes and delivery to lysosomes/
vacuoles for destruction and recycling of the generated materials. The damaged 
components sequestered by more targeted forms of autophagy include mitochon-
dria (mitophagy), ribosomes (ribophagy), and peroxisomes (pexophagy) [2–4]. 
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Dysregulation of autophagy has been linked to a variety of human disease states, 
including cancer, neurodegenerative disease, and heart disease [5]. Mutations in 
ATG genes can result in autosomal recessive human genetic conditions including 
diseases like Niemann-Pick Type C1, a progressive lipid storage disorder associated 
with impaired autophagosome maturation and characterized by neurodegeneration 
[6], Gaucher disease, a disorder related to the inability to breakdown specific cargo 
once autophagosomes fuse with the lysosome and characterized by hematologic 
symptoms [7], and Pompe disease, commonly coupled with glycogen accumulation 
in autophagic compartments and lysosomes, often resulting in myopathies [8, 9]. 
These relationships between autophagy and human disease have generated much 
interest in attaining a better understanding of autophagic processes, especially its 
hallmark—autophagosome formation [1, 5].

Autophagosomes differ from smaller, more traditional types of transport 
vesicles in that they form de novo (anew) rather than budding off of a pre-existing 
donor organelle, range from 600 to 900 nm rather than 60–100 nm in diameter, 
and are delimited by two bilayer membranes rather than by a single bilayer [1]. 
Autophagosome formation takes place at distinct cellular locations called pre-
autophagosomal structures (PAS). Anew, membrane materials from different 
intracellular lipid sources are brought to the PAS to ultimately nucleate, form, 
and complete autophagosome biogenesis—highlighting the important role of 
lipid homeostasis in autophagy. Much effort has been dedicated to understand-
ing the lipid trafficking events leading to autophagosome formation, the unique 
hallmark of autophagy. In this review, we discuss the progress that has been made 
in understanding this relationship between autophagosome formation and lipid 
homeostasis.

We begin this discussion by surveying the diversity of lipids present inside cells, 
including evidence on the role of each lipid type in autophagy. We discuss how 
membrane composition helps establish organelle identity, in order to place autopha-
gosome formation within a larger context of lipid homeostasis. After considering 
how these lipids relate to autophagy, we discuss the membrane trafficking events 
leading to autophagosome formation. We conclude by commenting on the questions 
that remain unanswered at the intersection of autophagy and lipid trafficking.

2. Structure/function diversity of lipids and membranes in eukaryotes

Lipids are the only biologically relevant macromolecules that cannot be catego-
rized as a polymer—their diversity is not dependent on monomer sequence like 
that of complex carbohydrates, proteins, or nucleic acids. The diversity of lipids is 
instead dependent on their chemical structure and the unique properties that are 
attained by combining different lipid molecules in the context of biological mem-
brane bilayers [10–12]. The structural diversity of lipids in biological membranes 
can be divided into three different groups: glycerophospholipids (also often referred 
to as phospholipids), sphingolipids, and sterols (Figure 1). These three types of 
amphipathic lipids, when combined in different ratios and leaflet asymmetries, 
give rise to a variety of biological membrane bilayer properties such as fluidity and 
curvature. Lipids in biological membranes can be covalently modified through the 
attachment of carbohydrate or phosphate moieties through glycosylation or phos-
phorylation, respectively. These modified lipids also contribute to the functional 
diversity of biological membranes. The properties of a membrane bilayer are also 
influenced by the proteins embedded within it. Some transmembrane proteins can 
be post-translationally modified to contain chemical groups like carbohydrates 

87

Intracellular Lipid Homeostasis and Trafficking in Autophagy
DOI: http://dx.doi.org/10.5772/intechopen.89683

(glycoproteins) and phosphate groups (phosphoproteins) that also inform mem-
brane function. Some membrane and peripheral membrane proteins can be modi-
fied by covalent attachment to lipid groups as well.

2.1 Glycerophospholipids

Glycerophospholipids or phospholipids are the major component of biological 
membranes and their name evokes the building blocks used for their synthesis, 
including a three-carbon glycerol backbone (Figure 1A). This glycerol molecule 
is modified so that two of its hydroxyl groups (the ones attached to carbons 1 and 
2) are esterified to covalently attach long-chain fatty acids to its backbone [10–12]. 
The fatty acid esterified to carbon 1 is often saturated (no carbon to carbon double-
bonds) and the fatty acid esterified to carbon 2 is often unsaturated (with carbon 
to carbon double bonds present) [10–12]. Carbon to carbon double bonds in fatty 
acids have bends associated with them, which modify interactions with adjacent 
molecules and contribute to the fluidity of the bilayer [10–12]. The hydroxyl group 
on the third carbon of the glycerol backbone is covalently attached or esterified to 
phosphoric acid, adding a highly polar head group to the phospholipid and contrib-
uting to its amphipathic nature [10–12].

Glycerophospholipid diversity is determined by the specific fatty acids and 
potentially alcohol-modified phosphoric acid groups attached to the glycerol 
backbone. A cell can generate a large variety of more than 100 glycerophospholip-
ids, each with a different combination of fatty acids on carbons 1 and 2 and a head 
group on carbon 3 [10–12]. Glycerophospholipids are named depending on the head 
group attached to carbon 3. Common glycerophospholipids in cells include: phos-
phatidic acid (PA), phosphatidylglycerol (PG), phosphatidylethanolamine (PE), 
phosphatidylcholine (PC), phosphatidylserine (PS), and phosphatidylinositol (PI) 
[10–12]. PE is the simplest phospholipid, with just a phosphoric acid moiety as a 
head group, while the other common types have alcohol-modified phosphoric acid 
head groups [10–12]. PI in particular is the kind of lipid that plays a major role in 
determination of organelle identity, as described later in this review [10–12].

Certain phospholipids and lipid-modifying enzymes are key for autophagy. For 
example, the PI3Kinase complex (Class III and potentially Class II) and its substrate 
PI are essential for autophagosome formation [13, 14]. Moreover, soluble autophagy-
related proteins known to be required for the induction of autophagosome formation 
like Atg1 are known to be recruited to membrane enriched with PI and PI3P [13, 14].

Figure 1. 
Chemical structures of selected cell membrane lipids. Examples of some of the different types of lipids that can 
be found in cell membranes, namely (A) phospholipids, (B) sphingolipids, and (C) sterols.
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[10–12]. PE is the simplest phospholipid, with just a phosphoric acid moiety as a 
head group, while the other common types have alcohol-modified phosphoric acid 
head groups [10–12]. PI in particular is the kind of lipid that plays a major role in 
determination of organelle identity, as described later in this review [10–12].

Certain phospholipids and lipid-modifying enzymes are key for autophagy. For 
example, the PI3Kinase complex (Class III and potentially Class II) and its substrate 
PI are essential for autophagosome formation [13, 14]. Moreover, soluble autophagy-
related proteins known to be required for the induction of autophagosome formation 
like Atg1 are known to be recruited to membrane enriched with PI and PI3P [13, 14].

Figure 1. 
Chemical structures of selected cell membrane lipids. Examples of some of the different types of lipids that can 
be found in cell membranes, namely (A) phospholipids, (B) sphingolipids, and (C) sterols.
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Another lipid component essential for autophagosome formation is PE [13, 14]. 
PE lipids present in the autophagosome are important for the ability of this struc-
ture to associate with Atg8, another essential autophagy protein. This is because 
successful recruitment of Atg8 to autophagosomes involves Atg8 lipidation to the 
head group of PE, ultimately yielding a mature autophagosome that is decorated by 
lipidated Atg8 [13, 14]. In fact, PE is the lipid that contributes the most to autopha-
gosome expansion [13, 14].

2.2 Sphingolipids

The backbone of sphingolipids is not glycerol but sphingosine, an amino alcohol 
synthesized from palmitoyl-CoA and serine [10–12]. The covalent attachment 
of the sphingosine backbone to a fatty acid through an amide linkage yields an 
amphipathic sphingolipid (Figure 1B) [10–12]. Common examples of this type of 
lipid in cells include ceramides (the simplest form of sphingolipid), phosphosphin-
golipids (also known as sphingomyelins, the only phospholipids without a glycerol 
backbone), and glycosphingolipids [10–12]. The differences and diversity between 
these sphingolipids is dependent on the type of fatty acid and additional head 
groups attached to the sphingosine backbone. Sphingolipids were discovered and 
can be predominantly found in nervous tissue. This type of lipid can also be found 
in lower eukaryotes such as budding yeast [10–12].

Sphingolipids such as sphingosine-1-phosphate (S1P) and ceramides have been 
found to have an effect on autophagy [13, 14]. S1P, as part of its well-known role in 
fostering proliferation and cell survival, can induce autophagy in a way that engages 
elements usually associated with apoptosis [13, 14]. Ceramides, in their well-known 
role in promoting cell cycle arrest, promote cell death while engaging elements 
associated with autophagy [13, 14].

2.3 Sterols

Sterols are four-ringed steroid molecules that contain a hydroxyl functional 
group at position 3 and as well as a variety of potential side chains (Figure 1C) 
[10–12]. These lipids can be present in plant, animal, and microbial cells such as 
budding yeast. The predominant form of sterol lipid in animal cells is cholesterol. 
In other organisms, the lipid forms most similar to cholesterol in function are called 
by different names (Figure 1C). For example, the functional yeast equivalent of 
cholesterol is referred to as ergosterol (Figure 1C).

Sterols in eukaryotes have been shown to influence specific forms of autophagy 
including chaperone-mediated autophagy (CMA), pexophagy (autophagy of 
peroxisomes) and lipophagy (autophagy of lipid droplets) [13, 14]. These types 
of specific autophagy are beyond the scope of this review and are therefore not 
discussed.

2.4 Lipid contributions to membrane structure/function

2.4.1 Membrane curvature

The concept of membrane curvature refers to the lipid composition asymmetry 
between the two leaflets of a membrane bilayer [11, 15, 16]. The membrane curva-
ture of an area can be changed, not only by altering its lipid composition, but also 
through the function of specialized proteins that can bind and remodel membranes. 
Early autophagosomes, often referred to as phagophores, have a high degree of 
curvature and are enriched for PI and PI3P [13, 14]. This combination of curvature 
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and lipid composition is thought to help recruit a collective of autophagy-related 
proteins such as Atg1 and Atg3 to the site of autophagosome formation [13, 14].

2.4.2 Membrane fluidity

Membrane fluidity refers to the ability of a membrane to sustain diffusion-
driven movement of molecules within it [11, 17]. In membranes, diffusion takes 
place laterally [11, 15, 17]. The presence of unsaturated and sterol lipid structures 
enhances membrane fluidity, ultimately allowing for more lateral diffusion of 
molecules and rendering it easier to bend and deform [11, 17].

This relationship between membrane fluidity and bending is highly relevant to 
autophagosome membranes [13, 14]. Early autophagosomal structures are charac-
terized by high levels of curvature, suggesting that fluidity is key for autophago-
some formation [13, 14]. In fact, autophagosomes are enriched for unsaturated 
lipids, and abrogation of enzyme functions that mediate desaturation can have 
inhibitory effects on autophagy [13, 14].

2.4.3 Lipid microdomains

Membranes are not even in composition throughout. Instead, they can have 
areas of differential lipid composition such as lipid rafts. Lipid rafts are generally 
more tightly packed (less fluid) than neighboring membrane material and their 
edges are usually rich in sphingolipids and cholesterol [11, 15, 17, 18]. Lipid rafts, 
because of their differential lipid composition, can act as scaffolds for non-clathrin-
mediated internalization dynamics [11, 15, 17, 18].

While no specific lipid microdomains have been identified as characteristic of 
autophagosome membranes, it is known that lipid rafts associated with the endo-
plasmic reticulum and mitochondria can contribute to autophagosome formation 
from these lipid sources [13, 14].

3. Organelle lipid identity

Each membrane-bound organelle in the cell is characterized by a membrane 
bilayer with a particular lipid composition, leading to unique physical properties 
and the ability to recruit a specific set of interacting partners (Table 1). For this 
reason, organelle identity is not only defined by the collection of lipids displayed by 
the membrane of a particular organelle, but also by the set of proteins and mol-
ecules that are able to associate and interact with it. It is also important to recognize 
that these membranes can be remodeled and change their properties over time as 
cells strive to respond to stimuli.

Table 1. 
Lipid content of different organelle membranes.
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and lipid composition is thought to help recruit a collective of autophagy-related 
proteins such as Atg1 and Atg3 to the site of autophagosome formation [13, 14].

2.4.2 Membrane fluidity

Membrane fluidity refers to the ability of a membrane to sustain diffusion-
driven movement of molecules within it [11, 17]. In membranes, diffusion takes 
place laterally [11, 15, 17]. The presence of unsaturated and sterol lipid structures 
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molecules and rendering it easier to bend and deform [11, 17].
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autophagosome membranes [13, 14]. Early autophagosomal structures are charac-
terized by high levels of curvature, suggesting that fluidity is key for autophago-
some formation [13, 14]. In fact, autophagosomes are enriched for unsaturated 
lipids, and abrogation of enzyme functions that mediate desaturation can have 
inhibitory effects on autophagy [13, 14].
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Membranes are not even in composition throughout. Instead, they can have 
areas of differential lipid composition such as lipid rafts. Lipid rafts are generally 
more tightly packed (less fluid) than neighboring membrane material and their 
edges are usually rich in sphingolipids and cholesterol [11, 15, 17, 18]. Lipid rafts, 
because of their differential lipid composition, can act as scaffolds for non-clathrin-
mediated internalization dynamics [11, 15, 17, 18].

While no specific lipid microdomains have been identified as characteristic of 
autophagosome membranes, it is known that lipid rafts associated with the endo-
plasmic reticulum and mitochondria can contribute to autophagosome formation 
from these lipid sources [13, 14].

3. Organelle lipid identity

Each membrane-bound organelle in the cell is characterized by a membrane 
bilayer with a particular lipid composition, leading to unique physical properties 
and the ability to recruit a specific set of interacting partners (Table 1). For this 
reason, organelle identity is not only defined by the collection of lipids displayed by 
the membrane of a particular organelle, but also by the set of proteins and mol-
ecules that are able to associate and interact with it. It is also important to recognize 
that these membranes can be remodeled and change their properties over time as 
cells strive to respond to stimuli.

Table 1. 
Lipid content of different organelle membranes.



Cell Growth

90

The two main molecular determinants of organelle membrane identity in cells 
are lipid content, specifically PIs, and association with activated small GTPases 
(such as the Rab family of proteins) [19, 20]. These membrane elements can easily 
be remodeled and changed, in contrast to transmembrane proteins and other 
integral membrane elements, allowing for the dynamic regulation and sculpting of 
membranes. Small GTPases exhibit diversity that correlates with specific subcellu-
lar locations, such that Rab 1 (ER and Golgi), Rab 2 (cis Golgi), Rab 4/11 (Recycling 
endosomes), and Rab 5 (Early endosomes, plasma membrane, clathrin coated 
vesicles) each localize to the membranes of different organelles [19, 20].

Small GTPases like Rabs exist in two forms: a GTP-bound active and membrane 
associated form, and a GDP-bound inactive cytosolic form. While Rabs can be 
lipidated (prenylated) at their C-terminus, facilitating their anchoring to the 
membrane, what is thought to determine Rab-membrane interaction specificity are 
the proteins that facilitate their GDP/GTP exchange [19, 20].

Organelle identity is also determined by specific forms of PI, with phosphate 
groups covalently linked to positions 3, 4, or 5 of their inositol ring [11, 12, 15, 
19–22]. The plasma membrane contains predominantly PI4P and PI(4,5)P2, with 
the latter synthesized from the former [19–22]. These two can be phosphorylated 
by PI3-kinases (PI3K) to generate signaling lipids [19–22]. PI(4,5)P2 can also be 
cleaved to generate diacylglycerol (DAG; which can activate autophagic response) 
and I(1,4,5)P3 second messengers [19–22]. PI4P can also be found in the Golgi [19, 
20]. Early endosomes are characterized by the presence of PI(3)P through the func-
tion of PI3-OH kinases like Vps34, which require small GTPases like Rab5 to func-
tion at the proper location [13, 14, 19–22]. This requirement for a Rab GTPase to 
produce the corresponding PI species characteristic of the compartment highlights 
the close functional relationship between the two key determinants of organelle 
identity [19–22]. The presence of PI(3,5)P (synthesized from PI3P) is characteristic 
of late endosomes [19–22].

The lipid composition of organelles is influenced by exchange of materials between 
them. There are different ways in which such exchanges can take place, including 
vesicle-mediated membrane trafficking between organelles, lipid droplet function, 
and direct exchange of lipid species via membrane contact sites between organelles 
such as the ER and Golgi. While the ER is the central site for intracellular lipid synthe-
sis, lipid trafficking is essential for lipids to move from the ER to different organelles 
in order to maintain homeostatic membrane composition required for morphology, 
signaling and cellular processes. Moreover, it is common for organelles like the Golgi 
and endosome to change their lipid and membrane compositions as they mature.

Much of what we know about the lipid content of intracellular organelles or 
compartments is due to lipidomics studies that have served as a tool to identify lipid 
species in these membranes [23–27]. Biochemical fractionation and/or extraction 
techniques are used to isolate organellar membranes of interest and subject them 
to mass spectrometry for lipid identification and lipidome determination, similar 
to proteomics studies that have been used to catalog the protein content of many of 
these organelles [27]. Different efficiencies and membrane targets can be obtained 
depending on how the samples are prepared and treated during extraction leading 
up to ionization and mass spectrometry analysis [27]. Different types of data pro-
cessing allow for a range of lipidomics applications, from species identification and 
quantification to pathway and network analysis [27]. These techniques have been 
thoroughly reviewed elsewhere and outside of the scope of this review article [27].

While proteomic studies have shed light on the proteins that reside in autopha-
gosomes [28–31], an autophagosome lipidome has yet to be experimentally deter-
mined. Through microscopy and biochemical methods, we know that the lipid 
identity of autophagosomes is defined largely by the presence of PE, PI and PI3P. 
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In the following section of this review, we discuss in detail the molecular processes 
that bring about lipid homeostasis and trafficking during autophagy, particularly in 
autophagosome formation.

4. Understanding autophagosomes: a non-traditional membrane vesicle

Current efforts to better understand autophagy are focused on the molecular 
details leading to the formation of autophagosomes, a double-membraned vesicle 
unlike any other in size and structure, that serves as the hallmark of autophagy. 
These approaches have mainly focused on understanding the intracellular traffick-
ing of autophagy-related transmembrane proteins that are thought to help deliver 
lipids to the growing autophagosome via vesicle transport. Insights have also been 
obtained from assessing the influence of lipid-dependent enzymes as well as lipid-
synthesis and transport pathways on autophagy. For example, mutation of PI3K 
enzymes severely impairs autophagy [32, 33], pointing at the importance PI and 
some of its phosphorylated forms in autophagic processes. In these ways, we have 
identified that PE and PI lipids play an important role in autophagy (Table 2) [14, 
34–41]. We discuss these findings below.

4.1 Membrane dynamics during autophagy

The process of autophagy is often thought about to happen in different 
stages—initiation or nucleation of phagophores (cup-shaped, double-membraned 
autophagosome precursors), expansion of phagophores, completion or closure of 
autophagosomes, fusion of autophagosomes with the lysosome/vacuole, and the efflux 
of materials from the lysosome/vacuole for reuse (Figure 2). Because our review 
aims to focus on the lipid homeostasis and trafficking during autophagy, we focus our 
discussion below on the first four stages of autophagy (initiation through fusion).

4.1.1 Initiation

During the initial stages of autophagy, essential Atg proteins are recruited to 
PAS structures to nucleate the gathering of membrane de novo and to generate 

Table 2. 
Organellar lipid contributions to autophagic processes and autophagosome formation.
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unlike any other in size and structure, that serves as the hallmark of autophagy. 
These approaches have mainly focused on understanding the intracellular traffick-
ing of autophagy-related transmembrane proteins that are thought to help deliver 
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obtained from assessing the influence of lipid-dependent enzymes as well as lipid-
synthesis and transport pathways on autophagy. For example, mutation of PI3K 
enzymes severely impairs autophagy [32, 33], pointing at the importance PI and 
some of its phosphorylated forms in autophagic processes. In these ways, we have 
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34–41]. We discuss these findings below.

4.1 Membrane dynamics during autophagy

The process of autophagy is often thought about to happen in different 
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autophagosome precursors), expansion of phagophores, completion or closure of 
autophagosomes, fusion of autophagosomes with the lysosome/vacuole, and the efflux 
of materials from the lysosome/vacuole for reuse (Figure 2). Because our review 
aims to focus on the lipid homeostasis and trafficking during autophagy, we focus our 
discussion below on the first four stages of autophagy (initiation through fusion).

4.1.1 Initiation

During the initial stages of autophagy, essential Atg proteins are recruited to 
PAS structures to nucleate the gathering of membrane de novo and to generate 
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Organellar lipid contributions to autophagic processes and autophagosome formation.
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autophagosome precursors called phagophores. In mammalian cells, phagophores 
can be formed at PAS sites proximal to ER, mitochondria, or plasma membrane [13, 
14]. In yeast however, PAS structures are perivacuolar in nature, leading phagoph-
ores to originate at locations proximal to the vacuole with membrane contributions 
with other cellular locations like discussed below. While mammalian cells can 
display many PAS structures at steady state, yeast often display one of these struc-
tures at any given time.

Initially, activated or triggered by upstream inhibition of mTOR, core autophagy 
proteins collect at the PAS structure. These core factors include the ULK1 complex, 
ATG13, FIP200, ATG101, (yeast Atg1, Atg13, Atg17, Atg29 and Atg31) [13, 14]. The 
mobilization of these factors ultimately leads to the PAS recruitment and activation 
of the PI3K/Vps34 kinase complex which allows for the generation of PI3P at this 
site (from PI) (Figure 2A) [13, 14, 30, 31]. This enzyme activity drives forward 
phagophore initiation/nucleation, allowing additional recruitment of other proteins 
like WIPI proteins (Atg18 in yeast). WIPI proteins are key PI3P effectors. PI3K 
regulator proteins like ATG14 (Atg14 in yeast) are also recruited to the PAS, allow-
ing for the modulation of initiation/nucleation of phagophore formation [13, 14]. 
ATG14 is also able to mediate homotypic fusion of single-membrane vesicles at the 
PAS, allowing more traditional membrane vesicles delivered to the PAS to fuse and 
contribute to the nucleation and growth of the phagophore [13, 14]. In this way, 
the phagophore has been found to accept lipid inputs from the ER, ER exit sites 
(ERES), the Golgi, the plasma membrane and recycling endosomes for its growth 
and expansion (Figure 2A) [13, 14].

Figure 2. 
Lipid biosynthesis and trafficking during autophagosome biogenesis and fusion. The relative lipid contributions 
via lipid trafficking or lipid biosynthesis from each organelle are shown. (A) upon autophagy induction, 
membrane is sequestered from pools of lipid donors such as the ER, mitochondria, Golgi, endosome and vacuole 
to form the pre-autophagosomal structure (PAS) or isolation membrane (IM). (B) PI in the PAS is converted 
to PI3P via Vps34 and Atg8-PE is enriched, allowing for IM expansion and closure. (C) Additional lipid 
membrane from Atg9-Atg27 vesicle trafficking allows for further expansion of the IM. (D) Autophagosome 
(AV) maturation is completed once PI3P is converted into PI by myotubularin phosphatases such as Ymr1. The 
mature AV can fuse to the vacuole which has converted PI3P into PI(3,5)P2 via Fab1 kinase. PI(3,5)P2 permits 
fusion of AV and endosomes. Vacuole lipid homeostasis is further aided by Snx4 trafficking of PS and Atg27 
from the endosome and vacuole.
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Generation of PI3P at PAS sites functions as a scaffold for ATG/Atg proteins to 
associate with the PAS, helping in the expansion, elongation and curvature genera-
tion needed for autophagosome formation to proceed successfully [13, 14].

4.1.2 Expansion

The lipidation of Atg8 (LC3) onto PE lipid molecules in the growing phago-
phore membrane is key for autophagosome formation. Other Atg proteins like 
ATG16L1 (yeast Atg16) as well as ATG12-ATG5 are required for Atg8 lipidation with 
PE. Interestingly, some of these required Atg factors like ATG16L1 partly reside in 
the recycling endosome and have been found to localize to the PAS in a PX-BAR/
SNX protein-dependent manner (for example, SNX18) [13, 14]. While not consid-
ered core Atg proteins, PX-BAR/SNX proteins are membrane remodeling proteins 
that have also been found to be required for autophagosome formation.

While the exact lipid composition of the phagophore/autophagosome is still 
under debate, because of the findings described above, PI3P is thought to be one 
of the most abundant lipid species present in these structures. In fact, recent 
findings identify the ATG protein ATG2A as a lipid shuttle factor that facilitates 
PI3P-dependent autophagosome growth [42–44]. Other phosphoinositides such 
as PI4P, PI(4,5)P2 and PI(3,5)P2 have also been suggested to play a role in the 
expansion of the phagophore [13, 14]. Apart from these, as mentioned above, 
sphingosine-1-phosphate (S1P) and ceramide, also contribute to autophagy. And 
while, Atg8/LC3 lipidation resulting in LC3-PE is important for the expansion and 
closure of the autophagosome, the intracellular membranes that are the source of 
this PE still remain to be identified. PE is produced from phosphatidylserine (PS) in 
mitochondria, which might be one of the sources of PE (Figure 2A). PE might also 
be shuttled from the ER, plasma membrane and recycling endosomes. It has been 
recently shown by Ma et al. [39], that PS trafficking by sorting nexin Snx4 in yeast 
is required for maintaining the correct lipid composition of the vacuole for autopha-
gosome fusion in yeast (Figure 2C). Thus, maintenance of organelle lipid identity 
through proper trafficking and lipid homeostasis are crucial for autophagy as well.

4.1.3 ATG9 trafficking

ATG9 (Atg9 in yeast) is a six-transmembrane protein that is required for 
autophagosome formation [45–52]. ATG9 trafficking is one of the most studied 
topics in the autophagy field, highlighting the important role it plays in autoph-
agy—the autophagic phenotypes of null mutants are very penetrant. While this is 
the case, we still lack detailed information about the function of this protein during 
autophagy. Yeast studies have shown that Atg9 is localized to PAS as well as cyto-
plasmic vesicles of 30–60 nm diameter that bud-off of the late Golgi. It is believed 
that Atg9 shuttles between the PAS and its cytoplasmic vesicle pool upon autophagy 
induction (Figure 2C). At the PAS, Atg9 associates with Atg1, Atg2 as well as Atg18. 
Since Atg9 is a transmembrane protein, its trafficking directly affects the funnel-
ing or channeling of membrane to the PAS and the growing autophagosome. The 
Atg9 vesicles are thought to originate at the Golgi and contain fusion factors such 
as subunits of the TRAPIII (Trs85) complex that are responsible for fusion with 
the growing autophagosome [45, 46, 52]. Once Atg9 reaches the lysosome/vacuole 
as autophagosomes fuse, some studies suggest that the protein can be recycled out 
of the vacuolar membrane for reuse in new rounds of autophagosome formation. 
These studies are synergistic with findings that Atg9 traffics through endosomal 
compartments, as this might be an intermediary step important for recycling. 
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Figure 2. 
Lipid biosynthesis and trafficking during autophagosome biogenesis and fusion. The relative lipid contributions 
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membrane is sequestered from pools of lipid donors such as the ER, mitochondria, Golgi, endosome and vacuole 
to form the pre-autophagosomal structure (PAS) or isolation membrane (IM). (B) PI in the PAS is converted 
to PI3P via Vps34 and Atg8-PE is enriched, allowing for IM expansion and closure. (C) Additional lipid 
membrane from Atg9-Atg27 vesicle trafficking allows for further expansion of the IM. (D) Autophagosome 
(AV) maturation is completed once PI3P is converted into PI by myotubularin phosphatases such as Ymr1. The 
mature AV can fuse to the vacuole which has converted PI3P into PI(3,5)P2 via Fab1 kinase. PI(3,5)P2 permits 
fusion of AV and endosomes. Vacuole lipid homeostasis is further aided by Snx4 trafficking of PS and Atg27 
from the endosome and vacuole.
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ing or channeling of membrane to the PAS and the growing autophagosome. The 
Atg9 vesicles are thought to originate at the Golgi and contain fusion factors such 
as subunits of the TRAPIII (Trs85) complex that are responsible for fusion with 
the growing autophagosome [45, 46, 52]. Once Atg9 reaches the lysosome/vacuole 
as autophagosomes fuse, some studies suggest that the protein can be recycled out 
of the vacuolar membrane for reuse in new rounds of autophagosome formation. 
These studies are synergistic with findings that Atg9 traffics through endosomal 
compartments, as this might be an intermediary step important for recycling. 
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This recycling model is supported by the observation that mutations in the retromer 
complex, when combined with mutations in tethering factor Trs85, can abrogate 
trafficking of Atg9 to the PAS. Similarly the combination mutations with GARP 
subunits that are responsible for tethering vesicles to the Golgi from the endosome, 
with Trs85 result in defective autophagy. Atg9 trafficking is influenced by other 
autophagy proteins such as Atg27 and Atg23 [53–56]. Atg23 is a peripheral mem-
brane protein that facilitates the anterograde trafficking of Atg9 from the Golgi to 
the PAS. Atg27, another transmembrane protein that facilitates formation of Atg9 
vesicles at the late Golgi, is itself observed to be present in early/late endosomes, 
PAS, Golgi and vacuolar membrane. Atg27 can be retrieved from the vacuole in a 
process that is Snx4-dependent. Furthermore, earlier studies identified a C terminal 
tyrosine (YSAV) motif in Atg27 that is important for the proper delivery of Atg27 to 
the vacuole as well as to maintain Atg9 pools at the endosome that can be mobilized 
to different compartments during autophagy (Figure 2C). Taken together, the 
complexity of Atg9 trafficking synergizes with the hypothesis that a collection of 
different membranes such as endosome and Golgi all contribute to the lipid identity 
of the autophagosome.

4.1.4 Autophagosomal fusion with the lysosome/vacuole

After the autophagosome is completed, the double membrane vesicle is ready 
for fusion with the lysosome/vacuole. The fusion of the autophagosome not 
only requires components of the fusion machinery as well as PI3P turnover, but 
it also requires the disassembly or retrieval of several ATG proteins from the 
autophagosome. In yeast, phosphoinositide phosphatases, including those from 
the myotubularin protein family, like Ymr1, along with Sjl2 and Sjl3 are important 
for removal of PI3P from completed autophagosomes, making autophagosomes 
fusion-competent (Figure 2D). In mammalian cells, PI3P phosphatase MYM-3 acts 
similarly to Ymr1 in promoting autophagosome maturation and fusion. Fusion of 
autophagosomes with the lysosome is mediated by RAB7-like protein Ypt7 along 
with the HOPS (Homotypic fusion and vacuole protein sorting) tethering com-
plex and SNARE (Soluble Ethylmaleimide-Sensitive Factor Attachment Protein 
Receptor) proteins. Three Q–SNAREs: Vam3, Vti1 and Vam7 have been identified in 
yeast along with R-SNARE Ykt6 as key for this fusion step. Vamp7 is a sorting nexin 
family protein containing a PX domain that interacts with PI3P. Studies suggest that 
Vam7 interacts with Atg17-Atg29-Atg31 trimer complex via Atg17 interaction. In 
mammalian cells, SNAREs such as SYN12, SNAP29 and VAMP7/8 are responsible 
for autophagosome fusion with the lysosome. Interestingly, the PI3K VPS34 has 
also been linked with later stages of autophagy, including lysosomes returning to 
normal or regenerating once fusion with autophagosomes has taken place. Other 
phosphorylated lipid species like PI4P and PI(4,5)P2 can also facilitate lysosomal 
regeneration, allowing for new rounds of autophagy to occur. This might also trig-
ger the formation of recycling vesicles packaging ATG protein cargo for recycling 
off the lysosomal membrane.

Another aspect that is key for late autophagy stages to proceed is intact lyso-
somal/vacuolar lipid homeostasis and lipid identity. For example, yeast vacuoles 
have unique lipid composition that is different from other membrane organelles 
within the cell. Vacuoles are enriched with lipids such as, myo-inositols, PI3P, and 
typically PI3,5P2, among other lipids such as ergosterol, diacylglycerol and some 
sphingolipids (Figure 2D). The specific lipid identity of vacuoles is important for 
the recruitment of fusion factors such as SNARES Ypt7 and HOPS that allow fusion 
of autophagosomes. Thus, the specific lipid identity of vacuole is important for its 
physiological function and its fusion with the late endosome and autophagosome.
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5. Conclusion

While progress has been made in understanding the molecular underpinnings 
of autophagosome formation, our understanding has been primarily advanced by 
understanding the functions of proteins that lead and are required for this autopha-
gic vesicle to form [28–31]. Because the extensive level of membrane remodeling 
that takes place during autophagy formation, much will be gained by investigating 
the process using methods that focus on the membrane and lipid biology of the 
process [23–27]. This new perspective has the potential of changing the way we have 
conventionally understood the remodeling of membranes for vesicle formation.

Table 2 describes the lipid contributions of different intracellular organelles or 
donor membranes to the progression of autophagy and/or autophagosome forma-
tion. The autophagy processes or steps benefiting from these contributions are also 
indicated.
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Chapter 7

Cell-Based Assays in Cancer 
Research
Biba Vikas and Sukumaran Anil

Abstract

Cell growth is referred to as cell proliferation, that is, the increase in cell num-
bers during repeated cell division. Cell growth can be defined as the enlargement 
of cell volume, which might take place in the absence of cell division. Growth and 
reproduction are features of cells in all living organisms. All cells reproduce by 
dividing into two, with each parental cell giving rise to two daughter cells each time 
they divide. Various genes are involved in the control of cell division and growth. 
Reproduction in unicellular organisms are referred to cell division and in multicel-
lular organisms it is tissue growth and maintenance. Survival of the eukaryotes 
depends upon interactions between various cell types, that helps in the balanced 
distribution. This is achieved through the highly regulated process of cell prolifera-
tion. Knowledge in cell cycle is necessary to determine the best time to collect cells, 
to harvest cell products, or to move cells to a new growth environment. Cancer cells 
do not die at the natural point in a cell’s life cycle. Cancer cells occur as the results 
of cellular changes caused by the uncontrolled growth and division of cells. The 
chapter focuses on cancer cell maintenance, apoptosis, and its detection assays.

Keywords: cancer cell maintenance, apoptosis, cytotoxicity, cell-based assays

1. Introduction

Cell division and the increase in cell quantity is called cell growth. Cell growth 
happens in favorable nutrient conditions. It is the process by which cells accumulate 
mass and increase in physical size. The growth of tissues that are not self-renewing 
occurs by a combination of increase in number and increase in size of the compo-
nent cells. Cells will progress unimpeded through the cell cycle and divide; one cell 
will become two, two will become four, four will become eight, and so on. Cellular 
growth is ensured by the alternation of DNA duplication and cell division cycles [1]. 
When the cell reaches maximum size, the important point is that the surface area to 
the volume ratio becomes smaller as the cell gets larger. When the cell grows beyond 
a certain limit, inadequate material will be able to cross the membrane sufficient 
to accommodate the increased cellular volume. Increase of size and change in 
shape of a developing organism depend on the increase in the number and size of 
cells. The increase in cell number is due to cellular reproductive mechanism called 
mitosis. Cells are limited to their programmed size because the cell membrane must 
transport oxygen and food into the cell, as well as transport waste like CO2 and H2O 
out of the cell. As the cell grows, the inside grows faster than the outside. Cellular 
growth is ensured by the alternation of DNA duplication and cell division cycles. As 
the cell grows, the inside grows faster than the outside. Cellular growth is ensured 
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by the alternation of DNA duplication and cell division cycles; through transcrip-
tion the coupling of cell divisions is taking place in metabolic pathways [2].

Cancer cell growth: cancer is a condition where cells grow uncontrollably in 
a specific part of the body. Cancerous cells can invade and destroy surrounding 
healthy tissue and organs. Cancer cells divide relentlessly, forming solid tumors or 
flooding the blood with abnormal cells. Cell division is a normal process for growth 
and repair. A parent cell divides to form two daughter cells and is used to build 
new tissue, or it is used to replace cells that have died because of aging or damage. 
Healthy cells stop dividing when there is no longer a need for more daughter cells, 
but cancer cells continue the divisions. They are capable of spreading from one part 
of the body to another in a process known as metastasis [3]. Cell proliferation and 
cell death are such diametrically opposed cellular fates that are linked and interde-
pendent processes [4, 5].

Cell culture refers to the removal of cells from an animal or plant and their sub-
sequent growth in a suitable artificial environment. In vitro assays are performed 
to check the proliferation that reflects cellular responses to various stimuli. These 
techniques help to observe cell division and quantity of cells. Cell culture technol-
ogy shows a good progress in biology and is heavily dependent on cell culture 
technology. Chemotherapeutic agent phenoxodiol, a synthetic analog of daidzein, a 
well-known isoflavone from soybean (Glycine max) was developed as a therapeutic 
agent against cervical, ovarian, prostate, renal, and vaginal cancers. They induce 
apoptosis through the inhibition of antiapoptotic proteins [6]. Apoptotic shrinkage, 
disassembly into apoptotic bodies, and engulfment of individual cells characteristi-
cally occur without associated inflammation. This could then be the consequence 
of releasing intracellular contents into tissues. This could be the consequence of 
releasing intracellular contents into tissues; the mitochondria remain unchanged 
morphologically [7].

1.1 The intrinsic pathway for programmed cell death

The signaling pathway for programmed cell death involves non-receptor-
mediated intracellular signals inducing activities in the mitochondria that initiate 
apoptosis. Stimuli for the intrinsic pathway are caused by viral infections or dam-
age to the cell by toxins, free radicals, or radiation. Damage to the cellular DNA 
can also induce the activation of the intrinsic pathway for programmed cell death 
[8]. Proapoptotic proteins activate caspases to mediate the destruction of the cell 
through different pathways. These proteins translocate to the nucleus of cells, 
thereby inducing DNA fragmentation which is a hallmark of apoptosis. The mem-
bers of the Bcl-2 family of proteins and the tumor suppressor protein p53 regulate 
proapoptotic event in the mitochondria (Figure 1a). The Bcl-2 family members of 
proteins may be pro- or antiapoptotic. Bcl-2, Bcl-x, Bcl-xL, Bcl-XS, Bcl-w, and BAG 
are the antiapoptotic proteins. These proteins are currently under investigation as 
potential targets for anticancer therapy. Bcl-10, Bax, Bak, Bid, Bad, Bim, Bik, and 
Blk are proapoptotic proteins. The upregulation of these proteins or their increased 
activation may offer an approach for cancer therapy [9]. Cellular pathways that 
modulate the activities of the p53 protein are also currently being evaluated as 
targets for potential anticancer therapies [10].

1.2 The extrinsic pathway for programmed cell death

The extrinsic signaling pathway leads to apoptosis that is through transmem-
brane death receptors, members of the tumor necrosis factor (TNF) receptor 
gene super family. Members of this receptor family bind to extrinsic ligands and 
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transduce intracellular signals that result in the destruction of the cell [11]. The 
most well-characterized ligands of these receptors are FasL, TNF-alpha, Apo3L, 
and Apo2L, and its corresponding receptors are FasR, TNFR1, DR3, and DR4/DR5, 
respectively [8, 9, 12]. Molecules that stimulate the activity of these proapoptotic 
proteins or activate these receptors are currently under the evaluation for their 
therapeutic potential in the treatment of cancer, including hematologic malignan-
cies. The signal transduction of extrinsic pathway involves various caspases which 
are proteases with specific cellular targets. Once activated, the caspases affect 
several cellular functions as part of a process that results in the death of the cells [8]. 
This visible transformation of apoptosis is accompanied by biochemical changes. 
Those at the cell surface include the externalization of phosphatidyl serine and 
other alterations that promote recognition by phagocytes. Intracellular changes 
include the degradation of the chromosomes of the chromosomal DNA into high 
molecular weight and oligonucleosomal fragments and cleavage of a specific subset 
of cellular polypeptide [13, 14]. These cleavages are accompanied by a family of 
intracellular proteases called caspases (Figure 1b).

2. 2D and 3D cell culture systems

Cell culture is used in vitro in cell biology, tissue morphology, and mechanisms 
of diseases, drug action, protein production, and the development of tissue engi-
neering. The stage of the culture after the cells can be isolated from the tissue and 
proliferates under favorable conditions until they reach confluency. In this stage, 
the cells have to be passaged or subcultured by transferring them to a new vessel 
with fresh growth medium to provide more room for continued growth. Various 
researches in cancer biology are based on experiments using two-dimensional cell 
culture by growing cells in flat dishes, made of plastic. The dish culture system is 
mainly used for developing adherent two-dimensional cell monolayers. 3D cell 
culture applications are usually beneficial in tissue engineering and regenerative 

Figure 1. 
(a) The intrinsic pathway for programmed cell death. (b) The extrinsic pathway for programmed cell death.
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1.2 The extrinsic pathway for programmed cell death

The extrinsic signaling pathway leads to apoptosis that is through transmem-
brane death receptors, members of the tumor necrosis factor (TNF) receptor 
gene super family. Members of this receptor family bind to extrinsic ligands and 
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transduce intracellular signals that result in the destruction of the cell [11]. The 
most well-characterized ligands of these receptors are FasL, TNF-alpha, Apo3L, 
and Apo2L, and its corresponding receptors are FasR, TNFR1, DR3, and DR4/DR5, 
respectively [8, 9, 12]. Molecules that stimulate the activity of these proapoptotic 
proteins or activate these receptors are currently under the evaluation for their 
therapeutic potential in the treatment of cancer, including hematologic malignan-
cies. The signal transduction of extrinsic pathway involves various caspases which 
are proteases with specific cellular targets. Once activated, the caspases affect 
several cellular functions as part of a process that results in the death of the cells [8]. 
This visible transformation of apoptosis is accompanied by biochemical changes. 
Those at the cell surface include the externalization of phosphatidyl serine and 
other alterations that promote recognition by phagocytes. Intracellular changes 
include the degradation of the chromosomes of the chromosomal DNA into high 
molecular weight and oligonucleosomal fragments and cleavage of a specific subset 
of cellular polypeptide [13, 14]. These cleavages are accompanied by a family of 
intracellular proteases called caspases (Figure 1b).

2. 2D and 3D cell culture systems

Cell culture is used in vitro in cell biology, tissue morphology, and mechanisms 
of diseases, drug action, protein production, and the development of tissue engi-
neering. The stage of the culture after the cells can be isolated from the tissue and 
proliferates under favorable conditions until they reach confluency. In this stage, 
the cells have to be passaged or subcultured by transferring them to a new vessel 
with fresh growth medium to provide more room for continued growth. Various 
researches in cancer biology are based on experiments using two-dimensional cell 
culture by growing cells in flat dishes, made of plastic. The dish culture system is 
mainly used for developing adherent two-dimensional cell monolayers. 3D cell 
culture applications are usually beneficial in tissue engineering and regenerative 

Figure 1. 
(a) The intrinsic pathway for programmed cell death. (b) The extrinsic pathway for programmed cell death.
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medicine. 3D cell culture is an artificially created environment in which biological 
cells are allowed to grow and interact with their surroundings in all three dimen-
sions. These three-dimensional cultures are grown in bioreactors, small capsules in 
which the cells can grow into spheroids, otherwise 3D cell colonies. Approximately 
300 spheroids are usually cultured per bioreactor 3D cell culture which allows cells 
in vitro to grow in all directions, similar to how they would in vivo [15]. An increas-
ing shift in research is occurring, where 3D cell culture systems are replacing 2D cell 
culture systems and translating 2D in vitro research to 3D before or as an alternative 
to testing using in vivo animal models [16, 17].

2.1 Preparation of culture media

Culture media provide artificial environment to grow the cancer cells in vitro. 
Culture media can be prepared by mixing DMEM powder (glucose, l-glutamine, 
pyridoxine, HCl, without pyruvate) in autoclaved triple distilled water. To this 
1.95 g of HEPES buffer and 3.75 g sodium bicarbonate can be added. Antibiotics 
such as penicillin (500 μl) and streptomycin (500 μl) and fungicide-amphotericin-
B (750 μl) can also be added. The volume can then be made up to 1000 ml, and 
the pH will adjust to 7.2–7.4. The medium will then filter under negative pressure 
using 0.22 μm cellulose filter. Sterility of the medium can be tested before use. Ten 
percent FCS can be mixed with the medium prior to culture.

2.2 Maintenance of adherent cancer cell lines

Adherent cell lines will grow in vitro until they form a monolayer over surface 
area available or medium depleted of nutrients. Adherent cells human oral cancer 
cells (KB), lung adenocarcinoma (A-549), and breast cancer (MCF-7) can be 
cultured in tissue culture flasks. The cells were disaggregated by trypsinization and 
subcultured when the monolayer reaches about 70% confluency. The cells will be 
cryopreserved at −80°C. With an inverted microscope, the degree of confluency of 
the cell monolayer can be assessed, and the absence of bacterial and fungal con-
taminants can be confirmed. Spent medium can be removed. Cells can be washed 
with PBS-EDTA for removing the traces of serum. Trypsin/EDTA (500 μl) will be 
applied onto the cell monolayer, and the flask is swirled to cover the monolayer with 
trypsin. The flask will be incubated at 37°C for 2–3 min. The flask can be examined 
under the inverted microscope to ensure uniform detachment of the cells. 1–2 ml of 
medium can be added to the flask as fast as possible to lessen the trypsin-induced 
stress, and the contents of the flask can be transferred to a centrifuge tube. Cells 
should be centrifuged at 1500 rpm, for 10 min. The supernatant will be discarded, 
and the cells were resuspended in minimum volume of medium. Cells can be 
counted using a hemocytometer, and the required numbers of cells can be subcul-
tured in a new flask containing fresh DMEM with 10% FCS. This process can be 
repeated as demanded by the growth characteristics of the cell line.

2.3 Maintenance of cancer suspension cell lines

In general terms cultures derived from blood (e.g., lymphocytes grow in sus-
pension) cells may be seen as single cells or clumps. For these types of cell lines, 
subculturing is done by dilution in small volume of media before counting. The 
culture can be viewed using an inverted phase contrast microscope; cells growing in 
exponential phase should be bright, round, and refractive. Cell suspension can be 
mixed well and dispersed uniformly by repeated pipetting in order to make single-
cell suspension. The cells can be counted, and 1 × 106 cells can be seeded to a fresh 
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bottle containing 10 ml of DMEM medium with 10% FBS antibiotics and incubated 
at 37°C and subcultured every third day. On the day of the experiment, single-cell 
suspension will be prepared. The cells will be counted and the viability can be 
checked. The concentration can be adjusted with the medium containing 10% FBS 
and antibiotics.

2.4 Establishing cell cultures from frozen cells

About 10 ml of growth medium placed in a 15-ml conical tube. Thaw the frozen 
cryovial of cells for 40–60 s by gentle agitation in a 37°C water bath. Remove the 
cryovial from the water bath, and decontaminate the cryovial by immersing it in 
70% (v/v) ethanol at room temperature (RT). Transfer the thawed cell suspension 
to the conical tube containing 10 ml of growth medium. Cells can be collected 
by centrifugation at 2000 rpm for 5 min at RT. Remove the growth medium by 
aspiration, and then resuspend the cells in the conical tube in 5 ml of fresh growth 
medium. Add 10 ml of growth medium to a 75-cm2 tissue culture flask, and transfer 
5 ml of cell suspension to the same. Place the cells in a 37°C incubator at 5% CO2. 
Monitor cell density daily. Cells can be passaged when it will attain 50% confluency.

3. Determination of cell viability by trypan blue exclusion method

Trypan blue is a dye used to determine the viability of a cell. Living cells exclude 
the dye, and dead cells will take up the blue dye. The blue stain is easily visible, and 
cells can be counted using a light microscope. The reactivity is negatively charged 
and does not interact with the cell unless the membrane is damaged. Therefore, all 
the cells that exclude the dye are viable. When the cells are confluent, remove the cell 
media through aspiration, and add 5 ml of PBS swirl and aspirate. Then add 2 ml of 
trypsin/EDTA, and swirl to cover the monolayer of cells. Incubate for few minutes 
at 37°C. To remove the cells, strike the side of the plate or the flask with the palm. 
Check under a microscope to ensure that all the cells are dislodged. Add 8 ml of cell 
media containing fetal calf serum (FCS) to the cells containing the culture flask. 
The FCS will neutralize the action of trypsin. Transfer the cell suspension to a sterile 
centrifuge tube, and centrifuge the cell suspension at 1000g to pellet the cells. Wash 
the cell pellet twice with PBS. Resuspend the cell pellet in appropriate volume of PBS 
or cell media. Dilute 10 μl of cell suspension, and place 10 μl on a hemocytometer, 
and count the cells under a microscope. There are grid markings on the hemocytom-
eter that can be seen under magnification. Count the cells in all four other quadrants 
of the grid. Divide this number by four to determine the average number of cells in 
one quadrant. To calculate the number of cells, multiply the average number of cells 
per quadrant by dilution factor. Multiply this number by 10,000 to calculate the 
number of cells in 1 ml of suspension. The equation is as follows: average number of 
cells per quadrant C dilution factor C 10,000 = number of cells/ml. To calculate the 
total number of cells, multiply the number of cells per ml by the volume (ml) of the 
cell suspension.

Calculating the % of viable cells: The cells (10,000) are suspended in 500 μl 
media and treated with varying concentrations of drug and incubate for 24 h. 
Centrifuge at 1500 rpm for 10 min. Discard 400 μl medium. Resuspended the 
pellet in the remaining medium. Mix 0.5 mg of trypan blue in 1 ml PBS. Take 10 μl 
of cell suspension and mix with trypan blue solution. Incubate for 5 min at room 
temperature. Count the numbers of unstained cells on the hemocytometer under a 
microscope. As mentioned above the dead cells will take up the trypan blue stain. 
First count the blue cells in the field and then white cells. Count the total number of 
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ing shift in research is occurring, where 3D cell culture systems are replacing 2D cell 
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B (750 μl) can also be added. The volume can then be made up to 1000 ml, and 
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using 0.22 μm cellulose filter. Sterility of the medium can be tested before use. Ten 
percent FCS can be mixed with the medium prior to culture.
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Adherent cell lines will grow in vitro until they form a monolayer over surface 
area available or medium depleted of nutrients. Adherent cells human oral cancer 
cells (KB), lung adenocarcinoma (A-549), and breast cancer (MCF-7) can be 
cultured in tissue culture flasks. The cells were disaggregated by trypsinization and 
subcultured when the monolayer reaches about 70% confluency. The cells will be 
cryopreserved at −80°C. With an inverted microscope, the degree of confluency of 
the cell monolayer can be assessed, and the absence of bacterial and fungal con-
taminants can be confirmed. Spent medium can be removed. Cells can be washed 
with PBS-EDTA for removing the traces of serum. Trypsin/EDTA (500 μl) will be 
applied onto the cell monolayer, and the flask is swirled to cover the monolayer with 
trypsin. The flask will be incubated at 37°C for 2–3 min. The flask can be examined 
under the inverted microscope to ensure uniform detachment of the cells. 1–2 ml of 
medium can be added to the flask as fast as possible to lessen the trypsin-induced 
stress, and the contents of the flask can be transferred to a centrifuge tube. Cells 
should be centrifuged at 1500 rpm, for 10 min. The supernatant will be discarded, 
and the cells were resuspended in minimum volume of medium. Cells can be 
counted using a hemocytometer, and the required numbers of cells can be subcul-
tured in a new flask containing fresh DMEM with 10% FCS. This process can be 
repeated as demanded by the growth characteristics of the cell line.

2.3 Maintenance of cancer suspension cell lines

In general terms cultures derived from blood (e.g., lymphocytes grow in sus-
pension) cells may be seen as single cells or clumps. For these types of cell lines, 
subculturing is done by dilution in small volume of media before counting. The 
culture can be viewed using an inverted phase contrast microscope; cells growing in 
exponential phase should be bright, round, and refractive. Cell suspension can be 
mixed well and dispersed uniformly by repeated pipetting in order to make single-
cell suspension. The cells can be counted, and 1 × 106 cells can be seeded to a fresh 
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bottle containing 10 ml of DMEM medium with 10% FBS antibiotics and incubated 
at 37°C and subcultured every third day. On the day of the experiment, single-cell 
suspension will be prepared. The cells will be counted and the viability can be 
checked. The concentration can be adjusted with the medium containing 10% FBS 
and antibiotics.

2.4 Establishing cell cultures from frozen cells

About 10 ml of growth medium placed in a 15-ml conical tube. Thaw the frozen 
cryovial of cells for 40–60 s by gentle agitation in a 37°C water bath. Remove the 
cryovial from the water bath, and decontaminate the cryovial by immersing it in 
70% (v/v) ethanol at room temperature (RT). Transfer the thawed cell suspension 
to the conical tube containing 10 ml of growth medium. Cells can be collected 
by centrifugation at 2000 rpm for 5 min at RT. Remove the growth medium by 
aspiration, and then resuspend the cells in the conical tube in 5 ml of fresh growth 
medium. Add 10 ml of growth medium to a 75-cm2 tissue culture flask, and transfer 
5 ml of cell suspension to the same. Place the cells in a 37°C incubator at 5% CO2. 
Monitor cell density daily. Cells can be passaged when it will attain 50% confluency.

3. Determination of cell viability by trypan blue exclusion method

Trypan blue is a dye used to determine the viability of a cell. Living cells exclude 
the dye, and dead cells will take up the blue dye. The blue stain is easily visible, and 
cells can be counted using a light microscope. The reactivity is negatively charged 
and does not interact with the cell unless the membrane is damaged. Therefore, all 
the cells that exclude the dye are viable. When the cells are confluent, remove the cell 
media through aspiration, and add 5 ml of PBS swirl and aspirate. Then add 2 ml of 
trypsin/EDTA, and swirl to cover the monolayer of cells. Incubate for few minutes 
at 37°C. To remove the cells, strike the side of the plate or the flask with the palm. 
Check under a microscope to ensure that all the cells are dislodged. Add 8 ml of cell 
media containing fetal calf serum (FCS) to the cells containing the culture flask. 
The FCS will neutralize the action of trypsin. Transfer the cell suspension to a sterile 
centrifuge tube, and centrifuge the cell suspension at 1000g to pellet the cells. Wash 
the cell pellet twice with PBS. Resuspend the cell pellet in appropriate volume of PBS 
or cell media. Dilute 10 μl of cell suspension, and place 10 μl on a hemocytometer, 
and count the cells under a microscope. There are grid markings on the hemocytom-
eter that can be seen under magnification. Count the cells in all four other quadrants 
of the grid. Divide this number by four to determine the average number of cells in 
one quadrant. To calculate the number of cells, multiply the average number of cells 
per quadrant by dilution factor. Multiply this number by 10,000 to calculate the 
number of cells in 1 ml of suspension. The equation is as follows: average number of 
cells per quadrant C dilution factor C 10,000 = number of cells/ml. To calculate the 
total number of cells, multiply the number of cells per ml by the volume (ml) of the 
cell suspension.

Calculating the % of viable cells: The cells (10,000) are suspended in 500 μl 
media and treated with varying concentrations of drug and incubate for 24 h. 
Centrifuge at 1500 rpm for 10 min. Discard 400 μl medium. Resuspended the 
pellet in the remaining medium. Mix 0.5 mg of trypan blue in 1 ml PBS. Take 10 μl 
of cell suspension and mix with trypan blue solution. Incubate for 5 min at room 
temperature. Count the numbers of unstained cells on the hemocytometer under a 
microscope. As mentioned above the dead cells will take up the trypan blue stain. 
First count the blue cells in the field and then white cells. Count the total number of 
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cells. The percentage of viable cells can be determined by dividing the number of 
unstained cells by the total number of cells and multiplying by 100. The equation is 
as follows: % of Cytotoxicity = [No. of blue cells/Total no. of cells] × 10.

3.1 Evaluation of cytotoxicity using MTT assay

The assay detects the living cells, and it be used to measure cytotoxicity, pro-
liferation, or activation [18]. MTT [3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl tetra-
zolium bromide] assay is based on the principle that mitochondrial dehydrogenase 
enzyme forms viable cells to cleave the tetrazolium rings of the pale yellow MTT 
and forms a dark blue formazan crystal which is largely impermeable to cell mem-
branes, thus resulting in its accumulation within healthy cells. The solubilization of 
the cells is by the addition of a detergent that cause in the liberation of the crystals, 
which are solubilized. The color can be quantified using a multi-well plate reader 
at 570 nm. The cells can be maintained in DMEM medium, supplement with 10% 
FCS. Briefly, cells in the log phase of growth can be harvested, counted, and seed  
(5 × 103 cells/well in 100 μl) in 96 well titer plates (Axygen), and add PBS to the 
outer wells (200 μl/well). After 24 h of incubation at 37°C in 5% CO2 to allow cell 
attachment, media will be removed; cultures will be treated with various concentra-
tion of compounds diluted with medium. Cells and media are used as the negative 
controls. The plates are further incubated for 24, 48, and 72 h. On completion of 
incubation, with the extract, media can be removed without disturbing the adher-
ent cells. In the case of suspension cells lines, the media can be removed after the 
plates are centrifuge at 2000 rpm for 15 min. To each well, 100 μl of 5 mg/ml stock 
solution of MTT dye will be added, and plates can be incubated for 2 h in the dark at 
37°C in a CO2 incubator. About 100 μl of lysis buffer can be added to each well, and 
the plates can be incubated for 4 h in the dark in a CO2 incubator and absorbance 
can be read using ELISA plate reader. Three replicates are set up for each concentra-
tion. The concentration required to reduce absorbance by 50% (IC50) in comparison 
to control cells is determined. In MTT assay colorless well indicates the cytotoxicity 
of KB human oral cancer cells (Figure 2)

 1 % of Growth inhibition   =   100 −   Absorbance of treated cells × 100   _________________________   
Absorbance of control cells

                         (1)

3.2 WST-1 assay

This method is used to detect the cytotoxicity of compound towards vari-
ous cancer cell lines. The mitochondrial dehydrogenase enzyme cleaves the 
tetrazolium salt to formazan. The amount of the dye generated by the activity of 

Figure 2. 
MTT assay: purple color indicate the viability of cells.
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dehydrogenase is directly proportional to the number of living cells. In the WST-1 
assay protocol, add the WST-1 assay reagent to the cell culture media, and incubate 
for between 0.5 and 4 h, shake well. The formazan crystals produced by viable cells 
can be quantified and can be read in microplate reader at 440 nm. Cellular pro-
liferation represents the ability of healthy cells to divide and create progeny [19]. 
Therefore, cell viability assays and cell proliferation assays are used to calculate 
the number of healthy cells in a population or the rate of growth of a population of 
cells [20].

3.3 MTS assay

MTS is a colorimetric method used to quantify viable cells in proliferation assay. 
The NAD(P)H-dependent dehydrogenase enzymes in metabolically active cells 
reduce the MTS tetrazolium compound and form colored formazan product that is 
soluble in cell culture media. It can be used to test cell proliferation, cell viability, 
and cytotoxicity. The formazan dye can be quantified by measuring the absorbance 
at 490–500 nm.

4. Viability assay in normal cells

Attempts are pursued to develop drugs that are nontoxic to normal cells; mean-
while toxic to cancer cells can be considered as good anticancer agent.

4.1 Isolation of lymphocytes from whole blood

In 1968, Boyum [21] described methods for the isolation of mononuclear cells 
from circulating blood and bone marrow. The solution contains Ficoll and sodium 
diatrizoate, adjusted to a density of 1.077 ± 0.001. This medium facilitates rapid 
recovery of viable lymphocytes from small volumes of blood on centrifugation. 
It is usually employed as the initial isolation step prior to enumeration of T, B, 
and null lymphocytes. In brief, 3 ml of blood will be taken in heparinized test 
tube. About 5 ml of PBS will be added and mixed well by inversion. About 3 ml 
of Ficoll Hypaque solution was added in a conical centrifuge tube. Carefully 
layered 8 ml of blood-PBS mixture on to the Ficoll Hypaque, keeping the tube in 
a slanting position. Centrifuged at 2000 rpm for 30 min. The opaque interface 
containing mononuclear cells was aspirated and transferred into a clean conical 
centrifuge tube with a Pasteur pipette and discard the upper layer. About 10 ml 
of PBS solution was added and mixed by inversion. Centrifuged at 1500 rpm for 
10 min and the supernatant was discarded. Resuspend the pellet with 5 ml PBS 
and centrifuge at 1500 rpm for 10 min. Repeat the step thrice and resuspend the 
lymphocyte pellet in 500 μl PBS.

4.2 Lymphocyte viability assay

In vitro experiments with compounds can be tested in lymphocyte using 
lymphocyte viability assay. The lymphocytes were aspirated from the gradient 
plasma interfaces and washed twice in PBS, and then the final cell pellets will be 
resuspended in RPMI-1640 medium containing 10% FCS and 100 μl streptomycin, 
and 100 μl fungicide can be added to avoid contamination; pH 7.4 is ideal. Cells 
can be harvested, counted, and seeded (5 × 103 cells/well in 100 μl) in 96 well 
titer plates (Axygen). PBS will be added to the outer wells (200 μl/well). After 
24 h of incubation at 37°C in 5% CO2 to allow cell attachment, the media will be 
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cells. The percentage of viable cells can be determined by dividing the number of 
unstained cells by the total number of cells and multiplying by 100. The equation is 
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(5 × 103 cells/well in 100 μl) in 96 well titer plates (Axygen), and add PBS to the 
outer wells (200 μl/well). After 24 h of incubation at 37°C in 5% CO2 to allow cell 
attachment, media will be removed; cultures will be treated with various concentra-
tion of compounds diluted with medium. Cells and media are used as the negative 
controls. The plates are further incubated for 24, 48, and 72 h. On completion of 
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plates are centrifuge at 2000 rpm for 15 min. To each well, 100 μl of 5 mg/ml stock 
solution of MTT dye will be added, and plates can be incubated for 2 h in the dark at 
37°C in a CO2 incubator. About 100 μl of lysis buffer can be added to each well, and 
the plates can be incubated for 4 h in the dark in a CO2 incubator and absorbance 
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tion. The concentration required to reduce absorbance by 50% (IC50) in comparison 
to control cells is determined. In MTT assay colorless well indicates the cytotoxicity 
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dehydrogenase is directly proportional to the number of living cells. In the WST-1 
assay protocol, add the WST-1 assay reagent to the cell culture media, and incubate 
for between 0.5 and 4 h, shake well. The formazan crystals produced by viable cells 
can be quantified and can be read in microplate reader at 440 nm. Cellular pro-
liferation represents the ability of healthy cells to divide and create progeny [19]. 
Therefore, cell viability assays and cell proliferation assays are used to calculate 
the number of healthy cells in a population or the rate of growth of a population of 
cells [20].

3.3 MTS assay

MTS is a colorimetric method used to quantify viable cells in proliferation assay. 
The NAD(P)H-dependent dehydrogenase enzymes in metabolically active cells 
reduce the MTS tetrazolium compound and form colored formazan product that is 
soluble in cell culture media. It can be used to test cell proliferation, cell viability, 
and cytotoxicity. The formazan dye can be quantified by measuring the absorbance 
at 490–500 nm.

4. Viability assay in normal cells

Attempts are pursued to develop drugs that are nontoxic to normal cells; mean-
while toxic to cancer cells can be considered as good anticancer agent.

4.1 Isolation of lymphocytes from whole blood

In 1968, Boyum [21] described methods for the isolation of mononuclear cells 
from circulating blood and bone marrow. The solution contains Ficoll and sodium 
diatrizoate, adjusted to a density of 1.077 ± 0.001. This medium facilitates rapid 
recovery of viable lymphocytes from small volumes of blood on centrifugation. 
It is usually employed as the initial isolation step prior to enumeration of T, B, 
and null lymphocytes. In brief, 3 ml of blood will be taken in heparinized test 
tube. About 5 ml of PBS will be added and mixed well by inversion. About 3 ml 
of Ficoll Hypaque solution was added in a conical centrifuge tube. Carefully 
layered 8 ml of blood-PBS mixture on to the Ficoll Hypaque, keeping the tube in 
a slanting position. Centrifuged at 2000 rpm for 30 min. The opaque interface 
containing mononuclear cells was aspirated and transferred into a clean conical 
centrifuge tube with a Pasteur pipette and discard the upper layer. About 10 ml 
of PBS solution was added and mixed by inversion. Centrifuged at 1500 rpm for 
10 min and the supernatant was discarded. Resuspend the pellet with 5 ml PBS 
and centrifuge at 1500 rpm for 10 min. Repeat the step thrice and resuspend the 
lymphocyte pellet in 500 μl PBS.

4.2 Lymphocyte viability assay

In vitro experiments with compounds can be tested in lymphocyte using 
lymphocyte viability assay. The lymphocytes were aspirated from the gradient 
plasma interfaces and washed twice in PBS, and then the final cell pellets will be 
resuspended in RPMI-1640 medium containing 10% FCS and 100 μl streptomycin, 
and 100 μl fungicide can be added to avoid contamination; pH 7.4 is ideal. Cells 
can be harvested, counted, and seeded (5 × 103 cells/well in 100 μl) in 96 well 
titer plates (Axygen). PBS will be added to the outer wells (200 μl/well). After 
24 h of incubation at 37°C in 5% CO2 to allow cell attachment, the media will be 
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Figure 3. 
Comet assay: (a) non-apoptotic cells, (b) comet-shaped apoptotic cells.

removed. Cells will be treated with varying concentration of compounds diluted 
with medium. The plates can be incubated for 72 h. After incubation, the media 
will be removed without disturbing the cells, and to each well, 100 μl of 5 mg/ml 
stock solution of MTT will be added, and the plates can be incubated for 2 h in the 
dark at 37°C in a CO2 incubator. About 100 μl of lysis buffer will be added to each 
well, and the plates can be further incubated for 4 h in the dark in a CO2 incubator, 
and absorbance can be read using ELISA plate. Three replicates will set up for each 
concentration.

5. Detection of apoptosis by comet assay

Comet assay can be done for the quantitation of low levels of DNA damage in 
individual [22]. Cancer cells except the control cells can be treated with various 
drugs. Then it can be centrifuged to get the pellets, and pour 1% NMPA agar on the 
base slides using filler pipette and allow to solidify. Then the slides were kept in a 
polar ice pack. The pellets thus obtained will be taken and is mixed with 200 μl of 
0.5% LMPA agar. About 15 0 μl cells from the above tubes were taken and poured 
over the base slides, and allow to solidify after placing a cover slip over it, and then 
remove the cover slip and pour a layer of 1% LMPA agar over it, and allow to solidify 
and keep these slides in a coupling jar containing lysing solution. It will be kept in 
refrigerator for 1:30 h, and subject it to electrophoresis for 20–30 min in electro-
phoresis apparatus at 25 V. Then the slides were taken and washed with neutralizing 
buffer solution for three times. Pour ethidium bromide stain over the slides, and 
view through fluorescent microscope. The figure shows the comet assay on KB 
human oral cancer cells after treatment with compound for 24 h (Figure 3).
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5.1 DNA ladder assay

Breakdown of genomic DNA into multiples of approximately 180 bp is considered 
to be a hallmark of apoptosis [14]. This cleavage of chromosomes produces a large 
number of DNA breaks, and subsequently a simultaneous amount of new 3′-OH DNA 
ends. In normal living cells, only an insignificant number of 3′-ends are present; this 
helps to detect apoptosis. The enzyme terminal deoxynucleotidyl transferase (TdT) 
has the capability to incorporate individual deoxyribonucleotide triphosphates to the 
3′-end of double- or single-stranded DNA. This quality can be detected using 3′-ends 
with nucleotides that have been labeled with radioactive, fluorescent, or digoxigenin 
labels. Apoptosis can be measured quantitatively by using gel electrophoresis; here the 
apoptotic DNA is organized into a typical ladder pattern of multiples of 180 bp. In situ 
labeling of 3′-ends can be used to detect qualitatively apoptotic cells (Figure 4).

5.2  Detection of morphological features of apoptotic cells by acridine orange-
ethidium bromide dual staining

The morphological features of apoptosis induced by the compounds will be evalu-
ated by acridine orange-ethidium bromide dual (AO/EtBr) staining [23]. Briefly, cells 

Figure 4. 
Apoptotic cells can be seen as fragmented DNA in smear appearance.
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Figure 3. 
Comet assay: (a) non-apoptotic cells, (b) comet-shaped apoptotic cells.
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Figure 6. 
Hoechst 33342: (a) non-apoptotic cells in blue color, (b) apoptosis cells in fluorescent blue color.

will be seeded in a 96 well plate at a density of 5 × 105 cells and treat with different 
concentrations of compound for 24 h. After washing once with PBS, the cells can be 
stained with 100 μl of a mixture (1:1) of acridine orange-ethidium bromide (4 μg/
ml) solutions. The cells can be immediately washed with PBS and observed under 
fluorescence microscope at 450–490 nm. The effects of the compound treated on 
human oral cancer cells (KB) for 24 h can be visualize using fluorescent microscope 
(Figure 5).

5.3 Analysis of cell death by Hoechst 33342 staining

Chromatin condensation will be assessed by nuclear staining with Hoechst 
33342 [24]. Briefly, cells will be seeded in a 96 well plate at a density of 5 × 105 cells 
and then treated with different concentrations of compounds for 24 h. After wash-
ing once with PBS, the cells will be stained with 100 μl of Hoechst 33342 (10 mg/
ml stock) and incubate at room temperature for 5 min. Stained cells can be imaged 
by fluorescence microscope at 350–460 nm compound induced in KB human oral 
cancer cells for 24 h, stained with Hoechst 33342 (Figure 6).

5.4  Terminal deoxynucleotidyl transferase-mediated dUTP nick-end labeling 
(TUNEL) assay

After treatment with the compound apoptosis, induction can be detected by 
TUNEL assay using the DeadEnd apoptosis detection kit (dUTP nick-end labeling 

Figure 5. 
Acridine orange-ethidium bromide dual staining: (a) and (b) apoptotic cells in orange color, live cells in green 
color.
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TUNEL assay) from Promega (Madison, USA). Briefly, the cells will be grown in 
coverslips and treated with the compound for 24 h. The cells can be washed with 
phosphate-buffered saline and fix by immersing the slides in 4% paraformaldehyde 
for 25 min at room temperature, washed twice with PBS for 5 min. The cells will be 
permeabilized with 0.2% Triton X-100 solution in PBS for 5 min, washed twice in 
PBS, and then covered with 100 μl of equilibration buffer and kept for 5–10 min. The 
equilibrated areas will be blotted around with tissue paper, and 100 μl of terminal 
deoxynucleotidyl transferase (Tdt) reaction mix will be added to the sections on 
the slide and incubated at 37°C for 60 min inside a humidified chamber for the 
end labeling reaction to occur. Immersing the slides in 2× sodium chloride-sodium 
citrate buffer for 15 min terminated the reactions. The slides will be washed thrice by 
immersing in fresh PBS for 5 min to remove the unincorporated biotinylated nucleo-
tides. The endogenous peroxidase activity was blocked by immersing the slides in 
0.3% hydrogen peroxide. After washing, horse radish peroxidase-labeled streptavi-
din solution was applied, and the slides incubated for 30 min. After incubation, the 
color will be developed with the peroxidase substrate (hydrogen peroxide) and the 
stable chromogen (diaminobenzidine). The slides will be mounted and examined in 
a light microscope. The apoptotic index (AI) can be calculated as follows: AI = (num-
ber of apoptotic cells/total number) × 100%. TUNEL can also be combined with 
annexin V to comprise a more robust assay that is capable of distinguishing apoptosis 
and necrosis going on in the cells. Since annexin V binding is reported to occur prior 
to DNA fragmentation, it is capable of detecting necrotic or early apoptotic cells that 
exhibit a negative response from TUNEL [25]. In KB human oral cancer cells treated 
with compound for 24 h, apoptotic cells can be seen in green color (Figure 7).

5.5 Annexin V staining by flow cytometry

In most normal, viable eukaryotic cells, the negatively charged phospholipid 
phosphatidylserine (PS) is located in the cytosolic leaflet of the plasma membrane 
lipid bilayer. Annexin V is a 36 KDa phospholipid-binding protein and has a high 
affinity to PS in the presence of physiological concentrations of calcium (Ca2+). 
Apoptotic cells which are otherwise undetectable by staining with propidium iodide 
(PI) can be directly detected through the staining with fluorochrome-conjugated 
annexin V. Dead cells are stained with both annexin V and PI, whereas viable cells 
cannot be stained with either annexin V or PI. An early indicator of apoptosis is the 
rapid translocation and accumulation of the membrane phospholipid. Phosphatidyl 
serine from the cytoplasmic interphase translocated to the extracellular surface. This 
loss of membrane asymmetry was detected using the binding properties of annexin 
V to phosphatidyl serine. Annexin V FITC is a sensitive probe for identifying the 

Figure 7. 
TUNEL assay.
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apoptotic cells which binds to negatively charged phospholipid surfaces. Annexin V 
FITC staining precedes the loss of membrane integrity which accompanies the later 
stages of cell death resulting from apoptotic or rather necrotic process. Therefore, 
staining with annexin V FITC is conjugated to vital dye propidium iodide. The assay 
distinguishes between viable cells (annexin V –ve, PI –ve), early apoptotic cells 
(annexin +ve PI –ve), late apoptotic cells (annexin +ve PI +ve), and necrotic cells 
(annexin –ve PI +ve) (Figure 8). Annexin V is represented in red. An apoptotic cell 
stained with annexin V (green) is surrounded by potential phagocytes. The PSR 
(orange) might bind to exposed PS that is configured in a recognizable “eat-me” form 
by annexin I (bottom) (Figure 8). Alternatively, PSR might bind to a ligand composed 
of PS and annexin I (upper left) or PSR might bind annexin I, which serves as a bridge 
between exposed PS on the dying cell and PSR on the phagocyte (upper right) [26].

5.6 Assessment of caspase 3 expression by flow cytometry

Caspase-3 is a key protease that is activated during apoptosis. Briefly, the cells 
will be treated with various concentrations of compound. After 24 h of incubation, 
the cells will be washed twice with cold PBS and prepared for acquisition using 
FITC conjugated monoclonal active caspase-3 antibody apoptosis detection kit. The 
cells can be fixed in cytofix solution at a concentration of 1 × 106 cells/0.5 ml. The 
cells will be fixed in ice for 30 min, resuspended in perm wash buffer containing 
antibody, and incubated for 30 min at room temperature. Analyses by flow cytom-
etry. 10,000 cells can be acquired, and the results can be interpreted using DIVA 
software analysis (Figure 9).

5.7 Determination of caspase activity by fluorimetry

The ApoAlert caspase assay plates contain the fluorogenic substrates specific 
for different caspases immobilized in the wells of a 96-well plate. When cell lysate 
containing the active caspase is applied to the wells, caspase will cleave its substrate, 
and a fluorescent product will be released that can be detected with a standard 
fluorescence plate reader. Caspase assay plates enable the analysis of the apoptotic 
caspase response. This assay design is ideal for studies involving multiple cell types 
or multiple cell treatments. These plates are provided in two formats: a single 
caspase format for studies that focus on a specific caspase or a profiling format for 
analyzing several different caspases simultaneously (caspase-3, caspase-8, cas-
pase-9, and caspase-2).

Figure 8. 
Apoptotic KB human oral cancer cells after treatment with compound showing apoptosis.
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5.8 Detection of apoptosis by cell cycle analysis

The phase of the cell cycle at which compounds treated cancer cells got arrested 
can be determined using a fluorescent-activated cell sorter (FACS—Becton 
Dickinson). The cells will be grown in tissue culture flasks and treat with different 
concentrations of compounds. After 24 h of treatment, the cells can be harvested 
and spun down at 3500 rpm for 7 min. The cells can be then fixed in 70% ethanol 
for 30 min. After centrifugation, the pellet can be dissolved in PBS, and 5 μl of 
RNAse A (10 mg/ml) will be added and incubated for 30 min at 37°C. About 10 μg/
ml of propidium iodide will be added, and after 15 min of incubation in the dark, 
the cells can filtered through 0.75 μm filter and analyzed by flow cytometry. Thirty 
thousand cells can be acquired, and the results can be interpreted using CellQuest 
Pro software analysis (Figure 10).

6. Conclusions

An ideal compound should possess no toxic effects on normal human lym-
phocyte but at the same time exhibited cytotoxic activity on tumor cell lines. The 
time- and dose-dependent cytotoxic effect of the compound can be tested through 

Figure 9. 
Caspase 3 cleavage of KB human oral cancer cells.

Figure 10. 
Cell cycle analysis showing KB human oral cancer cells.
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the various viability assays discussed in this chapter. The compound might have 
the potential to induce programmed cell death in cancer cells and can be confirmed 
through apoptotic studies. Induction of apoptosis in cancer cells is recognized as 
an efficient strategy for cancer chemotherapy. Apoptosis also seems to be a reliable 
marker for the evaluation of potential agents to bring out for cancer prevention. 
Cell-based assays are useful for the assessment of live cells and apoptotic cells 
after treatment with therapeutic agents. The efficacy of compounds in vitro test-
ing before entering into the clinical trials helps to bring out potent drugs into the 
limelight for the treatment of diseases. Cell-based assays are useful for evaluating 
therapeutic potency of the developing approved drugs and biologics for the clinical 
management of cancer.
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