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Chapter 1

Introductory Chapter: Frontiers
and Future Developments of the
Complex Analysis
Francisco Bulnes

1. Introduction

The complex analysis development can establish three fundamental ways of
modern research with the goal to solve certain conjectures and complete certain
theories as the Lie groups representation theory, obtaining of a general cohomology
for certain integral operators in the differential equations solution and extend these
solutions to the meromorphic context [1].

The three ways are defined for the relations between the complex analysis, with
the cohomology with coefficients in holomorphic vector bundles, the hyper-
complex analysis in a quaternionic algebra and the unitary representations in the Lie
group theory [2].

Likewise, some objects as modular forms can be the key for the multidisciplinary
investigations in complex functions without the condition that f zð Þ, be holomorphic
in the upper half-plane. Then the modular forms are meromorphic functions [3].
The before, can be reflected in the satisfying of the certain functional equation
Tf zð Þ ¼ ξ, in which the conditions of the complex function f zð Þ, respect to the
transformation T, can be relaxed and the corresponding modular groups can be
smaller groups. Such is the case, for example for the functional equation of the
homographic transformation.

The transcendence goes more beyond of the analyticity problems in complex
analysis. The study of the complex Riemannian manifolds results relevant in alge-
braic geometry and strings theories, where complex Riemann surfaces as complex
submanifolds can be useful in the determination of integration invariants. Also in
the Fröbenius distribution for the determination of integral submanifolds as cycles,
whose values are co-cycles in a spectrum of the category Speck, of the category of
the complex vector spaces VecC:

The theory of Riemann surfaces can be applied to the space G \ H ∗ , to obtain
further information about modular forms and functions. Likewise, the modular and
cusp forms spacesMk Gð Þ, and Sk Gð Þ, for a group G, are of finite dimension, and [4]
their dimensions can be computed thanks to the Riemann-Roch theorem in terms of
the geometry of the G�action on H: For example to the Lie group SL 2,ð Þ, this
finite dimension is computed as1:

dimCMk SL 2;Zð Þð Þ ¼
k
12

� �
, k � 2 mod12ð Þ

k
12

� �
þ 1, else

8>>><
>>>:

(1)

1 Here ⌊, ⌋, is a floor function.
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In projective spaces, the functions are homogeneous polynomials. These
algebro-geometric objects are the sections of a sheaf (one could also say a line
bundle in this case). Precisely here arises the re-interpretation of the differential
operators through the homogeneous polynomials of the corresponding lines bundles
sections of their respective connections [5] (Figure 1).

However, there is other conjecture established years ago, which establish the
sentence.

Conjecture 1.1. All complex function (analytic function) f zð Þ, can be
determined for hypercomplex functions [6].

This could be obtained in a clear way, without pass for the holomorphicity.
This represents all a joint research program between the hypercomplex analysis

and the integral operators cohomology, and for it is established determine an inte-
gral operators theory that establish equivalences between cohomology classes on
different complex base spaces and the cycles and co-cycles of these under the
corresponding integral operators.

Likewise, can be obtained integral representations that are realizations of certain
unitary representations of Lie groups such as U nð Þ, SU 2ð Þ, SU nð Þ, SU 2, 2ð Þ, SU p, qð Þ,
and U p, qð Þ, for the obtaining of the general solution of a partial differential equa-
tions in contexts of the quaternion algebra. And not only that, also are contemplated
the equivalences of the corresponding cohomology classes obtained through the
restricted objects to a space of certain dimension, for example, the hypercomplex
analysis in 4 ffi 2, and in 4, is a quaternion analysis. Other example we can find
in the integrals of the integral geometry of G2,4 ð Þ, through the space 3 ð Þ, which
establishes a twistor geometry [2, 7].

However, the isomorphism relations in homogeneous vector bundles are equiv-
alent to the followed in cohomology developed in vector tomography. Likewise, the
intertwining integral operators between cohomological classes of both contexts
(respective cycles) result be cohomological classes in contexts of lines bundles (or
equivalent co-cycles). In this sense a conjecture that can be proved is: “the Penrose
transform is a vector Radon transform on homogeneous vector bundles sections in a
Riemannian manifold” And considering the re-construction of a Riemannian man-
ifold through cycles, we can consider the following conjecture also.

Conjecture 1.2. [2] The twistor transform is the generalization of the Radon
transform on lines bundles and the Penrose transform is a specialization of the
twistor transform in S4:

Of fact, the twistor transform can be determined for the Penrose transforms pair
on G�orbits of projective spaces �, and þ: Then here arises the mentioned before
in modular forms, the use of the lines bundles restricted to the polynomial rings
corresponding to the subjacent operators on the complex vector spaces. In a more
general sense, the vector bundles which refer us, are the seated in the homogeneous
spaces G=L, with homogeneous subspaces G=Q, where is subjacent a

Figure 1.
The j�invariant on the complex interval �2, 2½ � þ 0, 1½ �i: It supports working with modular transformations
and evaluating theta sums. With this construction of blocks, one can easily implement other modular forms such
as Eisenstein series. (http://fredrikj.net/blog/2014/10/modular-forms-in-arb/).
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holomorphic manifold with G� orbits (parabolic orbits) of G=L, which have an
induced Haar measure in each closed submanifold given for the flags of the
corresponding holomorphic vector G� bundle. Then their orbital integrals are
calculated on said orbits, obtaining invariants applicable to whole the homogeneous
space in question, G=L: This process called of orbitalization of the homogeneous
space G=L, is based in major part in the inclusion of homogeneous spaces obtained
for reduction of G=L, through its holonomy [7].

The spaces or cohomology groups of the complex corresponding of sheaves
Hs G=H, νnð Þ, result be fine representations of G=L, through of the flags bundle
corresponding to the complex holomorphic G� bundle in G=L: The realizations of
these unitary representations are the orbital integrals on the flags that are the K�
orbits of the corresponding vector G� bundle. This is precisely used in representa-
tions of G� (a complex Lie group) constructed on spaces of holomorphic sections of
vector bundles and generalizations as the studied for the modular forms. The
problem that here arise (in the unitary representations) is the verifying of the
Hermitian forms calculated through the diverse integral realizations with the
corresponding representations choosing the smooth and minimal globalizing,
adequate. For it is used in a general version of the complex cohomology known as
∂� cohomology called Serre generalization [7].

However, this is not reduced to the obtaining of representations of complex
groups. Also the obtaining of an analytic function f zð Þ, of a space to other is realized
accord to the integral cohomology n� 1� qð Þ � ∂� cohomology Hn�1,q n=D,Vð Þ,
where D, is a linearly concave domain on 2: Likewise, for example, if we consider
the space 2, the integral operator that obtains a harmonic function in 4, through
calculated functions of C∞ 3� �

, on lines S1, in 2, comes given for [8, 9]:

φ w, x, y, zð Þ ¼
ð

S1
f wþ xð Þ þ yþ izð Þζ, y� izð Þ þ w� xð Þζ, ζ½ �dζ, (2)

which represents a transformation in cycles (lines) of a flag manifold  ¼
ðL∣L⊂4Þ. Likewise complex functions in certain complex manifolds can be
obtained through complex or hypercomplex functions defined in complex sub-
spaces (or submanifolds) which could be varieties in an algebraic context, for
certain conditions of its cohomology. For example in a complex sheaves cohomol-
ogy, results interesting for problems of differential equations whose operators are
germs of these sheaves.

Other study is the singularities study through varieties considering newly the
complex varieties, in a pure algebraic treatment, or using the analyticity as a concept
required for contour integrals to define a singularity as a pole of an analytic function.

Likewise in concrete, through an analytic functions study, can be extended and
generalized the Cauchy integral as through integrals of contour can be generalized
functional in a cohomology of contours (cohomological functional). The Morera’s
and Cauchy-Goursat’s theorems can be applied in a sense geometrical more general
as cohomological functional of contours whose residue value can be modulo
l S1
� � ¼ 2π: For example, two singularities or poles. This could represent the surface
of the real part of the function g zð Þ ¼ z2

z2þ2zþ2 : The moduli space of these points are
less than 2 and thus lie inside one contour. Likewise, the contour integral can be
split into two smaller integrals using the Cauchy-Goursat theorem having finally the

contour integral [10] ∮ C g zð Þdz ¼ ∮ C 1� 1
z�z1

� 1
z�z2

� �
dz ¼ 0� 2πi� 2πi ¼ �4πi:

This is a good example of traditional cohomological functional element of
H f Π � ℓ0,Ωrð Þ ¼ :
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certain conditions of its cohomology. For example in a complex sheaves cohomol-
ogy, results interesting for problems of differential equations whose operators are
germs of these sheaves.

Other study is the singularities study through varieties considering newly the
complex varieties, in a pure algebraic treatment, or using the analyticity as a concept
required for contour integrals to define a singularity as a pole of an analytic function.

Likewise in concrete, through an analytic functions study, can be extended and
generalized the Cauchy integral as through integrals of contour can be generalized
functional in a cohomology of contours (cohomological functional). The Morera’s
and Cauchy-Goursat’s theorems can be applied in a sense geometrical more general
as cohomological functional of contours whose residue value can be modulo
l S1
� � ¼ 2π: For example, two singularities or poles. This could represent the surface
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As a way to extend the meromorphic functions, the Nevanlinna theory searches
generalizations of extensions of analytic functions to algebroid functions,
holomorphic curves [10], holomorphic maps between complex manifolds of arbi-
trary dimension, quasi-regular mappings and minimal surfaces [11]. This is being
applicable in moduli problems and Shimura varieties.

2. Future research

Finally, the future researches in complex analysis will be centered on major
research of meromorphicity, in the automorphicity [12, 13], bi-holomorphicity,
Riemann-Zeta function, Hodge theory and the complex ideals for improve methods
of homogeneous polynomials in the complex vector bundles studied in complex
Riemaniann manifolds and their submanifolds, involving singularities as poles or
insolated singularities of rational curves. The automorphic forms generalize the
Cauchy and Morera’s theorems in an arithmetic sense inside the analytic functions
theory and their probable holomorphicity. The automorphic forms are the other
basic operations that arise inside the mathematics in the modular forms.
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Interference Pattern
Representation on the Complex
s-Plane
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Abstract

In this work, the normalized interference pattern produced by a coherence
interferometer system was represented as a complex function. The Laplace trans-
form was applied for the transformation. Poles and zeros were determined from this
complex function, and then, its pole-zero map and its Bode diagram were proposed.
Both graphical representations were implemented numerically. From our numerical
results, pole location and zero location depend on the optical path difference
(OPD), while the Bode diagram gives us information about the OPD parameter.
Based on the results obtained from the graphical representations, the coherence
interferometer systems, the low-coherence interferometer systems, the interfero-
metric sensing systems, and the fiber optic sensors can be analyze on the complex
s-plane.

Keywords: coherence interferometer system, Laplace transform, complex
function, pole-zero map, Bode diagram, graphical representations

1. Introduction

Many coherence interferometers systems find practical applications for the
physical parameter measurement, such as are temperature, strain, humidity, pres-
sure, level, current, voltage, and vibration [1–10]. Physical implementation and
signal demodulation are very important for the good measurement. Many
implementations are based on the Bragg gratings, fiber optics, vacuum, mirrors,
crystals, polarizer, and their combinations [11–15]; whereas in the signal demodu-
lation, has been applied commonly the Fourier transform [16–20]. This transform
permits us to know all frequency components of any interference pattern, doing
possible the signal demodulation for the interferometer systems.

The Laplace transform has many practical applications in topics such as control
systems, electronic circuit analysis, mechanic systems, electric circuit system,
pure mathematics, and communications. The linear transformation permits us to
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transform any time function into a complex function whose variable is s ¼ iωþ σ,
where i is the complex operator, ω is the angular frequency, and σ is a real value.
The complex function can represent in the complex s-plane, where their axes
represent the real and imaginary parts of the complex variable s. This complex plane
does feasible the study of dynamic systems, and some applications are the tuning
closed-loop, stability, mathematical methods, fault detection, optimization, and
filter design [21–23]. In addition, the s-plane permits graphical methods such as
pole-zero map, Bode diagrams, root locus, polar plots, gain margin and phase
margin, Nichols charts, and N circles [24].

In dynamic system analysis, pole-zero map and Bode diagrams are two graphical
methods which have many practical applications. Both methods require a complex
function, where the frequency response plays a very important role. In the pole-
zero map, poles and zeros have been calculated from the complex function, and
then, their locations are represented on the complex s-plane. It is usual to mark a
zero location by a circle ⋄ð Þ and a pole location a cross �ð Þ [24]. In the Bode
diagram, the magnitude and phase are calculated from the complex function, and
then, both parameters are graphed. The graphic is logarithmic, and it shows the
frequency response of our system under study.

Under our knowledge, the coherence interferometer system was not studied on
the s-plane, and as a consequence, its interference pattern was not represented over
the pole-zero map or Bode diagrams. In this work, the complex s-plane was used to
represent the output signal of an interferometer system. Applying two graphical
methods, such as pole-zero plot and Bode plot, the optical signal was represented.
Numerically was verified that the pole location and the zero location depend
directly on the optical path difference, while a Bode diagram shows the stability/
instability of the interferometer.

2. Interference pattern

Figure 1 shows a schematic example of a Michelson interferometer [25]. The
interferometer consists of a coherent source, an oscilloscope, a generator function,
a beam splitter 50/50 and a PZT optical element. This interferometric system has

Figure 1.
Michelson interometer system.
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two ways and its difference produces the optical path difference. The first one will
be the reference. Its electrical field is

ER tð Þ ¼ ARei ωtþφRð Þ: (1)

The second one is the signal measurement and its electrical field is

ED tð Þ ¼ ADei ωtþφDð Þ: (2)

AR and AD are amplitudes, ω is the angular frequency, t is the time, and φR and
φD are given by

φR ¼ 2kxR, (3)

and

φD ¼ 2kxD: (4)

xR and xD are the distances traveled by both beams and k ¼ 2πn
λ is the

wavenumber: λ is the wavelength and n is the refraction index.
From Figure 1, when the photodetector detects the total field, its signal is

ET tð Þ ¼ ARei ωtþφRð Þ þ ADei ωtþφDð Þ: (5)

Following, the irradiance E2
T will be

E2
T ¼ ARei ωtþφRð Þ þ ADei ωtþφDð Þ

h i
ARe�i ωtþφRð Þ þ ADe�i ωtþφDð Þ
h i

: (6)

Developing, we will obtain

E2
T ¼ E2

R þ E2
D þ ERED ei ωtþφRð Þe�i ωtþφDð Þ þ ei ωtþφDð Þe�i ωtþφRð Þ

h i
(7)

or

E2
T ¼ E2

R þ E2
D þ ERED ei φR�φDð Þ þ e�i φR�φDð Þ

h i
: (8)

Using the identity cos θð Þ ¼ eiθþe�iθ

2 , Eq. (8) takes the form

E2
T ¼ E2

R þ E2
D þ 2ERED cos φR � φDð Þ: (9)

In terms of intensity, the interferometer system produces the next interference
pattern

IT ¼ IR þ ID þ 2
ffiffiffiffiffiffiffiffiffi
IRID

p
cos φR � φDð Þ: (10)

If both beams have the same intensity IR ¼ ID ¼ Io, the total intensity will take
the form

IT ¼ 2Io 1þ cos φR � φDð Þ½ �: (11)

As seen in Eq. (11), the phase difference is due to the optical path difference
between the two beams. Substituting Eqs. (3) and (4) into Eq. (11), the interference
pattern in terms of intensity can be written as
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IT tð Þ ¼ 2Io 1þ cos
4πn
λ

Δx tð Þ
� �� �

, (12)

where Δx ¼ xR � xD is the length difference between the distances xR and xD.
Basically, the irradiance is an interference pattern which is formed by two func-
tions: enveloped and modulate. The enveloped function is f env ¼ 2Io W

m2

� �
and this

function contains information from the optical source. The modulate function is
given by f mod ¼ 1þ cos 4πn

λ Δx tð Þ� �
and it contains information about the interfer-

ence pattern. The modulate function consist of a constant (direct component) and a
trigonometric function (cosine function) whose frequency depends on the optical
path difference.

3. Complex function

Observing Figure 1 and Eq. (11), the phase difference φR � φD is a time-varying
function, and as a consequence, the phase 4πn

λ Δx tð Þ is also a time-varying function.
In this case, the instantaneous output voltage (or current) of our photodector is
proportional to the normalized optical intensity IT tð Þ

Io
, where Io is the LASER intensity

W
m2

� �
[25]. Mathematically, the normalized interference pattern can be written as

In tð Þ ¼ IT tð Þ
Io

¼ 2 1þ cos ωmtð Þ½ �: (13)

Here, the angular frequency ωm was proposed from the phase 4πn
λ Δx tð Þ and the

interferometer system has not external perturbations.
To determinate the complex function In sð Þ, we calculate the unilateral Laplace

transform for our last expression

In sð Þ ¼
ð∞

0

In tð Þe�stdt ¼ 2
ð∞

0

e�stdtþ 2
ð∞

0

cos ωmtð Þe�stdt: (14)

Substituting the trigonometric identity cos ωmtð Þ ¼ eiωmtþe�iωmt

2 into Eq. (14), the
complex function can be estimated through

In sð Þ ¼ 2
ð∞

0

e�stdtþ 2
ð∞

0

eiωmt þ e�iωmt

2

� �
e�stdt, (15)

or

In sð Þ ¼ 2
ð∞

0

e�stdtþ
ð∞

0

eiωmte�stdtþ
ð∞

0

e�iωmte�stdt: (16)

Solving the integrals, the complex function will be

In sð Þ ¼ � 2
s
e�st
����
∞

0
þ e� �iωmtþsð Þt

� �iωmtþ sð Þ
����
∞

0
þ e� iωmþsð Þt

� iωm þ sð Þ
����
∞

0
: (17)

Evaluating the limits,
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In sð Þ ¼ 2
s
þ 1
s� iωm

þ 1
sþ iωm

: (18)

Using the algebraic procedure, we obtain

In sð Þ ¼ 2
s
þ sþ iωm þ s� iωm

s2 � i2ω2
m

¼ 2
s
þ 2s
s2 þ ω2

m
: (19)

As seen in Eq. (19), the first term was produced by the direct component and the
second term was produced by cosine function. Now, let us represent the complex
function as

In sð Þ ¼ 4s2 þ 2ω2
m

s s2 þ ω2
m

� � : (20)

Because the Laplace transform was used for the transformation, the normalized
interference pattern can be studied in the time domain and on a complex s-plane.
It is possible since both Eqs. (13) and (20) contain the same information.

4. Graphical representation

In mathematics and engineering, the s-plane is the complex plane which Laplace
transform is graphed. It is a mathematical domain where, instead of view processes
in the time domain modeled with time-based functions, they are viewed as equa-
tions in the frequency domain. Then, the function In sð Þ can be graphed using the
pole-zero map and the Bode diagrams. These graphical representations provide a
basis for determining important system response characteristics.

4.1 Pole-zero plot

In general, the poles and zeros of a complex function may be complex, and the
system dynamics may be represented graphically by plotting their locations on the
complex s-plane, whose axes represent the real and imaginary parts of the complex
variable s. Such graphics are known as pole-zero plots. It is usual to mark a zero
location by a circle ⋄ð Þ and a pole location a cross �ð Þ: In this study, it is convenient
to factor the polynomials in the numerator and denominator and to write the
complex function in terms of those factors

In sð Þ ¼ PN sð Þ
PD sð Þ ¼

4s2 þ 2ω2
m

s s2 þ ω2
m

� � , (21)

where the numerator and denominator polynomials, PN sð Þ and PD sð Þ, have
real coefficient defined by the system’s characteristic. To calculate the zeros,
we require

PN sð Þ ¼ 0 ¼ 4s2 þ 2ω2
m: (22)

Solving last polynomial function, the roots (zeros) are localized at

s2 ¼ �ω2
m

2
! s ¼

ffiffiffiffiffiffiffiffiffiffiffi
�ω2

m

2

r
: (23)
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and it contains information about the interfer-

ence pattern. The modulate function consist of a constant (direct component) and a
trigonometric function (cosine function) whose frequency depends on the optical
path difference.

3. Complex function

Observing Figure 1 and Eq. (11), the phase difference φR � φD is a time-varying
function, and as a consequence, the phase 4πn

λ Δx tð Þ is also a time-varying function.
In this case, the instantaneous output voltage (or current) of our photodector is
proportional to the normalized optical intensity IT tð Þ

Io
, where Io is the LASER intensity

W
m2

� �
[25]. Mathematically, the normalized interference pattern can be written as

In tð Þ ¼ IT tð Þ
Io

¼ 2 1þ cos ωmtð Þ½ �: (13)

Here, the angular frequency ωm was proposed from the phase 4πn
λ Δx tð Þ and the

interferometer system has not external perturbations.
To determinate the complex function In sð Þ, we calculate the unilateral Laplace

transform for our last expression

In sð Þ ¼
ð∞

0

In tð Þe�stdt ¼ 2
ð∞

0

e�stdtþ 2
ð∞

0

cos ωmtð Þe�stdt: (14)

Substituting the trigonometric identity cos ωmtð Þ ¼ eiωmtþe�iωmt

2 into Eq. (14), the
complex function can be estimated through

In sð Þ ¼ 2
ð∞

0

e�stdtþ 2
ð∞

0

eiωmt þ e�iωmt

2

� �
e�stdt, (15)

or

In sð Þ ¼ 2
ð∞

0

e�stdtþ
ð∞

0

eiωmte�stdtþ
ð∞

0

e�iωmte�stdt: (16)

Solving the integrals, the complex function will be

In sð Þ ¼ � 2
s
e�st
����
∞

0
þ e� �iωmtþsð Þt

� �iωmtþ sð Þ
����
∞

0
þ e� iωmþsð Þt

� iωm þ sð Þ
����
∞

0
: (17)

Evaluating the limits,
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In sð Þ ¼ 2
s
þ 1
s� iωm

þ 1
sþ iωm

: (18)

Using the algebraic procedure, we obtain

In sð Þ ¼ 2
s
þ sþ iωm þ s� iωm

s2 � i2ω2
m

¼ 2
s
þ 2s
s2 þ ω2

m
: (19)

As seen in Eq. (19), the first term was produced by the direct component and the
second term was produced by cosine function. Now, let us represent the complex
function as

In sð Þ ¼ 4s2 þ 2ω2
m

s s2 þ ω2
m

� � : (20)

Because the Laplace transform was used for the transformation, the normalized
interference pattern can be studied in the time domain and on a complex s-plane.
It is possible since both Eqs. (13) and (20) contain the same information.

4. Graphical representation

In mathematics and engineering, the s-plane is the complex plane which Laplace
transform is graphed. It is a mathematical domain where, instead of view processes
in the time domain modeled with time-based functions, they are viewed as equa-
tions in the frequency domain. Then, the function In sð Þ can be graphed using the
pole-zero map and the Bode diagrams. These graphical representations provide a
basis for determining important system response characteristics.

4.1 Pole-zero plot

In general, the poles and zeros of a complex function may be complex, and the
system dynamics may be represented graphically by plotting their locations on the
complex s-plane, whose axes represent the real and imaginary parts of the complex
variable s. Such graphics are known as pole-zero plots. It is usual to mark a zero
location by a circle ⋄ð Þ and a pole location a cross �ð Þ: In this study, it is convenient
to factor the polynomials in the numerator and denominator and to write the
complex function in terms of those factors

In sð Þ ¼ PN sð Þ
PD sð Þ ¼

4s2 þ 2ω2
m

s s2 þ ω2
m

� � , (21)

where the numerator and denominator polynomials, PN sð Þ and PD sð Þ, have
real coefficient defined by the system’s characteristic. To calculate the zeros,
we require

PN sð Þ ¼ 0 ¼ 4s2 þ 2ω2
m: (22)

Solving last polynomial function, the roots (zeros) are localized at

s2 ¼ �ω2
m

2
! s ¼

ffiffiffiffiffiffiffiffiffiffiffi
�ω2

m

2

r
: (23)
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From our last results, the zeros are imaginary values

s1 ¼ i
ωmffiffiffi
2

p

s2 ¼ �i
ωmffiffiffi
2

p
: (24)

By the similar way,

PD sð Þ ¼ 0 ¼ s s2 þ ω2
m

� �
: (25)

To calculate the roots,

s1 ¼ 0

s2 ¼ iωm

s3 ¼ �iωm

: (26)

Using our previous results presented at Eq. (24) and Eq. (26), we represent a
pole-zero plot for the interference pattern, see Figure 2.

From Figure 2, the interference pattern produces two zeros and three poles.
Both zeros s1 and s2ð Þ and two poles s2 and s3ð Þ are over the imaginary axes and their
locations depend on the angular frequency. The pole s1ð Þ was obtained by the direct
component; our normalized interference pattern and the location are over the
origin.

4.2 Bode diagram

Based on the system theory and system graphic representation, the complex
interference pattern can be represented through the Bode diagram. The graphical
representation permits us to graph the frequency response of our interferometer
system. It combines a Bode magnitude plot, expressing the magnitude (decibels) of
the frequency response, and a Bode phase plot, expressing the phase shift.

Figure 2.
Polo-zero map obtained from the interference pattern.
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As was mentioned, the complex interference pattern can be represented through
the Bode diagram. To represent it, the term s is substituted by the term iω: i is the
complex number and ω is the angular frequency. Such that, Eq. (20) takes the form

In iωð Þ ¼ In ωð Þ ¼
2 2 iωð Þ2 þ ω2

m

h i

iω iωð Þ2 þ ω2
m

h i : (27)

The magnitude (in decibels) of the transference function above is given by
decibels gain expression:

AvdB ¼ 20 log In iωð Þj j: (28)

Substituting Eq. (27) into Eq. (28), the magnitude will be

AvdB ¼ 20 log
2 2 iωð Þ2 þ ω2

m

h i

iω iωð Þ2 þ ω2
m

h i
������

������
: (29)

Applying the logarithm rules, Eq. (29) can express as

AvdB ¼ 20 log 2ð Þ þ 20 log 2 iωð Þ2 þ ω2
m

�� ��� �
� 20 log iωj jð Þ

�20 log iωð Þ2 þ ω2
m

�� ��� �
: (30)

To determine the phase, Eq. (27) will express as

In iωð Þ ¼ �4ω2 þ 2ω2
m

i �ω3 þ ωω2
m

� � : (31)

Here, i2 ¼ �1 was used. Last expression can be written as

In iωð Þ ¼ �i
�4ω2 þ 2ω2

m

�ω3 þ ωω2
m

� � : (32)

From Eq. (32), the phase can also be determined.

5. In tð Þ retrieval

As the Laplace transform is a linear transformation, during the transformation:
In tð Þ ! In sð Þ and In sð Þ ! In tð Þ, the information is not lost and then the interference
pattern can be studied in the time domain and on the complex s-plane. In Section 2,
it was explained the transformation In tð Þ ! In sð Þ, and their poles and zeros were
graphed over the pole-zero map. In addition, we developed interference pattern on
the frequency plane, being possible to implement the Bode plot. Following, we
recover the time function from the complex function In sð Þ ! In tð Þ: This section is
didactic since the objective is to verify that the complex function’s information can
also be represented in the time domain.

To recover the time function, we calculate the inverse Laplace transform
through
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In tð Þ ¼ 1
2πi

lim
T!∞

ðγþiT

γ�iT

In sð Þestds ¼ L�1 In sð Þf g: (33)

The integral complex is in the s-plane; their limits are γ � iT and γ þ iT; the

symbol L�1 �f g ¼ 1
2πi limT!∞

ÐγþiT

γ�iT
�f gestds indicates the inverse Laplace transform.

Substituting Eq. (21) into Eq. (33), the normalized interference pattern can be
obtained by

In tð Þ ¼ 1
2πi

lim
T!∞

ðγþiT

γ�iT

4s2 þ 2ω2
m

s s2 þ ω2
m

� � estds ¼ L�1 4s2 þ 2ω2
m

s s2 þ ω2
m

� �
( )

: (34)

Applying the partial fraction, Eq. (34) can be expressed as

In tð Þ ¼ 1
2πi

lim
T!∞

ðγþiT

γ�iT

A
s
þ Bsþ C
s2 þ ω2

m

� �
estds ¼ L�1 A

s
þ Bsþ C
s2 þ ω2

m

� �
: (35)

Here, A, B, and C are constants. To calculate the constant, we use next equality

4s2 þ 2ω2
m

s s2 þ ω2
m

� � ¼ A
s
þ Bsþ C
s2 þ ω2

m
! 4s2 þ 2ω2

m ¼ As2 þ Aω2
m þ Bs2 þ Cs (36)

Using Eq. (36), we obtain the next equation system and their solutions as

Aþ Bð Þs2 ¼ 4s2

Cs ¼ 0

Aω2
m ¼ 2ω2

m

!
A ¼ 2

B ¼ 2

C ¼ 0

: (37)

Substituting all constants into Eq. (37), the time function will be

In tð Þ ¼ L�1 2
s

� �
þ L�1 2s

s2 þ ω2
m

� �
: (38)

Laplace transform Inverse Laplace transform

Time function Complex function Complex function Time function

f tð Þ ¼ ku tð Þ F sð Þ ¼ k
s F sð Þ ¼ k

s
f tð Þ ¼ ku tð Þ

f tð Þ ¼ tu tð Þ F sð Þ ¼ 1
s2 F sð Þ ¼ k

s
f tð Þ ¼ tu tð Þ

f tð Þ ¼ tnu tð Þ F sð Þ ¼ n!
sn þ 1 F sð Þ ¼ n!

sn þ 1 f tð Þ ¼ tnu tð Þ

f tð Þ ¼ cos ωtð Þu tð Þ F sð Þ ¼ s
s2 þ ω2 F sð Þ ¼ s

s2 þ ω2 f tð Þ ¼ cos ωð Þu tð Þ

f tð Þ ¼ sen ωtð Þu tð Þ F sð Þ ¼ ω
s2 þ ω2 F sð Þ ¼ ω

s2 þ ω2 f tð Þ ¼ sen ωtð Þu tð Þ

f tð Þ ¼ cosh ωtð Þu tð Þ F sð Þ ¼ s
s2 � ω2 F sð Þ ¼ s

s2 � ω2 f tð Þ ¼ cosh ωð Þu tð Þ

f tð Þ ¼ senh ωtð Þu tð Þ F sð Þ ¼ ω
s2 � ω2 F sð Þ ¼ ω

s2 � ω2 f tð Þ ¼ senh ωtð Þu tð Þ
Note: u tð Þ is the Heaviside function.

Table 1.
Fundamental Laplace transform [24].
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Applying Table 1, the solved inverse Laplace transform is

In tð Þ ¼ 2 1þ cos ωmtð Þ½ �: (39)

Observing both Eq. (13) and Eq. (39), we recover the time function from the
complex function. Thus, we confirm that the complex s-plane permits us to study
the interferometer system through the complex s-plane, using the pole-zero map
and Bode diagrams.

6. Numerical results and discussion

6.1 Results

To verify our proposal, we consider the next interference pattern

IT tð Þ ¼ 2et
2
1þ cos 10tð Þ½ �: (40)

From Eq. (40), the enveloped f env is a Gaussian function f env ¼ 2Io ¼ 2et
2

� �

and the modulate function is f mod ¼ 1þ cos 10tð Þ, where the angular
frequency is ωm ¼ 10 radians

se

� �
. If the interference pattern is normalized as Eq. (12),

we obtain

In tð Þ ¼ IT tð Þ
Io

¼ 2 1þ cos 10tð Þ½ �: (41)

Figure 3 shows the interference pattern and the modulate function.
Calculating the Laplace transform,

In sð Þ ¼ PN sð Þ
PD sð Þ ¼

4s2 þ 200
s s2 þ 100ð Þ : (42)

Using Expressions (24) and (42), the zeros are localized at the points

s1 ¼ i
10ffiffiffi
2

p

s2 ¼ �i
10ffiffiffi
2

p
: (43)

Now, using Eqs. (26) and (42), the poles are

s1 ¼ 0

s2 ¼ i10
s3 ¼ �i10:

(44)

Finally, its pole-zero map can observe in Figure 4.
As seen in Figure 4, the zeros s1 and s2ð Þ and the poles s2 and s3ð Þ are over the

imaginary axis. Their positions depend on the angular frequency, and therefore,
their positions change due to the variations of the optical path difference. The pole
s1 is over the origin (of the complex s-plane), and it was generated by the direct
component of our interference pattern.
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� �
( )

: (34)

Applying the partial fraction, Eq. (34) can be expressed as

In tð Þ ¼ 1
2πi

lim
T!∞

ðγþiT

γ�iT

A
s
þ Bsþ C
s2 þ ω2

m

� �
estds ¼ L�1 A

s
þ Bsþ C
s2 þ ω2

m

� �
: (35)

Here, A, B, and C are constants. To calculate the constant, we use next equality

4s2 þ 2ω2
m

s s2 þ ω2
m

� � ¼ A
s
þ Bsþ C
s2 þ ω2

m
! 4s2 þ 2ω2

m ¼ As2 þ Aω2
m þ Bs2 þ Cs (36)

Using Eq. (36), we obtain the next equation system and their solutions as

Aþ Bð Þs2 ¼ 4s2

Cs ¼ 0

Aω2
m ¼ 2ω2

m

!
A ¼ 2

B ¼ 2

C ¼ 0

: (37)

Substituting all constants into Eq. (37), the time function will be

In tð Þ ¼ L�1 2
s

� �
þ L�1 2s

s2 þ ω2
m

� �
: (38)

Laplace transform Inverse Laplace transform

Time function Complex function Complex function Time function

f tð Þ ¼ ku tð Þ F sð Þ ¼ k
s F sð Þ ¼ k

s
f tð Þ ¼ ku tð Þ

f tð Þ ¼ tu tð Þ F sð Þ ¼ 1
s2 F sð Þ ¼ k

s
f tð Þ ¼ tu tð Þ

f tð Þ ¼ tnu tð Þ F sð Þ ¼ n!
sn þ 1 F sð Þ ¼ n!

sn þ 1 f tð Þ ¼ tnu tð Þ

f tð Þ ¼ cos ωtð Þu tð Þ F sð Þ ¼ s
s2 þ ω2 F sð Þ ¼ s

s2 þ ω2 f tð Þ ¼ cos ωð Þu tð Þ

f tð Þ ¼ sen ωtð Þu tð Þ F sð Þ ¼ ω
s2 þ ω2 F sð Þ ¼ ω

s2 þ ω2 f tð Þ ¼ sen ωtð Þu tð Þ

f tð Þ ¼ cosh ωtð Þu tð Þ F sð Þ ¼ s
s2 � ω2 F sð Þ ¼ s

s2 � ω2 f tð Þ ¼ cosh ωð Þu tð Þ

f tð Þ ¼ senh ωtð Þu tð Þ F sð Þ ¼ ω
s2 � ω2 F sð Þ ¼ ω

s2 � ω2 f tð Þ ¼ senh ωtð Þu tð Þ
Note: u tð Þ is the Heaviside function.

Table 1.
Fundamental Laplace transform [24].

18

Advances in Complex Analysis and Applications

Applying Table 1, the solved inverse Laplace transform is

In tð Þ ¼ 2 1þ cos ωmtð Þ½ �: (39)

Observing both Eq. (13) and Eq. (39), we recover the time function from the
complex function. Thus, we confirm that the complex s-plane permits us to study
the interferometer system through the complex s-plane, using the pole-zero map
and Bode diagrams.

6. Numerical results and discussion

6.1 Results

To verify our proposal, we consider the next interference pattern

IT tð Þ ¼ 2et
2
1þ cos 10tð Þ½ �: (40)

From Eq. (40), the enveloped f env is a Gaussian function f env ¼ 2Io ¼ 2et
2

� �

and the modulate function is f mod ¼ 1þ cos 10tð Þ, where the angular
frequency is ωm ¼ 10 radians

se

� �
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To generate the Bode diagram, we consider the next complex function

In sð Þ ¼ 4 iωð Þ2 þ 200

iω iωð Þ2 þ 100
h i : (45)

Combining Eqs. (28) and (45), the magnitude (in decibels) is

AvdB ¼ 20 log
4 iωð Þ2 þ 200

iω iωð Þ2 þ 100
h i

������

������
, (46)

where s ¼ iω was used. Applying the logarithm rules, the magnitude can
calculate as

Figure 3.
(a) The simulated interference pattern. (b) The modulate function.
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AvdB ¼ 20 log 4 iωð Þ2 þ 200
�� ��� �

� 20 log iωj jð Þ � 20 log iωð Þ2 þ 100
�� ��� �

: (47)

Using the Scientific MatLab software, we represent its Bode plot, see Figure 5.
Observing Figure 5, the magnitude has a small variation between the intervals

of 100 to 100.7 and from 101 to 102 while the phase is �900. These results confirm
the integrative action indicated by Eq. (47). The interferometric system produces
two asymptotics for the magnitude. First asymptotic is negative, its location is at
the point 100.7 and the phase has transition from �90o to 900. Second asymptotic

Figure 4.
Pole-zero plot determined from the complex modulate function (42).

Figure 5.
Bode diagram obtained from the interference pattern.
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is positive, its location is 101 and the phase has transition from 900 to �90o.
Last interval is between 100.7 and 101. In this case, the magnitude has small varia-
tion again but the phase is constant to 90o. These results confirm that the interfer-
ometer system will have integrative action and derivative action.

6.2 Discussion

Here, a complex function was obtained from the interference pattern produced
by a coherence interferometer. Considering the pole-zero map, poles and zeros
depend directly on the optical path difference of an interferometer. The interfer-
ence pattern generates three poles and two zeros. A pole is over the origin and two
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ing the Bode plot, the interferometer can act as an integrator and as a derivator since
the phase can take the value of �90o or 90o, see Figure 5. Both graphical represen-
tations permit to know the optical path difference through the angular frequency
and its dynamic response.

From our analysis and results, it is possible to infer a few key point of our novel
method.

• The complex s-plane permits us to study the interferometric systems.

• The interference pattern can represent as a complex function whose poles are
three and zeros are two.

• Pole-zero map gives information about the optical path difference.

• The pole s1 is over the origin and it was generated by the direct component of
the interference pattern.

• s2 and s3 poles are over the imaginary axis and their position are �iωm, where
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• Bode diagram gives us information about the dynamic response of any
interference pattern.

• Based on the Bode diagram (Phase information), the interferometer can act as
an integrative action and as a derivative action.

Based on our results, the interference pattern can be studied by both graphical
methods. Those graphical representations can be applied to low-coherence inter-
ferometric systems, optical fiber sensors, communication systems, and optical
source characterization.

7. Conclusion

In this work, applying the Laplace transform and inverse Laplace transform, we
confirm that the interference pattern produced by an Interferometer, can study in
the time domain and on the complex s-plane. The pole-zero plot and the Bode
diagram were obtained from the complex interference pattern. Both graphical
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representations give us information about the interferometer. The optical Path
Difference (OPD) information can measure through the pole-zero map and the
behavior of interferometer can understand through the Bode diagram. Therefore,
the interferometers can be studied on the complex s-plane, being possible measures
physical parameters when those interferometers were disturbed. Also, the signal
demodulation can be implemented for the quasi-distributed fiber sensor when the
local sensors are interferometers. Some measurable parameters are temperature,
string, displacement, voltage and pressure.

If a low-coherence interferometer is studied on the s-plane, then the fringe
visibility and the magnitude of coherence grade can be measured.
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Chapter 3

Inverse Scattering Source
Problems
Mozhgan “Nora” Entekhabi

Abstract

The purpose of this chapter is to discuss some of the highlights of the mathe-
matical theory of direct and inverse scattering and inverse source scattering prob-
lem for acoustic, elastic and electromagnetic waves. We also briefly explain the
uniqueness of the external source for acoustic, elastic and electromagnetic waves
equation. However, we must first issue a caveat to the reader. We will also present
the recent results for inverse source problems. The resents results including a
logarithmic estimate consists of two parts: the Lipschitz part data discrepancy and
the high frequency tail of the source function. In general, it is known that due to the
existence of non-radiation source, there is no uniqueness for the inverse source
problems at a fixed frequency.

Keywords: scattering theory, inverse scattering theory, Helmholtz equation,
Bessel functions

1. Introduction

This chapter tries to provide some results and materials on inverse scattering,
direct scattering theory and inverse source scattering problems. There have been
many scientists who have contributed to the different components of this field,
such as linearity or non-linearity of the inverse source problem, computational and
numerical solution to the inverse source problem and analytical aspects of the
problem, which have their own interests. We obviously cannot give a complete
account of inverse scattering here from all angles. Hence, instead of attempting the
impossible, we have chosen to present inverse scattering theory from the of our
own interests and research program. Particularly, we will focus on inverse source
problems for acoustic, elastics and electromagnetic waves. In other words, certain
areas of inverse scattering theory are either ignored.

Scattering theory has played a central role in twentieth century mathematical
physics and applied mathematics. Indeed, from Rayleigh’s explanation of why the
sky is blue, to Rutherford’s discovery of the atomic nucleus, through the modern
medical and clinical applications of computerized tomography, scattering phenom-
ena have attracted scientists and mathematicians for over a hundred years. Broadly
speaking, scattering theory is concerned with the effect an inhomogeneous medium
has on an incident particle or wave. In particular, if the total field is viewed as the
sum of an incident field ui and a scattered field us then the direct scattering problem
is to determine us form a knowledge of ui and the differential equation governing
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the wave motion. There are even more in the inverse scattering problem of deter-
mining the nature of the inhomogeneity from a knowledge of the asymptotic
behavior of us, i.e., to reconstruct the differential equation or its domain or source
functions of definition from the behavior of solutions of the direct problems. In this
chapter, we are following this notation; C denote generic constants depending on
the domain Ω or domain D, which is different in different results, and uk k lð Þ Ωð Þ
denotes the standard norm in Sobolev space Hl Ωð Þ.

2. The direct and inverse scattering problem

The stationary incoming wave u of frequency k is a solution to the perturbed
Helmholtz equation (scattering by medium)

Au� k2u ¼ 0 in3 (1)

(A is the elliptic operator A ¼ �∇ a∇ð Þ þ b:∇þ c with ℜeb ¼ 0,∇b ¼ 0, and
ℑmc≤0, which coincides with the Laplace operator outside a ball B and which
possesses the uniqueness of continuation property) or to the Helmholtz equation
(scattering by an obstacle D for acoustic waves)

Δuþ k2u ¼ 0 in3nD, (2)

with the Dirichlet boundary data

u ¼ 0on∂D soft obsacleDð Þ: (3)

or the Neumann boundary data

∂νu ¼ 0on∂D hardo bsacleDð Þ: (4)

The function u is assumed to be the sum of the so-called incident plane wave
ui xð Þ ¼ exp ikξ � xð Þ and a scattered wave us satisfying the Sommerfeld radiation
condition

lim
r!∞

r
∂us

∂r
� ikus

� �
¼ 0, (5)

where ξ∈3, ∣ξ∣ ¼ 1, is the so-called incident direction and

u xð Þ ¼ exp ikξ � xð Þ þ us xð Þ: (6)

The electromagnetic scattering problem corresponding to the electric field E and
magnetic field H such as

curlE� ikH ¼ 0, curlH þ ikE ¼ 0 in3nD, (7)

E xð Þ ¼ i
k
curlcurl exp ikξ � xð Þ þ Es xð Þ, (8)

H xð Þ ¼ curl exp ikξ � xð Þ þHs xð Þ, (9)

ν� E ¼ 0 on ∂D, (10)

with the Silver- Muller radiation condition;
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lim
r!∞

Hs � x� rEsð Þ ¼ 0 (11)

where (7) are the time-harmonic Maxwell equations and ν is again the unit
outward normal to ∂D. As in previous case more general boundary condition can
also be considered, for example the impedance boundary condition

ν� curlE� iλ ν� Eð Þ � ν ¼ 0, (12)

where λ is a positive constant. The mathematical technique used to investigate
the direct scattering problems for and electromagnetic waves depends heavily on
the frequency of the wave motion. The first question about direct scattering is about
uniqueness of a solution. The basic tools used to prove the uniqueness are Green’s
theorems and the unique continuation property of solutions to elliptic equations.
Since Eqs. (2)–(5) for exterior problem have constant coefficients, the uniqueness
question is much easier to handle. Similar argument can be applied on the Maxwell
equations. The first result being given by Sommerfeld in 1912 for the case of
acoustic case [1]. His work was generalized by Rellich [2] and Vekua [3], all under
the assumption ℑmk≥0. The uniqueness of a solution to the exterior scattering
problems for acoustic and electromagnetic is more difficult since use must now be
made of the unique continuation principle for elliptic equations with non-analytic
coefficients. After uniqueness, the most important questions would be the existence
and numerical approximation of the solution. The most common technique to
existence has been through the method of integral equation. For example for
Eqs. (2)–(5), it is easy to see that for all positive values of wave number k the field u
is the unique solution of the Lippman-Schwinger equation

u xð Þ ¼ ui þ us (13)

¼ exp ikξ � xð Þ þ 1
r
exp ikrð ÞA x

r
, ξ, k

� �
þ O

1
r2

� �
(14)

where r ¼ ∣x∣ and the function A is called the scattering amplitude (or the
scattering pattern or far field pattern).

The representation (14) follows from the fact that any solution us to the
Helmholtz equation satisfying the radiation condition (5) has the representation by
a single layer potential

ui xð Þ ¼
ð

∂B
g yð ÞK x� y; kð ÞdΓ yð Þ, (15)

where K x; kð Þ ¼ eik∣x∣= 4π∣x∣ð and B is some large ball (i.e., see [4]).
As showed above, the direct scattering problem has been thoroughly investi-

gated and a considerable amount of information is available concerning its solution.
In contrast, the inverse scattering problem has only recently progressed. It is worth
to mention that the inverse problem is inherently nonlinear. In areas such as radar,
sonar, geophysical exploration, medical imaging and nondestructive testing. As in
with direct problem, the first question in inverse scattering problem is, how about
uniqueness?. The first result in uniqueness brought up to the attention by Schiffer
[5] who showed for the problem (2)–(5) the far field pattern A x

r , ξ, k
� �

with fixed
wave number k uniquely determines the scattering obstacle D. And result for
corresponding exterior problem obtained by Nachman [6], Novikov [7, 8].
Uniqueness theorems for electromagnetic problems were obtained by Colton and
Päivärinta [9]. The next step will be the question of existence of the to the inverse
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the wave motion. There are even more in the inverse scattering problem of deter-
mining the nature of the inhomogeneity from a knowledge of the asymptotic
behavior of us, i.e., to reconstruct the differential equation or its domain or source
functions of definition from the behavior of solutions of the direct problems. In this
chapter, we are following this notation; C denote generic constants depending on
the domain Ω or domain D, which is different in different results, and uk k lð Þ Ωð Þ
denotes the standard norm in Sobolev space Hl Ωð Þ.

2. The direct and inverse scattering problem

The stationary incoming wave u of frequency k is a solution to the perturbed
Helmholtz equation (scattering by medium)

Au� k2u ¼ 0 in3 (1)

(A is the elliptic operator A ¼ �∇ a∇ð Þ þ b:∇þ c with ℜeb ¼ 0,∇b ¼ 0, and
ℑmc≤0, which coincides with the Laplace operator outside a ball B and which
possesses the uniqueness of continuation property) or to the Helmholtz equation
(scattering by an obstacle D for acoustic waves)

Δuþ k2u ¼ 0 in3nD, (2)

with the Dirichlet boundary data

u ¼ 0on∂D soft obsacleDð Þ: (3)

or the Neumann boundary data

∂νu ¼ 0on∂D hardo bsacleDð Þ: (4)

The function u is assumed to be the sum of the so-called incident plane wave
ui xð Þ ¼ exp ikξ � xð Þ and a scattered wave us satisfying the Sommerfeld radiation
condition

lim
r!∞

r
∂us

∂r
� ikus

� �
¼ 0, (5)

where ξ∈3, ∣ξ∣ ¼ 1, is the so-called incident direction and

u xð Þ ¼ exp ikξ � xð Þ þ us xð Þ: (6)

The electromagnetic scattering problem corresponding to the electric field E and
magnetic field H such as

curlE� ikH ¼ 0, curlH þ ikE ¼ 0 in3nD, (7)

E xð Þ ¼ i
k
curlcurl exp ikξ � xð Þ þ Es xð Þ, (8)

H xð Þ ¼ curl exp ikξ � xð Þ þHs xð Þ, (9)

ν� E ¼ 0 on ∂D, (10)

with the Silver- Muller radiation condition;
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lim
r!∞

Hs � x� rEsð Þ ¼ 0 (11)

where (7) are the time-harmonic Maxwell equations and ν is again the unit
outward normal to ∂D. As in previous case more general boundary condition can
also be considered, for example the impedance boundary condition

ν� curlE� iλ ν� Eð Þ � ν ¼ 0, (12)

where λ is a positive constant. The mathematical technique used to investigate
the direct scattering problems for and electromagnetic waves depends heavily on
the frequency of the wave motion. The first question about direct scattering is about
uniqueness of a solution. The basic tools used to prove the uniqueness are Green’s
theorems and the unique continuation property of solutions to elliptic equations.
Since Eqs. (2)–(5) for exterior problem have constant coefficients, the uniqueness
question is much easier to handle. Similar argument can be applied on the Maxwell
equations. The first result being given by Sommerfeld in 1912 for the case of
acoustic case [1]. His work was generalized by Rellich [2] and Vekua [3], all under
the assumption ℑmk≥0. The uniqueness of a solution to the exterior scattering
problems for acoustic and electromagnetic is more difficult since use must now be
made of the unique continuation principle for elliptic equations with non-analytic
coefficients. After uniqueness, the most important questions would be the existence
and numerical approximation of the solution. The most common technique to
existence has been through the method of integral equation. For example for
Eqs. (2)–(5), it is easy to see that for all positive values of wave number k the field u
is the unique solution of the Lippman-Schwinger equation

u xð Þ ¼ ui þ us (13)

¼ exp ikξ � xð Þ þ 1
r
exp ikrð ÞA x

r
, ξ, k

� �
þ O

1
r2

� �
(14)

where r ¼ ∣x∣ and the function A is called the scattering amplitude (or the
scattering pattern or far field pattern).

The representation (14) follows from the fact that any solution us to the
Helmholtz equation satisfying the radiation condition (5) has the representation by
a single layer potential

ui xð Þ ¼
ð

∂B
g yð ÞK x� y; kð ÞdΓ yð Þ, (15)

where K x; kð Þ ¼ eik∣x∣= 4π∣x∣ð and B is some large ball (i.e., see [4]).
As showed above, the direct scattering problem has been thoroughly investi-

gated and a considerable amount of information is available concerning its solution.
In contrast, the inverse scattering problem has only recently progressed. It is worth
to mention that the inverse problem is inherently nonlinear. In areas such as radar,
sonar, geophysical exploration, medical imaging and nondestructive testing. As in
with direct problem, the first question in inverse scattering problem is, how about
uniqueness?. The first result in uniqueness brought up to the attention by Schiffer
[5] who showed for the problem (2)–(5) the far field pattern A x

r , ξ, k
� �

with fixed
wave number k uniquely determines the scattering obstacle D. And result for
corresponding exterior problem obtained by Nachman [6], Novikov [7, 8].
Uniqueness theorems for electromagnetic problems were obtained by Colton and
Päivärinta [9]. The next step will be the question of existence of the to the inverse
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scattering problem. The mathematically speaking, the solution of the inverse scat-
tering problem does not exist, but we can speak about stabilization and approxima-
tion of the solutions. The earliest efforts in this direction attempted to linearize the
problem by reducing it to the problem of solving a linear integral equation of the
first kind. The initial attempts to treat the inverse scattering problem without
linearizing were investigated by Imbriale and Mittra [10]. Their techniques were
based on analytic continuation. In 1980’s a number of methods were given to
solving the inverse scattering problem which explicitly acknowledged the nonlinear
and ill-posed nature of the problem. The two-dimensional case can be used as an
approximation for the scattering from finitely long cylinders. In the next sections,
we will discuss Helmholtz equation and two and three dimensional inverse source
scattering problems for acoustic, elastic and electromagnetic waves. The following
lemma is establishing the uniqueness for the direct solution(1) in R3. The following
lemma is stated in [4].

Theorem 1.1. If u solves Eq. (1) in 3 and satisfies the radiation condition (5),
then u ¼ 0.

Proof. There is a weak solution to Eq. (1) in Bwith the test function ϕ ¼ uwe have

ð

∂B
∂νuu ¼

ð

B
a∇u � ∇uþ b � ∇uuþ c� k2

� �
uu

� �
(16)

¼
ð

B
a∇u � ∇uþ b � ∇uuþ c� k2

� �
uu

� �
(17)

using the conditionℜeb ¼ 0,∇b ¼ 0 and integration by part over ∂B the internal
is a sum of two part; one involving ∇u and another cuu. The first term coincides
with its complex conjugate, so its imaginary part is zero, and the second one has a
non-positive imaginary part due to the condition on c, hence

ℑm

ð

∂B
∂νuu≤0: (18)

since u satisfied the Helmholtz equation and the radiation condition, the known
results imply that u ¼ 0 outside B. By uniqueness of the continuation for the elliptic
operator A� k2 we obtain that u ¼ 0 in 3, so the proof is complete.

2.1 Helmholtz equation

Studying an inverse problem always requires a solid knowledge of the theory for
the corresponding direct problem. Therefore in this section is devoted to presenting
the foundations of obstacle scattering problems for time harmonic acoustic waves.
The Helmholtz equation often arises in the study of physical problems involving
partial differential equations (PDEs) in both space and time. The Helmholtz equa-
tion, which represents a time-independent form of the wave equation, results from
applying the technique of separation of variables to reduce the complexity of the
analysis. Colton and Kress showed that [11] how one can derived the Helmholtz
equation from the Euler’s equation. Then the domain of the solution is outside a
bounded open set D∈d, describing the scatterer. The equation is

Δuþ k2u ¼ 0 (19)

where the wave number k is given by the positive constant k ¼ ω=c, with
inhomogeneous boundary conditions on D of Dirichlet or Neumann type:
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u xð Þ ¼ g xð Þ Dirichletð Þ, ∂u xð Þ
∂ν

¼ h xð Þ, x∈ ∂D, Neumannð Þ (20)

and it is a well-posed problem if

lim
r!∞

r
d�1
2

∂u
∂r

� iku
� �

¼ 0: (21)

Let G xð Þ be the Green’s function for Helmholtz in d dimensions, e.g.

G x� yð Þ ¼
i
4
H1

0 kjx� yjð Þ, d ¼ 2, x 6¼ y

eik x�yð Þ

4π∣x� y∣
, d ¼ 3, x 6¼ y

8>><
>>:

where H1
0 zð Þ ¼ 1

πi

Ð 1
1þi∞e

izs s2 � 1ð Þ�1=2ds, for Rez>0, is the Hankel function of the
first kind [12]. It is also can be defined as

H 1ð Þ
0 zð Þ ¼ J0 zð Þ þ iY0 zð Þ, (22)

where

J0 zð Þ ¼
X∞
m¼0

�1ð Þm 1
2 z
� �2m

m!ð Þ2 ,

Y0 zð Þ ¼ 2 γ þ log
1
2
z

� �� �
J0 zð Þ � 2

X∞
m¼1

�1ð Þm 1
2 z
� �2m

m!ð Þ2 1þ 1
2
þ … þ 1

m

� �
,

(23)

and γ ¼ 0:5772157… is the Euler’s constant.
Then, we can solve the single layer potential integral equation

u x, kð Þ ¼
ð

∂D
G x� yð Þψ yð Þdy, x∈D

c
: (24)

Alternatively, we can solve the double layer potential integral equation

�ui x, kð Þ ¼ 1
2
ψ xð Þ �

ð

∂D

∂G x� yð Þ
∂n

ψ yð Þdy, x∈ ∂D: (25)

In this case the scattered solution outside D is given by

u xð Þ ¼ �
ð

∂D

∂G x� yð Þ
∂n

ψ yð Þdy, x∈Dc
: (26)

2.2 Inverse source scattering problem

Motivated by the significant applications, the inverse source problems, as an
important research subject in inverse scattering theory, have continuously attracted
much attention by many researchers. Consequently, a great deal of mathematical
and numerical results are available. In general, it is known that there is no unique-
ness for the inverse source problem at a fixed frequency due to the existence of non-
radiation sources. Hence, additional information is required for the source in order
to obtain a unique solution, such as to seek the minimum energy solution. From the
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scattering problem. The mathematically speaking, the solution of the inverse scat-
tering problem does not exist, but we can speak about stabilization and approxima-
tion of the solutions. The earliest efforts in this direction attempted to linearize the
problem by reducing it to the problem of solving a linear integral equation of the
first kind. The initial attempts to treat the inverse scattering problem without
linearizing were investigated by Imbriale and Mittra [10]. Their techniques were
based on analytic continuation. In 1980’s a number of methods were given to
solving the inverse scattering problem which explicitly acknowledged the nonlinear
and ill-posed nature of the problem. The two-dimensional case can be used as an
approximation for the scattering from finitely long cylinders. In the next sections,
we will discuss Helmholtz equation and two and three dimensional inverse source
scattering problems for acoustic, elastic and electromagnetic waves. The following
lemma is establishing the uniqueness for the direct solution(1) in R3. The following
lemma is stated in [4].

Theorem 1.1. If u solves Eq. (1) in 3 and satisfies the radiation condition (5),
then u ¼ 0.

Proof. There is a weak solution to Eq. (1) in Bwith the test function ϕ ¼ uwe have

ð

∂B
∂νuu ¼

ð

B
a∇u � ∇uþ b � ∇uuþ c� k2

� �
uu

� �
(16)

¼
ð

B
a∇u � ∇uþ b � ∇uuþ c� k2

� �
uu

� �
(17)

using the conditionℜeb ¼ 0,∇b ¼ 0 and integration by part over ∂B the internal
is a sum of two part; one involving ∇u and another cuu. The first term coincides
with its complex conjugate, so its imaginary part is zero, and the second one has a
non-positive imaginary part due to the condition on c, hence

ℑm

ð

∂B
∂νuu≤0: (18)

since u satisfied the Helmholtz equation and the radiation condition, the known
results imply that u ¼ 0 outside B. By uniqueness of the continuation for the elliptic
operator A� k2 we obtain that u ¼ 0 in 3, so the proof is complete.

2.1 Helmholtz equation

Studying an inverse problem always requires a solid knowledge of the theory for
the corresponding direct problem. Therefore in this section is devoted to presenting
the foundations of obstacle scattering problems for time harmonic acoustic waves.
The Helmholtz equation often arises in the study of physical problems involving
partial differential equations (PDEs) in both space and time. The Helmholtz equa-
tion, which represents a time-independent form of the wave equation, results from
applying the technique of separation of variables to reduce the complexity of the
analysis. Colton and Kress showed that [11] how one can derived the Helmholtz
equation from the Euler’s equation. Then the domain of the solution is outside a
bounded open set D∈d, describing the scatterer. The equation is

Δuþ k2u ¼ 0 (19)

where the wave number k is given by the positive constant k ¼ ω=c, with
inhomogeneous boundary conditions on D of Dirichlet or Neumann type:

30

Advances in Complex Analysis and Applications

u xð Þ ¼ g xð Þ Dirichletð Þ, ∂u xð Þ
∂ν

¼ h xð Þ, x∈ ∂D, Neumannð Þ (20)

and it is a well-posed problem if

lim
r!∞

r
d�1
2

∂u
∂r

� iku
� �

¼ 0: (21)

Let G xð Þ be the Green’s function for Helmholtz in d dimensions, e.g.

G x� yð Þ ¼
i
4
H1

0 kjx� yjð Þ, d ¼ 2, x 6¼ y

eik x�yð Þ

4π∣x� y∣
, d ¼ 3, x 6¼ y

8>><
>>:

where H1
0 zð Þ ¼ 1

πi

Ð 1
1þi∞e

izs s2 � 1ð Þ�1=2ds, for Rez>0, is the Hankel function of the
first kind [12]. It is also can be defined as

H 1ð Þ
0 zð Þ ¼ J0 zð Þ þ iY0 zð Þ, (22)

where

J0 zð Þ ¼
X∞
m¼0

�1ð Þm 1
2 z
� �2m

m!ð Þ2 ,

Y0 zð Þ ¼ 2 γ þ log
1
2
z

� �� �
J0 zð Þ � 2

X∞
m¼1

�1ð Þm 1
2 z
� �2m

m!ð Þ2 1þ 1
2
þ … þ 1

m

� �
,

(23)

and γ ¼ 0:5772157… is the Euler’s constant.
Then, we can solve the single layer potential integral equation

u x, kð Þ ¼
ð

∂D
G x� yð Þψ yð Þdy, x∈D

c
: (24)

Alternatively, we can solve the double layer potential integral equation

�ui x, kð Þ ¼ 1
2
ψ xð Þ �

ð

∂D

∂G x� yð Þ
∂n

ψ yð Þdy, x∈ ∂D: (25)

In this case the scattered solution outside D is given by

u xð Þ ¼ �
ð

∂D

∂G x� yð Þ
∂n

ψ yð Þdy, x∈Dc
: (26)

2.2 Inverse source scattering problem

Motivated by the significant applications, the inverse source problems, as an
important research subject in inverse scattering theory, have continuously attracted
much attention by many researchers. Consequently, a great deal of mathematical
and numerical results are available. In general, it is known that there is no unique-
ness for the inverse source problem at a fixed frequency due to the existence of non-
radiation sources. Hence, additional information is required for the source in order
to obtain a unique solution, such as to seek the minimum energy solution. From the
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numerical and computational point of view, a more challenging issue is lack of
stability. A small variation of the data might lead to a huge error in the reconstruc-
tion. Recently, it has been realized that the use of multi-frequency data is an
effective approach to overcome the difficulties of non- uniqueness and instability
which are encountered at a single frequency. An attempt was made in [13] to extend
the stability results to the inverse random source of the one-dimensional stochastic
Helmholtz equation. The inverse source problem seeks for the right hand side of a
partial differential equation from boundary data. The inverse source problems are
also considered as a basic mathematical tool for solving many imaging problems
including reflection tomography, diffusion-based optical tomography, lidar imag-
ing for chemical and biological threat detection, and fluorescence microscopy. In
general, a feature of inverse problems for elliptic equations is a logarithmic type
stability estimate which results in a robust recovery of only few parameters
describing the source and hence yields very low resolution numerically.

For the Helmholtz equations, the results have shown increasing (getting nearly
Lipschitz) stability when the Dirichlet data or Cauchy data are given on the whole
boundary and K is getting large. Similar results are obtained for the time periodic
solutions of the more complicated dynamical elasticity system. For elastic waves,
the inverse source problem is to determine the external force that produces the
measured displacement. The inverse source scattering problem for Maxwell equa-
tion arises in many scientific areas such as medical imaging. More specifically,
Magnetoencephalography (MEG), the imaging modality is a non-invasive neuro-
physiological technique that measures the electric or magnetic fields generated by
neuronal activity of the brain. For electromagnetic waves, the inverse source prob-
lem is to reconstruct the electric current density from tangential trace of electric
field. As we know in [14], the inverse source problem does not have a unique
solution at a single or at finitely many wave numbers. On the other hand, if we use
all wave numbers in 0,Kð Þ one can regain uniqueness. Another purpose of this
chapter is to establish uniqueness for the source from the Cauchy data on any open
non empty part of the boundary for arbitrary positive K. For uniqueness, we will
show two different techniques. The first technique is to use the stability estimate for
the source functions and the second technique is a direct proof.

First increasing stability results were obtained in [15] by using the spatial Fourier
transform. In [16, 17] more general and sharp results were obtained in sub-domain of
3 and 2 in an arbitrary domains with C2 boundary by the temporal Fourier trans-
form, with a possibility of handling spatially variable coefficients. The recent results
showed that the estimate for source functions is a logarithmic type. The right hand-
side of the estimate consists of two parts: data discrepancy and the high frequency
tail. In the papers [15, 18], Li, Bao and others showed the similar results for disc and
ball. For instance, the results by Entekhabi and Isakov are as follows;

Let the radiated wave field u x, kð Þ solve the scattering problem in 2 with the
source term �f1 � ikf 0 and the radiation condition

Δþ k2
� �

u ¼ �f1 � ikf 0 in 2, (27)

lim r1=2 ∂ru� ikuð Þ ¼ 0 as r ¼ ∣x∣ ! þ∞: (28)

Both f0, f1 ∈L2 Ωð Þ are assumed having suppf 0, suppf 1 ⊂Ω where Ω is a bounded
domain with the boundary ∂Ω∈C2.

The stability of functions f0, f1 from the data

u ¼ u0, ∂νu ¼ u1 on Γ, when K ∗ < k<K, (29)
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where Γ is an non empty open subset of ∂Ω with outer unit normal ν and
0<K ∗ <K, was the following theorem;

Theorem 1.2. Let ∥ f0∥24ð Þ Ωð Þ þ ∥ f1∥23ð Þ Ωð Þ≤M, 1≤M, and δ< ∣x� y∣, x∈∂Ω,
y∈ suppf 0 ∪ suppf 1 for some positive δ.

Then there exist a constant C ¼ C Ω, δð Þ such that

∥ f1∥20ð Þ Ωð Þ þ ∥ f0∥21ð Þ Ωð Þ≤C ε2 þ M2

1þ K
2
3E

1
4

� �
(30)

for all u∈H2 Ωð Þ solving (27) and (28) with 1<K. Here

ϵ2 ¼
ðK
0

ω2∥u ,ωð Þ∥20ð Þ ∂Ωð Þ þ ∥∇u ,ωð Þ∥20ð Þ ∂Ωð Þ
� �

dω, 0<E ¼ � ln ϵ: (31)

While Bao, Li and Lu used Dirichlet to Neumann map to simplify the boundary
conditions for two dimensional and three dimensional domains (disks and balls),
Isakov, Lu, Chang and Entekhabi used the Fourier transform and observability
bound for corresponding hyperbolic initial value boundary problem (wave equa-
tion) for two and three dimensional domain with C2-boundary. In papers [19, 20],
authors considered inverse source scattering problems with damping factor for two
and three dimensional domains, that is, they considered the following equation:

Δþ k2 þ ikb
� �

u ¼ �f1 � bf 0 þ ikf 0 (32)

where b>0 is the damping factor. In particular attenuation can have various
reasons and in application, one of the fundamental reasons of poor resolution in
inverse problems is a spatial decay of the signal due in part to the damping factor.
The results was the following theorem:

Theorem 1.3. There exists a generic constant C depending on the domain Ω such
that

∥ f0∥21ð Þ Ωð Þ þ ∥ f1∥21ð Þ Ωð Þ≤CeCb
2

ε2 þ b2 þ 1
� �

M2
3

1þ K
2
3E

1
4 þ b

 !
(33)

for all u∈H2 Ωð Þ solving (1), with 1<K andM3 ¼ max ∥ f0∥ 4ð Þ Ωð Þ þ ∥ f1∥ 3ð Þ Ωð Þ, 1
n o

.

As you can see, the results showed a deterioration of stability with growing
attenuation/damping constant b.

In papers [21, 22], authors considered inverse source scattering problems for
double layers medium. The results in the papers [23, 24] showed an stability esti-
mate for elastic and electromagnetic waves. Also authors in [23] proved a stability
estimate using just Dirichlet data. Increasing stability for the Schrodinger potential
from the complete set of the boundary data (the Dirichlet-to Neumann map) was
demonstrated in [25, 26]. They showed that the boundary condition for elastic
waves they considered the following equation

σ uð Þ þ k2u ¼ �f1 � ikf0 in n, (34)

u ¼ u0 in Γ, (35)

where σ ¼ μΔþ μþ λð Þ∇ � ∇ð Þ, where μ, λ are Lame constants satisfying μ>0 and
μþ λ>0, functions f1, f0 ∈L2 Ωð Þ are the external force are assumed to be compactly
supported in a C2-boundary domain Ω⊂n and Γ⊂∂Ω is an open non-void set. By
the Helmholtz decomposition, the displacement filed u can be written as
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numerical and computational point of view, a more challenging issue is lack of
stability. A small variation of the data might lead to a huge error in the reconstruc-
tion. Recently, it has been realized that the use of multi-frequency data is an
effective approach to overcome the difficulties of non- uniqueness and instability
which are encountered at a single frequency. An attempt was made in [13] to extend
the stability results to the inverse random source of the one-dimensional stochastic
Helmholtz equation. The inverse source problem seeks for the right hand side of a
partial differential equation from boundary data. The inverse source problems are
also considered as a basic mathematical tool for solving many imaging problems
including reflection tomography, diffusion-based optical tomography, lidar imag-
ing for chemical and biological threat detection, and fluorescence microscopy. In
general, a feature of inverse problems for elliptic equations is a logarithmic type
stability estimate which results in a robust recovery of only few parameters
describing the source and hence yields very low resolution numerically.

For the Helmholtz equations, the results have shown increasing (getting nearly
Lipschitz) stability when the Dirichlet data or Cauchy data are given on the whole
boundary and K is getting large. Similar results are obtained for the time periodic
solutions of the more complicated dynamical elasticity system. For elastic waves,
the inverse source problem is to determine the external force that produces the
measured displacement. The inverse source scattering problem for Maxwell equa-
tion arises in many scientific areas such as medical imaging. More specifically,
Magnetoencephalography (MEG), the imaging modality is a non-invasive neuro-
physiological technique that measures the electric or magnetic fields generated by
neuronal activity of the brain. For electromagnetic waves, the inverse source prob-
lem is to reconstruct the electric current density from tangential trace of electric
field. As we know in [14], the inverse source problem does not have a unique
solution at a single or at finitely many wave numbers. On the other hand, if we use
all wave numbers in 0,Kð Þ one can regain uniqueness. Another purpose of this
chapter is to establish uniqueness for the source from the Cauchy data on any open
non empty part of the boundary for arbitrary positive K. For uniqueness, we will
show two different techniques. The first technique is to use the stability estimate for
the source functions and the second technique is a direct proof.

First increasing stability results were obtained in [15] by using the spatial Fourier
transform. In [16, 17] more general and sharp results were obtained in sub-domain of
3 and 2 in an arbitrary domains with C2 boundary by the temporal Fourier trans-
form, with a possibility of handling spatially variable coefficients. The recent results
showed that the estimate for source functions is a logarithmic type. The right hand-
side of the estimate consists of two parts: data discrepancy and the high frequency
tail. In the papers [15, 18], Li, Bao and others showed the similar results for disc and
ball. For instance, the results by Entekhabi and Isakov are as follows;

Let the radiated wave field u x, kð Þ solve the scattering problem in 2 with the
source term �f1 � ikf 0 and the radiation condition

Δþ k2
� �

u ¼ �f1 � ikf 0 in 2, (27)

lim r1=2 ∂ru� ikuð Þ ¼ 0 as r ¼ ∣x∣ ! þ∞: (28)

Both f0, f1 ∈L2 Ωð Þ are assumed having suppf 0, suppf 1 ⊂Ω where Ω is a bounded
domain with the boundary ∂Ω∈C2.

The stability of functions f0, f1 from the data

u ¼ u0, ∂νu ¼ u1 on Γ, when K ∗ < k<K, (29)
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where Γ is an non empty open subset of ∂Ω with outer unit normal ν and
0<K ∗ <K, was the following theorem;

Theorem 1.2. Let ∥ f0∥24ð Þ Ωð Þ þ ∥ f1∥23ð Þ Ωð Þ≤M, 1≤M, and δ< ∣x� y∣, x∈∂Ω,
y∈ suppf 0 ∪ suppf 1 for some positive δ.

Then there exist a constant C ¼ C Ω, δð Þ such that

∥ f1∥20ð Þ Ωð Þ þ ∥ f0∥21ð Þ Ωð Þ≤C ε2 þ M2

1þ K
2
3E

1
4

� �
(30)

for all u∈H2 Ωð Þ solving (27) and (28) with 1<K. Here

ϵ2 ¼
ðK
0

ω2∥u ,ωð Þ∥20ð Þ ∂Ωð Þ þ ∥∇u ,ωð Þ∥20ð Þ ∂Ωð Þ
� �

dω, 0<E ¼ � ln ϵ: (31)

While Bao, Li and Lu used Dirichlet to Neumann map to simplify the boundary
conditions for two dimensional and three dimensional domains (disks and balls),
Isakov, Lu, Chang and Entekhabi used the Fourier transform and observability
bound for corresponding hyperbolic initial value boundary problem (wave equa-
tion) for two and three dimensional domain with C2-boundary. In papers [19, 20],
authors considered inverse source scattering problems with damping factor for two
and three dimensional domains, that is, they considered the following equation:

Δþ k2 þ ikb
� �

u ¼ �f1 � bf 0 þ ikf 0 (32)

where b>0 is the damping factor. In particular attenuation can have various
reasons and in application, one of the fundamental reasons of poor resolution in
inverse problems is a spatial decay of the signal due in part to the damping factor.
The results was the following theorem:

Theorem 1.3. There exists a generic constant C depending on the domain Ω such
that

∥ f0∥21ð Þ Ωð Þ þ ∥ f1∥21ð Þ Ωð Þ≤CeCb
2

ε2 þ b2 þ 1
� �

M2
3

1þ K
2
3E

1
4 þ b

 !
(33)

for all u∈H2 Ωð Þ solving (1), with 1<K andM3 ¼ max ∥ f0∥ 4ð Þ Ωð Þ þ ∥ f1∥ 3ð Þ Ωð Þ, 1
n o

.

As you can see, the results showed a deterioration of stability with growing
attenuation/damping constant b.

In papers [21, 22], authors considered inverse source scattering problems for
double layers medium. The results in the papers [23, 24] showed an stability esti-
mate for elastic and electromagnetic waves. Also authors in [23] proved a stability
estimate using just Dirichlet data. Increasing stability for the Schrodinger potential
from the complete set of the boundary data (the Dirichlet-to Neumann map) was
demonstrated in [25, 26]. They showed that the boundary condition for elastic
waves they considered the following equation

σ uð Þ þ k2u ¼ �f1 � ikf0 in n, (34)

u ¼ u0 in Γ, (35)

where σ ¼ μΔþ μþ λð Þ∇ � ∇ð Þ, where μ, λ are Lame constants satisfying μ>0 and
μþ λ>0, functions f1, f0 ∈L2 Ωð Þ are the external force are assumed to be compactly
supported in a C2-boundary domain Ω⊂n and Γ⊂∂Ω is an open non-void set. By
the Helmholtz decomposition, the displacement filed u can be written as
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u ¼ up þ us in nnΩ, (36)

where up and the sheer part us which satisfy Sommerfeld radiation conditions

lim
r!∞

r ∂rup � ikpup
� � ¼ 0, lim

r!∞
r ∂rus � iksusð Þ ¼ 0, r ¼ ∣x∣, (37)

To achieve the result, authors used Helmholtz decomposition. The decomposi-
tion was allowed them to break the Navier-Lame equation to two elliptic equations.

The results for discrete data for inverse source problem which was obtained in
[27] are as follows:

Theorem 1.4. Let u be the solution of the following scattering problem
corresponding source f ∈FM ð Þ,

μΔþ μþ λð Þ∇ � ∇ð Þ uð Þ þ ω2u ¼ f in n, (38)

with radiation condition (37),
Then

∥f∥20ð Þ BRð Þ≤C ϵ22 þ
M2

N
5
8 ln ϵ3j j19

6m�3nþ3ð Þ3

� �2m�nþ1

0
BBB@

1
CCCA (39)

where

ϵ2 ¼
XN
n¼1

∥u :,ωp,n
� �

∥20 ΓRð Þ þ ∥u :,ωs,nð Þ∥20 ΓRð Þ
 !1

2

,

ϵ3 ¼ sup
ω∈ 0, π

cpR
,

i� �∥u :,ωð Þ∥20 ΓRð Þ,

and

FM ð Þ ¼ f ∈Hmþ1 BRð Þ : ∥f∥ mþ1ð Þ BRð Þ≤M
n o

:

The stability increases as N increases, i.e., the inverse problem is more stable
when higher frequency data is used.

2.2.1 Uniqueness of source function

To achieve the uniqueness, we introduced two different approaches. The first
approach is using the estimate for the source function. Letting the norm of the
boundary data goes to zero, then the proof is complete. For instance, consider
Theorem 1.2 and let ϵ ! 0. The second approach is the result has proved by Isakov,
Chang and Lu. They used classical result of the hyperbolic initial value boundary
problem indirectly. The following theorem is the result of [16]. In the following
theorem Ω⊂n with n ¼ 2, 3 and Γ⊂∂Ω.

Theorem 1.5. Let u be a solution to the scattering problem (27) and (28) with
f0 ∈H1 Ωð Þ, f1 ∈L2 Ωð Þ. If the Cauchy data u0 ¼ u1 ¼ 0 on Γ when k∈ K ∗ ,Kð Þ, then
f0 ¼ f1 ¼ 0 in Ω.

Proof. Denote by U0 the solution to the following hyperbolic problem
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∂
2
t U0 � ΔU0 ¼ 0 on Ω� 0,∞ð Þ,

U0 ¼ �f0, ∂tU0 ¼ f1 on Ω� 0f g,U0 ¼ 0 on ∂Ω� 0,þ∞ð Þ: (40)

Under their assumptions, there is a unique solution to the problem (40) with

∥U0 , tð Þ∥ 1ð Þ Ωð Þ þ ∥∂tU0 , tð Þ∥ 0ð Þ Ωð Þ≤C ∥f0∥ 1ð Þ Ωð Þ þ ∥f1∥ 0ð Þ Ωð Þ
� �

.

Now let

u ∗ x, kð Þ ¼ 1ffiffiffiffiffi
2π

p
ð∞
0
U0 x, tð Þeiktdt

Due to the properties of U0, in particular to the conservation of the energy, the
function u ∗ x, kð Þ is well defined and analytic with respect to k ¼ k1 þ ik2, k2 >0.
Applying the integration by parts and using standard properties of the Fourier-
Laplace transform we conclude that

Δþ k2
� �

u ∗ ¼ �f1 � ikf 0 in Ω, u ∗ ¼ 0 on ∂Ω: (41)

Due to the assumption, the function u solves the same Dirichlet problem for
Δþ k2 when 0< k1, 0< k2. Indeed, u solves the homogeneous Helmholtz equation
in nnΩ and has zero Cauchy data on Γ. By the uniqueness in the Cauchy problem
for elliptic equations, u ¼ 0 on nnΩ and hence on ∂Ω provided K ∗ < k<K. As
follows from the integral representation of solution (27), the function u ; kð Þ is
(complex) analytic when 0<ℜek, hence u ; kð Þ ¼ 0 on ∂Ω provided 0<ℜek. Since
k2 >0, the solution of (41) is unique, hence u ¼ u ∗ on Ω (see Section 4). Conse-
quently, we obtain u ∗ ¼ u ¼ 0, ∂νu ∗ ¼ ∂νu ¼ 0 on Γ. Since u ∗ is an analytic
function, we can conclude that u ∗ ¼ 0, ∂νu ∗ ¼ 0 on Γ for all k ¼ k1 þ ik2 with
k2 >0. Due to the uniqueness of the inversion of the Fourier-Laplace transform we
will obtain

∂νU0 ¼ 0 on Γ� 0,∞ð Þ:

Due to the uniqueness in the lateral Cauchy problem for the wave equation (40)
with the Cauchy data on Γ� 0,þ∞ð Þ [Holmgren-John theorem ([28], Section 3.4)],
we can conclude that U0 ¼ 0 on Ω� T,þ∞ð Þ for some positive T. Hence from the
uniqueness in the backward initial boundary value problem for the hyperbolic
equation (39) in Ω� 0,Tð Þ with zero boundary data on ∂Ω� 0,Tð Þ and initial data
at Ω� Tf g we conclude that U0 ¼ 0 on Ω� 0,Tð Þ. So �U0 , 0ð Þ ¼ f0 ¼
0, ∂tU , 0ð Þ ¼ f1 ¼ 0 on Ω which finishes the proof of uniqueness.

3. Conclusions

In this section, the scattering and inverse scattering theory, inverse source scat-
tering problem were considered briefly. The recent results such stability estimates
for external source and electric current density from boundary measurements of
radiated wave field and uniqueness for source function for Helmholtz equation,
Elasticity and Maxwell system have showed. We also show some result for discrete
data. In addition, we also showed some results of using just Dirichlet data for
improving stability which was a big improvement. There are still many challenges
remain in this field. For instance, studying the stability in the inverse source prob-
lems for inhomogeneous media where the analytical Green tensors are not available
and the present method may not be directly applicable. Another interesting topic in
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u ¼ up þ us in nnΩ, (36)

where up and the sheer part us which satisfy Sommerfeld radiation conditions

lim
r!∞

r ∂rup � ikpup
� � ¼ 0, lim

r!∞
r ∂rus � iksusð Þ ¼ 0, r ¼ ∣x∣, (37)

To achieve the result, authors used Helmholtz decomposition. The decomposi-
tion was allowed them to break the Navier-Lame equation to two elliptic equations.

The results for discrete data for inverse source problem which was obtained in
[27] are as follows:

Theorem 1.4. Let u be the solution of the following scattering problem
corresponding source f ∈FM ð Þ,

μΔþ μþ λð Þ∇ � ∇ð Þ uð Þ þ ω2u ¼ f in n, (38)

with radiation condition (37),
Then

∥f∥20ð Þ BRð Þ≤C ϵ22 þ
M2

N
5
8 ln ϵ3j j19

6m�3nþ3ð Þ3

� �2m�nþ1

0
BBB@

1
CCCA (39)

where

ϵ2 ¼
XN
n¼1

∥u :,ωp,n
� �

∥20 ΓRð Þ þ ∥u :,ωs,nð Þ∥20 ΓRð Þ
 !1

2

,

ϵ3 ¼ sup
ω∈ 0, π

cpR
,

i� �∥u :,ωð Þ∥20 ΓRð Þ,

and

FM ð Þ ¼ f ∈Hmþ1 BRð Þ : ∥f∥ mþ1ð Þ BRð Þ≤M
n o

:

The stability increases as N increases, i.e., the inverse problem is more stable
when higher frequency data is used.

2.2.1 Uniqueness of source function

To achieve the uniqueness, we introduced two different approaches. The first
approach is using the estimate for the source function. Letting the norm of the
boundary data goes to zero, then the proof is complete. For instance, consider
Theorem 1.2 and let ϵ ! 0. The second approach is the result has proved by Isakov,
Chang and Lu. They used classical result of the hyperbolic initial value boundary
problem indirectly. The following theorem is the result of [16]. In the following
theorem Ω⊂n with n ¼ 2, 3 and Γ⊂∂Ω.

Theorem 1.5. Let u be a solution to the scattering problem (27) and (28) with
f0 ∈H1 Ωð Þ, f1 ∈L2 Ωð Þ. If the Cauchy data u0 ¼ u1 ¼ 0 on Γ when k∈ K ∗ ,Kð Þ, then
f0 ¼ f1 ¼ 0 in Ω.

Proof. Denote by U0 the solution to the following hyperbolic problem
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∂
2
t U0 � ΔU0 ¼ 0 on Ω� 0,∞ð Þ,

U0 ¼ �f0, ∂tU0 ¼ f1 on Ω� 0f g,U0 ¼ 0 on ∂Ω� 0,þ∞ð Þ: (40)

Under their assumptions, there is a unique solution to the problem (40) with

∥U0 , tð Þ∥ 1ð Þ Ωð Þ þ ∥∂tU0 , tð Þ∥ 0ð Þ Ωð Þ≤C ∥f0∥ 1ð Þ Ωð Þ þ ∥f1∥ 0ð Þ Ωð Þ
� �

.

Now let

u ∗ x, kð Þ ¼ 1ffiffiffiffiffi
2π

p
ð∞
0
U0 x, tð Þeiktdt

Due to the properties of U0, in particular to the conservation of the energy, the
function u ∗ x, kð Þ is well defined and analytic with respect to k ¼ k1 þ ik2, k2 >0.
Applying the integration by parts and using standard properties of the Fourier-
Laplace transform we conclude that

Δþ k2
� �

u ∗ ¼ �f1 � ikf 0 in Ω, u ∗ ¼ 0 on ∂Ω: (41)

Due to the assumption, the function u solves the same Dirichlet problem for
Δþ k2 when 0< k1, 0< k2. Indeed, u solves the homogeneous Helmholtz equation
in nnΩ and has zero Cauchy data on Γ. By the uniqueness in the Cauchy problem
for elliptic equations, u ¼ 0 on nnΩ and hence on ∂Ω provided K ∗ < k<K. As
follows from the integral representation of solution (27), the function u ; kð Þ is
(complex) analytic when 0<ℜek, hence u ; kð Þ ¼ 0 on ∂Ω provided 0<ℜek. Since
k2 >0, the solution of (41) is unique, hence u ¼ u ∗ on Ω (see Section 4). Conse-
quently, we obtain u ∗ ¼ u ¼ 0, ∂νu ∗ ¼ ∂νu ¼ 0 on Γ. Since u ∗ is an analytic
function, we can conclude that u ∗ ¼ 0, ∂νu ∗ ¼ 0 on Γ for all k ¼ k1 þ ik2 with
k2 >0. Due to the uniqueness of the inversion of the Fourier-Laplace transform we
will obtain

∂νU0 ¼ 0 on Γ� 0,∞ð Þ:

Due to the uniqueness in the lateral Cauchy problem for the wave equation (40)
with the Cauchy data on Γ� 0,þ∞ð Þ [Holmgren-John theorem ([28], Section 3.4)],
we can conclude that U0 ¼ 0 on Ω� T,þ∞ð Þ for some positive T. Hence from the
uniqueness in the backward initial boundary value problem for the hyperbolic
equation (39) in Ω� 0,Tð Þ with zero boundary data on ∂Ω� 0,Tð Þ and initial data
at Ω� Tf g we conclude that U0 ¼ 0 on Ω� 0,Tð Þ. So �U0 , 0ð Þ ¼ f0 ¼
0, ∂tU , 0ð Þ ¼ f1 ¼ 0 on Ω which finishes the proof of uniqueness.

3. Conclusions

In this section, the scattering and inverse scattering theory, inverse source scat-
tering problem were considered briefly. The recent results such stability estimates
for external source and electric current density from boundary measurements of
radiated wave field and uniqueness for source function for Helmholtz equation,
Elasticity and Maxwell system have showed. We also show some result for discrete
data. In addition, we also showed some results of using just Dirichlet data for
improving stability which was a big improvement. There are still many challenges
remain in this field. For instance, studying the stability in the inverse source prob-
lems for inhomogeneous media where the analytical Green tensors are not available
and the present method may not be directly applicable. Another interesting topic in
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stability of the external source is to consider the governing equation in the time
domain. The non-linear case is also is a very challenging problem. The direct and
inverse scattering problems when both the source and the linear load are random is
also an open problem. Another challenging problem is to study the random source
scattering problem for three dimensional elastic wave equation. As I mentioned
before, there are many scientist and researcher have been working on inverse
scattering and more specifically on inverse source problems. To expand your
knowledge and further mathematical development in this field of research, please
see the result authors in [29–41], which were discussed different aspects of the
problems.
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Chapter 4

Solution Methods of Large
Complex-Valued Nonlinear
System of Equations
Robson Pires

Abstract

Nonlinear systems of equations in complex plane are frequently encountered in
applied mathematics, e.g., power systems, signal processing, control theory, neural
networks, and biomedicine, to name a few. The solution of these problems often
requires a first- or second-order approximation of nonlinear functions to generate a
new step or descent direction to meet the solution iteratively. However, such
methods cannot be applied to functions of complex and complex conjugate vari-
ables because they are necessarily nonanalytic. To overcome this problem, the
Wirtinger calculus allows an expansion of nonlinear functions in its original com-
plex and complex conjugate variables once they are analytic in their argument as a
whole. Thus, the goal is to apply this methodology for solving nonlinear systems of
equations emerged from applications in the industry. For instances, the complex-
valued Jacobian matrix emerged from the power flow analysis model which is
solved by Newton-Raphson method can be exactly determined. Similarly, overde-
termined Jacobian matrices can be dealt, e.g., through the Gauss-Newton method in
complex plane aimed to solve power system state estimation problems. Finally, the
factorization method of the aforementioned Jacobian matrices is addressed through
the fast Givens transformation algorithm which means the square root-free Givens
rotations method in complex plane.

Keywords: large nonlinear system of equation solution in complex plane,
complex-valued Newton-Raphson and gauss-Newton iterative algorithms,
Cartesian coordinates

1. Introduction

This work is a tribute to Steinmetz’s contribution [1]. The reasons and motiva-
tions are stated throughout the whole document once the numerical solutions for
solving power system applications are typically carried out in the real domain. For
instance, the power flow analysis and power system state estimation are well-
known tools, among others. It turns out that these solutions are not well suited for
modeling voltage and current phasor. To overcome this difficulty, the proposal
described in this chapter aims to model the aforementioned applications in a unified
system of coordinates, e.g., complex domain. Nonetheless, the solution methods of
these problems often require a first- or second-order approximation of the set of
power flow equations; such methods cannot be applied to nonlinear functions of
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complex variables because they are nonanalytic in their arguments. Consequently,
for these functions Taylor series expansions do not exist. Hence, for many decades
this problem has been solved redefining the nonlinear functions as separate func-
tions of the real and imaginary parts of their complex arguments so that standard
methods can be applied. Although not widely known, it is also possible to construct
an extended nonlinear function that includes not only the original complex state
variables but also their complex conjugates, and then the Wirtinger calculus can be
applied [2]. This property lies on the fact that if a function is analytic in the space
spanned by ℜ xf g and ℑ xf g in , it is also analytic in the space spanned by x and x*
in . In complex analysis of one and several complex variables, Wirtinger operators
are partial differential operators of the first order which behave in a very similar
manner to the ordinary derivatives with respect to one real variable, when applied
to holomorphic functions, non-holomorphic functions, or simply differentiable func-
tions on complex domain. These operators allow the construction of a differential
calculus for such functions that is entirely analogous to the ordinary differential
calculus for functions of real variables [2, 3]. Then, taken into account the
Wirtinger calculus, this chapter shows how the Jacobian matrix patterns emerge in
complex plane corresponding to the steady-state models of power flow analysis and
power system state estimation, respectively.

In this chapter the classical Newton-Raphson and Gauss-Newton methods in
complex plane aiming the numerical solution of the power flow analysis and power
system state estimation are derived, respectively. Moreover, the factorization
methods addressed to deal with the Jacobian matrices emerged from these
approaches are included [4].

This chapter is organized as follows. The theoretical foundation which is based
on Wirtinger calculus is summed up in Section 2. Section 3 describes two algorithms
suggested to factorize Jacobian matrix in complex plane regardless if it is exactly
determined or overdetermined. In Section 4, the complex-valued static model
solution by using Newton-Raphson method is derived, whereas in Section 5, the
Gauss-Newton method developed in complex plane is equally presented. Finally, in
Section 6 some conclusions are gathered and stated the next issues to be investi-
gated in the near future.

2. Theoretical foundation

2.1 Complex differentiability

A complex function is defined as

f xð Þ ¼ u a, bð Þ þ j v a, bð Þ, (1)

where x ¼ aþ j b and u a, bð Þ, v a, bð Þ are real functions, u, v: 2 ! . Functions
like Eq. (1) are in general complex but may be real-valued in special cases, e.g.,
squared error cost function J e2

�� ��� �
. The definition of complex differentiability

requires that the derivatives defined as the limit be independent of the direction in
which Δx approaches 0 in complex plane:

f 0 x0ð Þ ¼ lim
Δx!0

f xþ Δxð Þ � f xð Þ
Δx

: (2)

This requires that the Cauchy-Riemann equations be satisfied, i.e.,
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∂u
∂a

¼ ∂v
∂b

,
∂v
∂a

¼ � ∂u
∂b

: (3)

These conditions are necessary for f xð Þ to be complex differentiable. If the
partial derivatives of u a, bð Þ and v a, bð Þ are continuous on their entire domain, then
they are sufficient as well. Therefore, the complex function f xð Þ is called an analytic
or holomorphic function [2]. As an example, let f xð Þ ¼ x2 be a complex function
with x ¼ aþ j b. Then,

f xð Þ ¼ x2 ¼ a2 � b2|fflfflffl{zfflfflffl}
¼u

þ j 2ab|{z}
¼v

¼ y, (4)

which under differentiation rule leads to

∂u
∂a

¼ 2a ¼ ∂v
∂b

¼ 2a;
∂u
∂b

¼ �2b ¼ � ∂v
∂a

¼ 2b
� �

: (5)

These results show that the Cauchy-Riemann equations hold, and hence
f xð Þ ¼ y ¼ x2 is a holomorphic function.

2.2 CR-Calculus or Wirtinger calculus

Introduced by Wilhelm Wirtinger in 1927 [2], the CR-Calculus, also known as
the Wirtinger calculus, provides a way to differentiate nonanalytic functions of
complex variables. Specifically, this calculus is applicable to a function f xð Þ given by
Eq. (1) if u a, bð Þ and v a, bð Þ have continuous partial derivatives with respect to a
and b, yielding

∂f
∂x

¼ ∂f
∂a

∂a
∂x

þ ∂f
∂b

∂b
∂x

: (6)

Since we have

a ¼ xþ x ∗ð Þ
2

, ∂a ¼ ∂xþ ∂x ∗ð Þ
2

, (7)

b ¼ j
x ∗ � xð Þ

2
, ∂b ¼ j

∂x ∗ � ∂xð Þ
2

, (8)

and by setting ∂x ∗

∂x to zero, it follows that

∂f
∂x

¼ 1
2

∂f
∂a

� j
∂f
∂b

� �
: (9)

Note that the Cauchy-Riemann conditions for f �ð Þ to be analytic in x can be
expressed compactly using the gradient as ∂f

∂x ∗ ¼ 0, i.e., f �ð Þ is a function of only x.
Similarly, if we take the derivative of f �ð Þ with respect to x ∗ , that is,

∂f
∂x ∗ ¼ ∂f

∂a
∂a
∂x ∗ þ ∂f

∂b
∂b
∂x ∗ : (10)

By setting ∂x
∂x ∗ to zero, we get
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∂f
∂x ∗ ¼ 1

2
∂f
∂a

þ j
∂f
∂b

� �
: (11)

Again, the Cauchy-Riemann conditions for f �ð Þ to be analytic in x ∗ can be
expressed compactly using the gradient as ∂f

∂x ¼ 0, i.e., f �ð Þ is a function only of x ∗ .
In other words, the gradient (respectively conjugate gradient) operator acts as a

partial derivative with respect to x (respectively to x ∗ ), treating x ∗ (respectively x)
as a constant. Formally, we have

∂f xcð Þ
∂x

¼ ∂f x, x ∗ð Þ
∂x

����
x ∗¼Const

¼ 1
2

∂f
∂a

� j
∂f
∂b

� �
, (12)

∂f xcð Þ
∂x ∗ ¼ ∂f x, x ∗ð Þ

∂x ∗

����
x¼Const

¼ 1
2

∂f
∂a

þ j
∂f
∂b

� �
: (13)

As an example, let f xcð Þ ¼ f x, x ∗ð Þ ¼ x ∗ x ¼ xk k2 ¼ a2 þ b2 be a real function
of complex variable which is the squared Euclidean distance to the origin, with
x ¼ aþ j b. Then,

f xcð Þ ¼ f x, x ∗ð Þ ¼ x ∗ x ¼ a2 þ b2|fflfflffl{zfflfflffl}
¼u

þ j ab� abð Þ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
¼v

¼ y (14)

as v ¼ 0; clearly the Cauchy-Riemann equations do not hold, and hence
f xcð Þ ¼ f x, x ∗ð Þ ¼ x ∗ x is not analytic and thus is non-holomorphic function. To
overcome this apparent difficult, by applying the CR-Calculus leads to

∂f xcð Þ
∂x

¼ x ∗ ;
∂f xcð Þ
∂x ∗ ¼ x, (15)

which suggests the geometric interpretation shown in Figure 1. Its analysis
allows us to infer that the direction of maximum rate of change of the objective
function is given by the conjugate gradient defined in Eq. (13). Observe that its
positive direction is referred to a maximization problem (dot arrow), whereas the
opposite direction concerns to the cost function minimization.

Figure 1.
Contour plot of the real function of complex variable.
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Hereafter, a real-valued or complex-valued function and its argument are pro-
vided with a subscript c if it is a function in the complex conjugate coordinates, i.e.,
x, x ∗ð Þ. Moreover, when the CR-Calculus is extended to the vector case, it is
denoted that the multivariate CR-Calculus and the basic rules for the scalar case
remain unchanged.

3. Solution of the problem: Am�n xn�1 ¼ y
m�1

∈m�n

As well in the real domain, there are two classes of methods for the numerical
solution of large linear system of equations in complex plane:

• Direct methods: Which produce the exact solution assuming the absence of
truncation and round-off errors, by performing a finite number of flops in a
finite known number of steps. These methods are usually recommended when
most of the entries in the coefficient matrix are nonzero and the dimension of
the system is not too large, for instance, the Gaussian elimination, the LU
decomposition and QR factorization, to cite a few.

• Iterative methods: This class of methods is beyond of this work. Notice the
solution provided by these methods is approximated and the accuracy is
imposed by the user. The number of ν accomplished iterations depends on the
given precision or convergence criterion. This class of methods is preferred
when the majority of the coefficients are equal to zero and the number of
unknowns is very large. The methods of Jacobi and Gauss-Seidel are good
examples, besides the classical Conjugate gradient method [5].

3.1 Three-angle complex rotation algorithm

The first studied algorithm is the three-angle complex rotations (TACR), which is
derived in polar coordinates [6]. Nonetheless, the key idea behind QR decomposi-
tion is to eliminate the square roots needed for the computation of the cosine and
sine which represent a bottleneck in real-time applications. Consequently, this
algorithm is devoid of interest for the solution of large linear systems of equations.

3.2 Complex-valued fast givens rotations

On the other hand, the fast plane rotation [7] that is derived in complex plane and
rectangular coordinates is a square root- and division-free Givens rotations [8]. In
this sense, the fast plane rotation which is also referred as the complex-valued fast
Givens rotations (CV � FGR) is a very efficient algorithm, aiming a QR-
decomposition of matrices once the computations are performed incrementally, i.e.,
as the data arrives sequentially in time. Thus, it allows us to reduce the overall
latency and hardware resources drastically. In the forthcoming contribution, the
CV � FGR performance will be compared to the well-known approaches which
were successfully applied to the power system state estimation [9–11], once they are
accordingly converted from real to complex domain. Further proposals in the
updated state of the art will be equally considered, e.g., [12] and [13], to cite a few.

The complex fast Givens transformationM is computed using Algorithm 1 such
that the second component of MH x is zero and MHDM is a diagonal matrix, as
shown below:
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positive direction is referred to a maximization problem (dot arrow), whereas the
opposite direction concerns to the cost function minimization.

Figure 1.
Contour plot of the real function of complex variable.
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denoted that the multivariate CR-Calculus and the basic rules for the scalar case
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m�1

∈m�n

As well in the real domain, there are two classes of methods for the numerical
solution of large linear system of equations in complex plane:

• Direct methods: Which produce the exact solution assuming the absence of
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The first studied algorithm is the three-angle complex rotations (TACR), which is
derived in polar coordinates [6]. Nonetheless, the key idea behind QR decomposi-
tion is to eliminate the square roots needed for the computation of the cosine and
sine which represent a bottleneck in real-time applications. Consequently, this
algorithm is devoid of interest for the solution of large linear systems of equations.

3.2 Complex-valued fast givens rotations

On the other hand, the fast plane rotation [7] that is derived in complex plane and
rectangular coordinates is a square root- and division-free Givens rotations [8]. In
this sense, the fast plane rotation which is also referred as the complex-valued fast
Givens rotations (CV � FGR) is a very efficient algorithm, aiming a QR-
decomposition of matrices once the computations are performed incrementally, i.e.,
as the data arrives sequentially in time. Thus, it allows us to reduce the overall
latency and hardware resources drastically. In the forthcoming contribution, the
CV � FGR performance will be compared to the well-known approaches which
were successfully applied to the power system state estimation [9–11], once they are
accordingly converted from real to complex domain. Further proposals in the
updated state of the art will be equally considered, e.g., [12] and [13], to cite a few.

The complex fast Givens transformationM is computed using Algorithm 1 such
that the second component of MH x is zero and MHDM is a diagonal matrix, as
shown below:
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M ¼ β 1

1 α

� �

|fflfflfflffl{zfflfflfflffl}
type¼1

or
1 α

β 1

� �

|fflfflfflffl{zfflfflfflffl}
type¼2

(16)

MH x ¼
r

0

" #
& MH

d f 0

0 dg

" #

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
¼D

M ¼
dnewf 0

0 dnewg

" #

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
¼Dnew

:
(17)

Notice the superscript H denotes the Hermitian operation, i.e., complex conju-
gate transpose.

Algorithm 1. Complex fast Givens transform.

[α, β, r, type, dnewf , dnewg ] = fast.givens (f, g, d f , dg);
if f ¼ 0 then
type¼ 1; α ¼ β ¼ 0; r ¼ g;
dnewf ¼ dg; dnewg ¼ d f ;

else if g ¼ 0 then
type¼ 2; α ¼ β ¼ 0; r ¼ f ;
dnewf ¼ d f ; dnewg ¼ dg;

else if fk k2 ≤ gk k2 then
type¼ 1; i ¼ f=g; s ¼ dg=d f ;
α ¼ �i; β ¼ s ∗ i;
γ ¼ s ∗ ik k2; r ¼ g ∗ 1þ γð Þ;
dnewf ¼ 1þ γð Þ ∗ dg; dnewg ¼ 1þ γð Þ ∗ d f ;

else
type¼ 2; i ¼ g=f ; s ¼ d f=dg;
α ¼ �i; β ¼ s ∗ i;
γ ¼ s ∗ ik k2; r ¼ f ∗ 1þ γð Þ;
dnewf ¼ 1þ γð Þ ∗ d f ; dnewg ¼ 1þ γð Þ ∗ dg;

end if

The matrices Q , M, and D are connected to the following equation:

Q ¼ M Dnewð Þ�1=2 ¼ M diag 1=sqrt dnewi

� �� �
: (18)

In the sequence the QR-decomposition using complex fast Givens transformations
is presented as Algorithm 2.

Algorithm 2. Sequential fast Givens QRD decomposition.

[Qα, Qβ, type, R]=fast.givens_QRD (A);
[m,n]=size(A);
R ¼ zeros nð Þ; D ¼ In;
R 1, 1 : nð Þ ¼ A 1, 1 : nð Þ;
for i ¼ 2 : m do

new¼ A i, 1 : nð Þ; dnew ¼ 1;
if i< ¼ n then
k ¼ i;

else
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k ¼ nþ 1;
end if
for j ¼ 1 : k� 1 do

Step 1: Get alpha and beta using Algorithm 1:
[α, β, R j, jð Þ, type, dnewf , dnewg ]=fast.givens (R j, jð Þ, new 1, jð Þ, d f , dg);

Step 2: Update elements based on type
if j< n and type=1 then

R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #
¼

1 β

α 1

" #H R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #

else if J < n and type=2 then
R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #
¼

β 1

1 α

" #H R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #

end if
end for
if k< ¼ n then
R k, 1 : nð Þ ¼ new 1, 1 : nð Þ; d kð Þ ¼ dnew;

end if
end for

Note that the complex fast Givens QRD does not require any square root
operation, and during each incremental QRD-update step, the incoming input data
row-vector is stored, i.e., vector new. In the sequence, the input data row-vector
elements are zero-out (inner for loop) in order to update upper triangular matrix R.
The new vector is overwritten each time till the QRD-algorithm has exhausted all
the input data, i.e., the upper triangular matrix R is entirely updated.

4. Complex-valued Newton-Raphson method

Aiming the solution of any set of exactly determined equations in complex
plane, the vector of unknowns is regularly taken into account in the iterative
algorithm as follows:

xc ¼ x1, x2, … , xN�1, x ∗
1 , x

∗
2 , … , x ∗

N�1

� �T, (19)

and the residual vector hereafter termed as “mismatches” vector leads to

M xcð Þ ¼ M1,M2, … ,MN�1,M ∗
1 ,M

∗
2 , … ,M ∗

N�1

� �T
: (20)

Nonetheless, here the goal is to calculate xc that satisfies

M xcð Þ ¼ Ye xcð Þ � Ys ¼ 0, (21)

where in Eq. (21), Ys is a vector of specified quantities, i.e., constant term;
Ye xcð Þ ¼ Jc Δxc is a vector of calculated quantities at each iteration. Consequently,
the linearization of Eq. (21) from one step to the sequel leads to

M x ν�1ð Þ
c

� �
þ J ν�1ð Þ Δx νð Þ

c ¼ 0, (22)
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¼Dnew

:
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Notice the superscript H denotes the Hermitian operation, i.e., complex conju-
gate transpose.

Algorithm 1. Complex fast Givens transform.

[α, β, r, type, dnewf , dnewg ] = fast.givens (f, g, d f , dg);
if f ¼ 0 then
type¼ 1; α ¼ β ¼ 0; r ¼ g;
dnewf ¼ dg; dnewg ¼ d f ;

else if g ¼ 0 then
type¼ 2; α ¼ β ¼ 0; r ¼ f ;
dnewf ¼ d f ; dnewg ¼ dg;

else if fk k2 ≤ gk k2 then
type¼ 1; i ¼ f=g; s ¼ dg=d f ;
α ¼ �i; β ¼ s ∗ i;
γ ¼ s ∗ ik k2; r ¼ g ∗ 1þ γð Þ;
dnewf ¼ 1þ γð Þ ∗ dg; dnewg ¼ 1þ γð Þ ∗ d f ;

else
type¼ 2; i ¼ g=f ; s ¼ d f=dg;
α ¼ �i; β ¼ s ∗ i;
γ ¼ s ∗ ik k2; r ¼ f ∗ 1þ γð Þ;
dnewf ¼ 1þ γð Þ ∗ d f ; dnewg ¼ 1þ γð Þ ∗ dg;

end if

The matrices Q , M, and D are connected to the following equation:

Q ¼ M Dnewð Þ�1=2 ¼ M diag 1=sqrt dnewi

� �� �
: (18)

In the sequence the QR-decomposition using complex fast Givens transformations
is presented as Algorithm 2.

Algorithm 2. Sequential fast Givens QRD decomposition.

[Qα, Qβ, type, R]=fast.givens_QRD (A);
[m,n]=size(A);
R ¼ zeros nð Þ; D ¼ In;
R 1, 1 : nð Þ ¼ A 1, 1 : nð Þ;
for i ¼ 2 : m do

new¼ A i, 1 : nð Þ; dnew ¼ 1;
if i< ¼ n then
k ¼ i;

else
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k ¼ nþ 1;
end if
for j ¼ 1 : k� 1 do

Step 1: Get alpha and beta using Algorithm 1:
[α, β, R j, jð Þ, type, dnewf , dnewg ]=fast.givens (R j, jð Þ, new 1, jð Þ, d f , dg);

Step 2: Update elements based on type
if j< n and type=1 then

R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #
¼

1 β

α 1

" #H R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #

else if J < n and type=2 then
R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #
¼

β 1

1 α

" #H R j, jþ 1 : nð Þ
new 1, jþ 1 : nð Þ

" #

end if
end for
if k< ¼ n then
R k, 1 : nð Þ ¼ new 1, 1 : nð Þ; d kð Þ ¼ dnew;

end if
end for

Note that the complex fast Givens QRD does not require any square root
operation, and during each incremental QRD-update step, the incoming input data
row-vector is stored, i.e., vector new. In the sequence, the input data row-vector
elements are zero-out (inner for loop) in order to update upper triangular matrix R.
The new vector is overwritten each time till the QRD-algorithm has exhausted all
the input data, i.e., the upper triangular matrix R is entirely updated.

4. Complex-valued Newton-Raphson method

Aiming the solution of any set of exactly determined equations in complex
plane, the vector of unknowns is regularly taken into account in the iterative
algorithm as follows:

xc ¼ x1, x2, … , xN�1, x ∗
1 , x

∗
2 , … , x ∗

N�1

� �T, (19)

and the residual vector hereafter termed as “mismatches” vector leads to

M xcð Þ ¼ M1,M2, … ,MN�1,M ∗
1 ,M

∗
2 , … ,M ∗

N�1

� �T
: (20)

Nonetheless, here the goal is to calculate xc that satisfies

M xcð Þ ¼ Ye xcð Þ � Ys ¼ 0, (21)

where in Eq. (21), Ys is a vector of specified quantities, i.e., constant term;
Ye xcð Þ ¼ Jc Δxc is a vector of calculated quantities at each iteration. Consequently,
the linearization of Eq. (21) from one step to the sequel leads to

M x ν�1ð Þ
c

� �
þ J ν�1ð Þ Δx νð Þ

c ¼ 0, (22)
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or

Δx νð Þ
c ¼ � J ν�1ð Þ� ��1 M x ν�1ð Þ

c

� �
, (23)

where J is the complex-valued Jacobian matrix which the dimension is
2 N � 1ð Þ � 2 N � 1ð Þ. It means that at least one complex-valued state variable have
to be specified, i.e., is known.

As a further advantage provided by the Wirtinger calculus [2, 3], the Jacobian
matrix which emerged in Cartesian coordinates needs lesser algebra task as well as
minor implementation effort (encoding) than the former procedure in real domain
[14]. Thereby, the Jacobian matrix in expanded form may be represented through
four partitions matrix, yielding

J ¼

∂M1

∂x1

∂M1

∂x2
⋯

∂M1

∂xN�1
⋮

∂M1

∂x ∗
1

∂M1

∂x ∗
2

⋯
∂M1

∂x ∗
N�1

∂M2

∂x1

∂M2

∂x2
⋯

∂M2

∂xN�1
⋮

∂M2

∂x ∗
1

∂M2

∂x ∗
2

⋯
∂M2

∂x ∗
N�1

∂MN�1

∂x1

∂MN�1

∂x2
⋯

∂MN�1

∂xN�1
⋮

∂MN�1

∂x ∗
1

∂MN�1

∂x ∗
2

⋯
∂MN�1

∂x ∗
N�1

⋯ ⋯ ⋯⋯ ⋯ ⋮ ⋯ ⋯ ⋯ ⋯

∂M ∗
1

∂x1

∂M ∗
1

∂x2
⋯

∂M ∗
1

∂xN�1
⋮

∂M ∗
1

∂x ∗
1

∂M ∗
1

∂x ∗
2

⋯
∂M ∗

1

∂x ∗
N�1

∂M ∗
2

∂x1

∂M ∗
2

∂x2
⋯

∂M ∗
2

∂xN�1
⋮

∂M ∗
2

∂x ∗
1

∂M ∗
2

∂x ∗
2

⋯
∂M ∗

2

∂x ∗
N�1

∂M ∗
N�1

∂x1

∂M ∗
N�1

∂x2
⋯

∂M ∗
N�1

∂xN
⋮

∂M ∗
N�1

∂x ∗
1

∂M ∗
N�1

∂x ∗
2

⋯
∂M ∗

N�1

∂x ∗
N�1

2
66666666666666666666666666664

3
77777777777777777777777777775

:

(24)

For instance, Figure 2 displays the pattern for the IEEE-57 bus system in -
domain and complex plane. This latter is given by Eq. (24).

Figure 2.
Sparsity structure of (a) real-valued Jacobian matrix; (b) complex-valued Jacobian matrix of the IEEE 57-bus
system.
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4.1 Jacobian matrix factorization

In order to factorize the Jacobian matrix required in Eq. (23), the recommended
procedure is to operate the factorization on the augmented Jacobian matrix,
yielding

Ja ¼ J M x ν�1ð Þ
c

� �h i
, (25)

which the dimension is 2n� 2nþ 1ð Þ, resulting

~Ja ¼ Tc ~M x ν�1ð Þ
c

� �h i
, (26)

where Tc is an upper triangular matrix of dimension (2n� 2n) and ~M x ν�1ð Þ
c

� �

comprises the corresponding rows in the updated rhs vector of dimension (2n� 1).
Finally, Eq. (23) is solved by performing a back-substitution via

Δx νð Þ
c ¼ Tc ~M x ν�1ð Þ

c

� �
: (27)

On the other hand, it is recommendable to perform the convergence checking
over the infinity norm of two vectors. Firstly, as the former, it occurs over the
corrections to be applied to the state variables and simultaneously over the mis-
matches vector. This latter is included, aiming to be aware against ill-conditioned
systems [14], yielding

Δx νð Þ
c

�� ��
∞ and M xcð Þ νð Þ

���
���
∞
≤ tol e:g:, 10�12� �

: (28)

If Eq. (28) is satisfied, stop and print out the results. Otherwise, the state vector
is updated as shown below:

x νð Þ
c ¼ x ν�1ð Þ

c þ Δx νð Þ
c , (29)

and the iteration counter is increased followed by the updating of the mismatch
vector and the Jacobian matrix factorization. This latter task can be mandatory or
not once the Jacobian matrix may be kept constant throughout the iterative process
(approximate, instead of full gain) which is a decision very often adopted after the
second iteration aiming to lighten the computational burden. Further details can be
found in [14], but in the sequence, a small example is presented forwarded of
simulations carried out on large systems. However, as any other application in the
industry, the power flow model lies in the solution of a system of linear algebraic
equations which is summarized thereafter.

4.2 Nodal equation

This approach requires the nodal admittance matrix building, e.g.,

I ¼ Ybus V, (30)

thus the complex nodal power can be expressed as

S ¼ diag Vð Þ I ∗ , (31)
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where J is the complex-valued Jacobian matrix which the dimension is
2 N � 1ð Þ � 2 N � 1ð Þ. It means that at least one complex-valued state variable have
to be specified, i.e., is known.

As a further advantage provided by the Wirtinger calculus [2, 3], the Jacobian
matrix which emerged in Cartesian coordinates needs lesser algebra task as well as
minor implementation effort (encoding) than the former procedure in real domain
[14]. Thereby, the Jacobian matrix in expanded form may be represented through
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For instance, Figure 2 displays the pattern for the IEEE-57 bus system in -
domain and complex plane. This latter is given by Eq. (24).
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Sparsity structure of (a) real-valued Jacobian matrix; (b) complex-valued Jacobian matrix of the IEEE 57-bus
system.
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4.1 Jacobian matrix factorization

In order to factorize the Jacobian matrix required in Eq. (23), the recommended
procedure is to operate the factorization on the augmented Jacobian matrix,
yielding

Ja ¼ J M x ν�1ð Þ
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, (25)

which the dimension is 2n� 2nþ 1ð Þ, resulting
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, (26)

where Tc is an upper triangular matrix of dimension (2n� 2n) and ~M x ν�1ð Þ
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comprises the corresponding rows in the updated rhs vector of dimension (2n� 1).
Finally, Eq. (23) is solved by performing a back-substitution via

Δx νð Þ
c ¼ Tc ~M x ν�1ð Þ

c

� �
: (27)

On the other hand, it is recommendable to perform the convergence checking
over the infinity norm of two vectors. Firstly, as the former, it occurs over the
corrections to be applied to the state variables and simultaneously over the mis-
matches vector. This latter is included, aiming to be aware against ill-conditioned
systems [14], yielding
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If Eq. (28) is satisfied, stop and print out the results. Otherwise, the state vector
is updated as shown below:

x νð Þ
c ¼ x ν�1ð Þ

c þ Δx νð Þ
c , (29)

and the iteration counter is increased followed by the updating of the mismatch
vector and the Jacobian matrix factorization. This latter task can be mandatory or
not once the Jacobian matrix may be kept constant throughout the iterative process
(approximate, instead of full gain) which is a decision very often adopted after the
second iteration aiming to lighten the computational burden. Further details can be
found in [14], but in the sequence, a small example is presented forwarded of
simulations carried out on large systems. However, as any other application in the
industry, the power flow model lies in the solution of a system of linear algebraic
equations which is summarized thereafter.

4.2 Nodal equation

This approach requires the nodal admittance matrix building, e.g.,

I ¼ Ybus V, (30)

thus the complex nodal power can be expressed as

S ¼ diag Vð Þ I ∗ , (31)
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or

S ¼ diag Vð Þ Y ∗
bus V

∗ : (32)

Then, the nodal complex power at bus� k, i.e., Sk, is

Sk ¼ Vk y ∗kk V
∗
k þ Vk

X
m¼0
m6¼k

N

y ∗km V ∗
m , (33)

where N is the number of network nodes. Therefore, the unknowns to be deter-
mined are the voltages at each node or bus into the system and the general power flow
equations that model any type of branch in an electrical network, i.e., transmission
lines and phase- and phase-shifting-transformers can be written, yielding

Skm ¼ Vk
y ∗km

tkmt ∗km
� j bshkm

� �
V ∗

k � Vk
y ∗km
tkm

V ∗
m , (34)

Smk ¼ Vm y ∗km � j bshkm
� �

V ∗
m � Vm

y ∗km
t ∗km

V ∗
k : (35)

and their complex conjugate counterpart are

S ∗
km ¼ V ∗

k
ykm

t ∗kmtkm
þ j bshkm

� �
Vk � V ∗

k
ykm
t ∗km

Vm, (36)

S ∗
mk ¼ V ∗

m ykm þ j bshkm
� �

Vm � V ∗
m

ykm
tkm

Vk: (37)

In Eqs. (34)–(37), tkm ¼ akm e�jφkm is the general off-nominal tap transformer
model which is composed by an ideal transformer with complex turns ratio tkm : 1
in series with its admittance or impedance. Thus, if the corresponding branch is
referred to.

1. Off-nominal tap transformer: bshkm ¼ 0 and φkm ¼ 0.
2. Pure-shifter: bshkm ¼ 0 and akm ¼ 1.
3. Phase-shifter: bshkm ¼ 0.
4. π�transmission line: akm ¼ 1 and φkm ¼ 0.

4.3 Small example

The power flow model in complex plane as detailed in [14] is applied to a small
example system in which the diagram is shown in Figure 3, while the corresponding
branch parameters and bus data, both in pu (Vbase ¼ 230 kV; Sbase ¼ 100MVA), are
presented in Table 1.

The nodal admittance matrix, Ybus, leads to

Ybus ¼
þ213:3474� j 380:8922 �205:1282þ j 358:9744 �8:2192þ j 21:9178
�205:1282þ j 358:9744 þ205:2414� j 359:3821 �0:1132þ j 0:6037
�8:2192þ j 21:9178 �0:1132þ j 0:6037 þ8:3324� j 22:3256

2
64

3
75:

(38)

The whole set of intermediary results throughout the iterative process is
presented in the sequence.
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As in the real domain, the elements of the complex-valued Jacobian matrix
remain practically unchanged after the second iteration, which suggest that we may
keep them constant thereafter. Moreover, the computation of some entries can be
avoided because they are complex conjugates of other entries; it turns out that these
elements are PV-nodes.

Branch Series Shunt

i ! j R X Charging Y/2

pu pu MVAr pu

1-2 0.0012 0.0021 39.2 0.196

1-3 0.0150 0.0400

2-3 0.3000 1.6000

Bus Specified quantities in pu

Type Pg V Pload Qload

PV-2 1.0000 1.0000 0.2160 0.0918

PQ-3 2.700 1.620

Table 1.
Branch and bus data.

Figure 3.
Small 3-bus system.
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Interestingly, the numerical values of the state variables corrections, state vari-
ables, and mismatches vectors calculated in the complex plane are displayed in the
Tables 2–4, respectively.

4.4 Performance in larger systems

The algorithm described earlier was encoded in MATLAB by using sparsity
technique and column approximate minimum degree (colamd) ordering scheme.
The numerical tests were executed by using an Intel® Core™ i5-4200 CPU at
1.60 Hz 2.30 GHz, 6GB of RAM, and 64-bit operating system. A flat start condition
is assigned to the state variables in all simulations.

Thereby, Table 5 presents the performance on larger systems of the Newton-
Raphson method in complex plane which is highlighted in bold. The corresponding
performance is compared with those of the former Newton-Raphson method
developed in polar and rectangular coordinates, both in real domain. In all simula-
tions the convergence criterion of 1� 10�12 is assumed.

Δx Δx ν¼0ð Þ Δx ν¼1ð Þ Δx ν¼2ð Þ Δx ν¼3ð Þ

Δx2 0:0023� eþj 90:00 0:0003� e�j 90:39 0:0127 � e�j 90:08 0:1708� eþj 89:92

Δx3 0:1278� e�j 138:75 0:0185� e�j 174:56 0:4267 � e�j 179:44 0:2326� e�j 179:18

Δx ∗
2 0:0023� e�j 90:00 0:0003� eþj 90:37 0:0127 � eþj 90:07 0:1708� e�j 89:91

Δx ∗
3 0:1278� eþj 138:75 0:0203� eþj 178:81 0:4795� eþj 173:22 0:2615� eþj 173:47

Δxk k∞a 0:127809 0:020316 4:795255� 10�4 2:614490� 10�7

aConvergence criteria: ΔXk k∞ < tol:≈ 10�4.

Table 2.
Unknown correction vector.

M M ν¼0ð Þ M ν¼1ð Þ M ν¼2ð Þ M ν¼3ð Þ � 10�3

M2 �1:5680þ j 0:0000 þ0:2178þ j 0:0000 þ0:0093þ j 0:0000 þ0:1229þ j 0:0000

M3 þ2:7000þ j 1:4240 þ0:1363þ j 0:3648 þ0:0021þ j 0:0087 þ0:0011þ j 0:0047

M ∗
2 þ0:0000 þ j 0:0000 þ0:0000� j 0:0000 þ0:0000� j 0:0000 þ0:0000� j 0:0000

M ∗
3 þ2:7000� j 1:4240 þ0:1363� j 0:3648 0:0021� j 0:0087 0:0011� j 0:0047

Convergence criteria: Mk k∞ < tol:≈ 10�4.

Table 4.
Mismatch vector.

x x ν¼0ð Þ x ν¼1ð Þ x ν¼2ð Þ x ν¼3ð Þ

x2 1:000� e j 0:0 1:000� eþj 0:132 1:000� eþj 0:115 1:000� eþj 0:115

x3 1:000� e j 0:0 0:907 � e�j 5:326 0:889� e�j 5:548 0:889� e�j 5:552

x ∗
2 1:000� e�j 180 1:000� e�j 0:132 1:000� e�j 0:115 1:000� e�j 0:115

x ∗
3 1:000� e�j 180 0:907 � eþj 5:326 0:887 � eþj 5:421 0:887 � eþj 5:420

Table 3.
Unknown vector.
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The results presented in the aforementioned table allows us to infer that the
Newton-Raphson method in complex plane has very good performance. Except for
the SIN-1916 bus system, the time consuming required to achieve the solution is
lower than the remainder approaches.

In the next section, the Gauss-Newton method is presented. The goal is to solve
overdetermined systems of equations, i.e., the former nonlinear least-squares
method in complex plane.

5. Complex-valued weighted-least-squares method (CV-WLS)

As shown in [3], the complex-valued WLS state estimator minimizes an objec-
tive function defined as

argmin
xc

J xcð Þ ¼ 1
2

zc � hc xcð Þð ÞH Ω�1
c zc � hc xcð Þð Þ, (39)

where zc = z, z ∗ð Þ is a vector of specified complex values of dimension (2m� 1),
xc = x, x ∗ð Þ is a vector of complex-valued state variables of dimension (2n� 1), hc(xc)
is a vector of nonlinear functions of dimension (2m� 1) that maps zc to xc, ωc is
a vector of random errors in complex plane which dimension is (2m� 1), and

CV-Jacobian
matrix

dimension
2 N � 1ð Þ � 2 N � 1ð Þ

Algorithms Number of
iterations

Time/iteration
(s)

Total time
(s)

IEEE-14 1:RV �NRM pð Þ 5 0.0184 0.1647

2:RV �NRM rð Þ 5 0.0150 0.0942

26� 26 3:CV�NRM rð Þ 5 0:0098 0:0767

IEEE-30 1:RV �NRM pð Þ 5 0.0206 0.1791

2:RV �NRM rð Þ 6 0.0105 0.1121

58� 58 3:CV�NRM rð Þ 6 0:0091 0:0645

IEEE-57 1:RV �NRM pð Þ 6 0.0132 0.1653

2:RV �NRM rð Þ 6 0.0137 0.1303

112� 112 3:CV�NRM rð Þ 6 0:0110 0:0810

IEEE-118 1:RV �NRM pð Þ 5 0.0162 0.1575

2:RV �NRM rð Þ 6 0.0196 0.1840

234� 234 3:CV�NRM rð Þ 5 0:0121 0:1056

SIN-1916 1:RV �NRM pð Þ 7 0.4642 3.4732

2:RV �NRM rð Þ 8 0.3095 2.6430

3830� 3830 3:CV�NRM rð Þ 7 0:7699 4:5561

(p)—polar coordinates; (r)—rectangular coordinates; tol., 1� 10�12.

Table 5.
Performance in larger systems—squared matrices.

53

Solution Methods of Large Complex-Valued Nonlinear System of Equations
DOI: http://dx.doi.org/10.5772/intechopen.92741



Interestingly, the numerical values of the state variables corrections, state vari-
ables, and mismatches vectors calculated in the complex plane are displayed in the
Tables 2–4, respectively.

4.4 Performance in larger systems

The algorithm described earlier was encoded in MATLAB by using sparsity
technique and column approximate minimum degree (colamd) ordering scheme.
The numerical tests were executed by using an Intel® Core™ i5-4200 CPU at
1.60 Hz 2.30 GHz, 6GB of RAM, and 64-bit operating system. A flat start condition
is assigned to the state variables in all simulations.

Thereby, Table 5 presents the performance on larger systems of the Newton-
Raphson method in complex plane which is highlighted in bold. The corresponding
performance is compared with those of the former Newton-Raphson method
developed in polar and rectangular coordinates, both in real domain. In all simula-
tions the convergence criterion of 1� 10�12 is assumed.

Δx Δx ν¼0ð Þ Δx ν¼1ð Þ Δx ν¼2ð Þ Δx ν¼3ð Þ

Δx2 0:0023� eþj 90:00 0:0003� e�j 90:39 0:0127 � e�j 90:08 0:1708� eþj 89:92

Δx3 0:1278� e�j 138:75 0:0185� e�j 174:56 0:4267 � e�j 179:44 0:2326� e�j 179:18

Δx ∗
2 0:0023� e�j 90:00 0:0003� eþj 90:37 0:0127 � eþj 90:07 0:1708� e�j 89:91

Δx ∗
3 0:1278� eþj 138:75 0:0203� eþj 178:81 0:4795� eþj 173:22 0:2615� eþj 173:47

Δxk k∞a 0:127809 0:020316 4:795255� 10�4 2:614490� 10�7

aConvergence criteria: ΔXk k∞ < tol:≈ 10�4.

Table 2.
Unknown correction vector.

M M ν¼0ð Þ M ν¼1ð Þ M ν¼2ð Þ M ν¼3ð Þ � 10�3

M2 �1:5680þ j 0:0000 þ0:2178þ j 0:0000 þ0:0093þ j 0:0000 þ0:1229þ j 0:0000

M3 þ2:7000þ j 1:4240 þ0:1363þ j 0:3648 þ0:0021þ j 0:0087 þ0:0011þ j 0:0047

M ∗
2 þ0:0000þ j 0:0000 þ0:0000� j 0:0000 þ0:0000� j 0:0000 þ0:0000� j 0:0000

M ∗
3 þ2:7000� j 1:4240 þ0:1363� j 0:3648 0:0021� j 0:0087 0:0011� j 0:0047

Convergence criteria: Mk k∞ < tol:≈ 10�4.

Table 4.
Mismatch vector.

x x ν¼0ð Þ x ν¼1ð Þ x ν¼2ð Þ x ν¼3ð Þ

x2 1:000� e j 0:0 1:000� eþj 0:132 1:000� eþj 0:115 1:000� eþj 0:115

x3 1:000� e j 0:0 0:907 � e�j 5:326 0:889� e�j 5:548 0:889� e�j 5:552

x ∗
2 1:000� e�j 180 1:000� e�j 0:132 1:000� e�j 0:115 1:000� e�j 0:115

x ∗
3 1:000� e�j 180 0:907 � eþj 5:326 0:887 � eþj 5:421 0:887 � eþj 5:420

Table 3.
Unknown vector.

52

Advances in Complex Analysis and Applications
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the SIN-1916 bus system, the time consuming required to achieve the solution is
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Ωc ¼ E ωc ω
H
c

� �
is a Hermitian positive-definite covariancematrix ofωc which dimen-

sion is (2m� 2m).The superscript �ð ÞH stands forHermitian operator, i.e., the transpose
complex conjugate operation. Thus, the necessary condition of optimality is given by

∂J xcð Þ
∂xc

¼ �H xcð ÞH Ω�1
c zc � hc xcð Þð Þ ¼ 0: (40)

By applying a first-order Taylor series expansion of hc xcð Þ about x νð Þ
c , we get

hc xcð Þ ¼ hc x νð Þ
c

� �
þH x νð Þ

c

� �
xc � x νð Þ

c

� �
: (41)

By replacing Eq. (41) into Eq. (40), we obtain

H x νð Þ
c

� �H
Ω�1

c zc � hc x νð Þ
c

� �
�H x νð Þ

c

� �
xc � x νð Þ

c

� �h i
¼ 0, (42)

yielding the updated estimated state vector expressed as

x νþ1ð Þ
c ¼ x νð Þ

c þG x νð Þ
c

� ��1
H x νð Þ

c

� �H
Ω�1

c Δz νð Þ
c ,

¼ x νð Þ
c þ Δx νð Þ

c ,
(43)

where

Δx νð Þ
c ¼ G x νð Þ

c

� ��1
H x νð Þ

c

� �H
Ω�1

c Δz νð Þ
c : (44)

Notice G x νð Þ
c

� �
¼ H x νð Þ

c

� �H
Ω�1

c H x νð Þ
c

� �
and Δz νð Þ

c ¼ zc � hc x νð Þ
c

� �
. Thus, the

iterations are stopped when

Δx νð Þ
c

�� ���� ��
∞ ≤ tol, e:g:, 10�3, (45)

where �k k∞ is the infinity norm and ν is the iteration counter.
Note that in Eq. (40), H xcð Þ is the Jacobian matrix of dimension (2m� 2n)

defined in the complex domain, yielding

H xcð Þ ¼Δ ∂hc xcð Þ
∂xc

¼Δ
∂hc xcð Þ
∂x

∂hc xcð Þ
∂x ∗

∂h ∗
c xcð Þ
∂x

∂h ∗
c xcð Þ
∂x ∗

0
BBB@

1
CCCA: (46)

Let Jh ¼ ∂hc xcð Þ
∂x and Jdh ¼ ∂hc xcð Þ

∂x ∗ be Jacobian submatrices of dimension (m� n).
They are obtained through the Wirtinger partial derivatives with respect to the
complex and the complex conjugate state variables using the chain differentiation
rule. Now, let us define the Jacobian matrix as

Jc xcð Þ ¼ Jh Jdh
� �

: (47)

In the important special case given by Eq. (39) where J xcð Þ is a real-valued
function of complex variables, the following property holds
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J xcð Þ∈ ) ∂h ∗
c xcð Þ
∂x

¼ ∂hc xcð Þ
∂x ∗

� � ∗

¼ Jdh
� � ∗

: (48)

Therefore, taking into account the chain rule differentiation mentioned earlier
and the property stated in Eq. (48), Eq. (46) becomes

H xcð Þ ¼
Jh Jdh

Jdh
� � ∗

Jhð Þ ∗

 !
¼

Jc xcð Þ
J ∗c xcð Þ S

 !
, (49)

where S is a swap operator that permutes blocks of m rows or blocks of n
columns depending upon whether S pre-multiples or post-multiples a matrix,
respectively. Moreover, this operator is an isomorphism from  to the dual space
 ∗ , which obeys the properties S�1 ¼ ST ¼ S. It shows that S is symmetric and is
equal to its own inverse, that is, S2 ¼ I. For instance, as shown in [2], this matrix is
defined as

S ¼Δ 0 In
In 0

� �
, (50)

where In is the (n� n)-identity matrix.
Now, the complex-valued gain matrix G x̂cð Þ in expanded form can be

expressed as

G x̂cð Þ ¼ Gxx Gx ∗ x

Gxx ∗ Gx ∗ x ∗

 !
, (51)

where Gx ∗ x ∗ ¼ Gxx
� � ∗ and Gx ∗ x ¼ Gxx ∗

� � ∗ , all of dimension (n� n). Then, it
follows from Eq. (47) that

Gxx ¼ 1
2

∂h
∂x̂

� �H

Ω�1
c

∂h
∂x̂

� �
þ ∂h

∂x̂ ∗

� �H

Ω�1
c

∂h
∂x̂ ∗

� � ! ∗" #
,

¼ 1
2

Jh
H Ω�1

c Jh þ Jdh
H
Ω�1

c Jdh
� � ∗h i

,

(52)

Similarly, we get

Gx ∗ x ¼ 1
2

∂h
∂x̂

� �H

Ω�1
c

∂h
∂x̂ ∗

� �
þ ∂h

∂x̂ ∗

� �H

Ω�1
c

∂h
∂x̂

� � ! ∗" #
,

¼ 1
2

Jh
H Ω�1

c Jdh þ Jdh
H
Ω�1

c Jh
� � ∗h i

:

(53)

The investigation of the sparsity structure of the Jacobian matrix in complex
plane given by Eq. (49), e.g., Figure 4, reveals that the Jacobian matrices in the
-domain are sparser than its counterpart in the -domain [15]. Figure 4 is
referred to the Brazilian equivalent 730-bus system which the Jacobian matrix in the
-domain has 10,396 nonzero elements, while in the -domain, it has 18,403
nonzero elements; it is about 45% sparser.
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Ωc ¼ E ωc ω
H
c

� �
is a Hermitian positive-definite covariancematrix ofωc which dimen-

sion is (2m� 2m).The superscript �ð ÞH stands forHermitian operator, i.e., the transpose
complex conjugate operation. Thus, the necessary condition of optimality is given by

∂J xcð Þ
∂xc

¼ �H xcð ÞH Ω�1
c zc � hc xcð Þð Þ ¼ 0: (40)

By applying a first-order Taylor series expansion of hc xcð Þ about x νð Þ
c , we get

hc xcð Þ ¼ hc x νð Þ
c

� �
þH x νð Þ

c

� �
xc � x νð Þ

c

� �
: (41)

By replacing Eq. (41) into Eq. (40), we obtain

H x νð Þ
c

� �H
Ω�1

c zc � hc x νð Þ
c

� �
�H x νð Þ

c

� �
xc � x νð Þ

c

� �h i
¼ 0, (42)

yielding the updated estimated state vector expressed as

x νþ1ð Þ
c ¼ x νð Þ

c þG x νð Þ
c

� ��1
H x νð Þ

c

� �H
Ω�1

c Δz νð Þ
c ,

¼ x νð Þ
c þ Δx νð Þ

c ,
(43)

where

Δx νð Þ
c ¼ G x νð Þ

c

� ��1
H x νð Þ

c

� �H
Ω�1

c Δz νð Þ
c : (44)

Notice G x νð Þ
c

� �
¼ H x νð Þ

c

� �H
Ω�1

c H x νð Þ
c

� �
and Δz νð Þ

c ¼ zc � hc x νð Þ
c

� �
. Thus, the

iterations are stopped when

Δx νð Þ
c

�� ���� ��
∞ ≤ tol, e:g:, 10�3, (45)

where �k k∞ is the infinity norm and ν is the iteration counter.
Note that in Eq. (40), H xcð Þ is the Jacobian matrix of dimension (2m� 2n)
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H xcð Þ ¼Δ ∂hc xcð Þ
∂xc
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∂hc xcð Þ
∂x

∂hc xcð Þ
∂x ∗

∂h ∗
c xcð Þ
∂x

∂h ∗
c xcð Þ
∂x ∗

0
BBB@

1
CCCA: (46)

Let Jh ¼ ∂hc xcð Þ
∂x and Jdh ¼ ∂hc xcð Þ

∂x ∗ be Jacobian submatrices of dimension (m� n).
They are obtained through the Wirtinger partial derivatives with respect to the
complex and the complex conjugate state variables using the chain differentiation
rule. Now, let us define the Jacobian matrix as

Jc xcð Þ ¼ Jh Jdh
� �

: (47)

In the important special case given by Eq. (39) where J xcð Þ is a real-valued
function of complex variables, the following property holds
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J xcð Þ∈ ) ∂h ∗
c xcð Þ
∂x

¼ ∂hc xcð Þ
∂x ∗

� � ∗

¼ Jdh
� � ∗

: (48)

Therefore, taking into account the chain rule differentiation mentioned earlier
and the property stated in Eq. (48), Eq. (46) becomes

H xcð Þ ¼
Jh Jdh

Jdh
� � ∗

Jhð Þ ∗

 !
¼

Jc xcð Þ
J ∗c xcð Þ S

 !
, (49)
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In 0

� �
, (50)

where In is the (n� n)-identity matrix.
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G x̂cð Þ ¼ Gxx Gx ∗ x
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 !
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∂x̂
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2
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The investigation of the sparsity structure of the Jacobian matrix in complex
plane given by Eq. (49), e.g., Figure 4, reveals that the Jacobian matrices in the
-domain are sparser than its counterpart in the -domain [15]. Figure 4 is
referred to the Brazilian equivalent 730-bus system which the Jacobian matrix in the
-domain has 10,396 nonzero elements, while in the -domain, it has 18,403
nonzero elements; it is about 45% sparser.
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Nonetheless, the recommended numerical procedure aiming to solve the
complex-valued power system state estimation problem is addressed by solving the
weighted form of the right-hand-side (rhs) of Eq. (40) instead of Eq. (44), yielding

~H x̂cð Þ Δx νð Þ
c ¼ Δ~zc, (54)

where ~H x̂cð Þ ¼ Ω�1=2
c H x̂cð Þ is of dimension (2m� 2n) and Δ~zc ¼ Ω�1=2

c Δzc is
of dimension (2m� 1). Thus, the incremental changes in the state vector are
calculated via

Δx νð Þ
c ¼ ~H x̂cð Þ† Δ~zc, (55)

where the † operator is defined as the Moore-Penrose pseudoinverse [3].
Aiming to avoid explicitly store, the Q-matrix, we apply the QR-transformation

to the augmented matrix, Ha x̂cð Þ, given by

Ha x̂cð Þ ¼ ~H x̂cð Þ Δ~zc
� �

: (56)

By storing the rotations in compact form, the complex-valued Jacobian matrix
can be kept constant and only the right-hand-side vector is updated throughout the
final iterations. The solution of the state vector increment given by Eq. (55) is found
by executing a simple back-substitution of Eq. (56) after performing unitary trans-
formations to the latter matrix, resulting in

Figure 4.
Sparsity structure of (a) real-valued Jacobian matrix; (b) real-valued gain matrix; (c) complex-valued
Jacobian matrix; and (d) complex-valued hessian matrix of the Brazilian equivalent 730-bus system.
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~Ha x̂cð Þ ¼ Tc Δ~~zc
� �

: (57)

Here, Tc is an upper triangular matrix of dimension (2n� 2n), and Δ~~zc com-
prises the corresponding rows in the updated rhs vector of dimension (2n� 1).
Finally, Eq. (55) is solved by performing a back-substitution via

Δx νð Þ
c ¼ Tc Δ~~zc: (58)

5.1 Small example

The one-line diagram of a 2-bus system is depicted in Figure 5. The system is
provided with two PMU measurements that meter the nodal voltage magnitudes
and phase angles and two real and reactive power flow measurements, which are
identified by means of black bullets and red triangles, respectively. In Table 6, the
transmission line parameters are given in pu.

From Figure 5, the complex power injections at sending and receiving end,
respectively, are written yielding

S1 ¼ V1 y ∗12 � j bsh12
� �

V ∗
1 � y ∗12 V

∗
2

h i
, (59)

S2 ¼ V2 y ∗12 � j bsh12
� �

V ∗
2 � y ∗12 V

∗
1

h i
: (60)

Applying the Wirtinger calculus to Eqs. (59) and (60) leads to the Jacobian
matrix given by Eq. (47) at each iteration as shown in the sequence. Here, the
complex power injection measurement at each end, i.e., S1 and S2, is equal to the
corresponding power flow measurement, i.e., S12 and S21, respectively.

Figure 5.
2-Bus power system.

Branch Series Shunt

i ! j R X Charging Y/2

pu pu MVAr pu

1-2 0.0203 0.1318 62.62 0.3131

Table 6.
Branch data.
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~Ha x̂cð Þ ¼ Tc Δ~~zc
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Here, Tc is an upper triangular matrix of dimension (2n� 2n), and Δ~~zc com-
prises the corresponding rows in the updated rhs vector of dimension (2n� 1).
Finally, Eq. (55) is solved by performing a back-substitution via
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c ¼ Tc Δ~~zc: (58)

5.1 Small example

The one-line diagram of a 2-bus system is depicted in Figure 5. The system is
provided with two PMU measurements that meter the nodal voltage magnitudes
and phase angles and two real and reactive power flow measurements, which are
identified by means of black bullets and red triangles, respectively. In Table 6, the
transmission line parameters are given in pu.

From Figure 5, the complex power injections at sending and receiving end,
respectively, are written yielding

S1 ¼ V1 y ∗12 � j bsh12
� �

V ∗
1 � y ∗12 V

∗
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h i
, (59)

S2 ¼ V2 y ∗12 � j bsh12
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∗
1

h i
: (60)

Applying the Wirtinger calculus to Eqs. (59) and (60) leads to the Jacobian
matrix given by Eq. (47) at each iteration as shown in the sequence. Here, the
complex power injection measurement at each end, i.e., S1 and S2, is equal to the
corresponding power flow measurement, i.e., S12 and S21, respectively.

Figure 5.
2-Bus power system.

Branch Series Shunt

i ! j R X Charging Y/2

pu pu MVAr pu

1-2 0.0203 0.1318 62.62 0.3131

Table 6.
Branch data.
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As observed in the above expressions of Jc, the sub-matrix Jh is more sparse than
the sub-matrix Jdh, which affects the sparsity structure of the complex-valued Jaco-
bian matrix as shown earlier in Figure 4. The state variables at each iteration are
provided in Table 7, while the estimated measured quantities are given in Table 8.

x x ν¼0ð Þ x ν¼1ð Þ x ν¼2ð Þ x ν¼3ð Þ

V1 1:0000 1:0097 1:0000 1:0001

eþj 0:0 e�j 0:1015 eþj 0:0018 eþj 0:0004

V2 1:0000 0:8973 0:8954 0:8956

eþj 0:0 e�j 14:9708 e�j 15:0924 e�j 15:0904

V ∗
1 1:0000 1:0097 1:0000 1:0001

eþj 0:0 eþj 0:1015 e�j 0:0018 e�j 0:0004

V ∗
2 1:0000 0:8973 0:8954 0:8956

eþj 0:0 eþj 14:9708 eþj 15:0924 eþj 15:0904

Table 7.
Estimated state variables.

ẑi ẑ ν¼0ð Þ ẑ ν¼1ð Þ ẑ ν¼2ð Þ ẑ ν¼3ð Þ

S12 0.0000 � j 0.3131 +1.4747 + j 0.1745 +1.8873 + j 0.4815 +1.8827 + j 0.4248

S21 0.0000 � j 0.3131 �1.4014 � j 0.0707 �1.8036 � j 0.5094 �1.7997 � j 0.4500

S1 0.0000 � j 0.3131 +1.4747 + j 0.1745 +1.8873 + j 0.4815 +1.8827 + j 0.4248

S2 0.0000 � j 0.3131 �1.4014 � j 0.0707 �1.8036 � j 0.5094 �1.7997 � j 0.4500

Table 8.
CV-estimated quantities.
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The residual vector and the chi-squared index throughout the iterations are
presented in Table 9. Notice that the estimated values obtained in the -domain are
exactly equal to those extracted from the power flow report in the -domain.
Furthermore, the Gauss-Newton iterative algorithm converges in three iterations in
both vector spaces, i.e., real and complex domain.

5.2 Performance in larger systems

In the sequel, Table 10 presents the performance on larger systems of the Gauss-
Newton method in complex plane which is highlighted in bold. In all simulations
the convergence criterion of 1� 10�3 is assumed.

The comparative analysis of the results presented in the aforementioned table
allows us to infer that the Newton-Raphson method in complex plane has very good
performance. Except for the SIN-1916 bus system, the time consuming required to
achieve the solution is lower than the remainder approaches.

6. Conclusions and future developments

The chapter’s prime goal is to present the advances aiming to solve nonlinear
system of equations in complex plane, regardless if it is exactly or overdetermined.
Firstly, it develops the former Newton-Raphson method addressed to solve exactly
determined problem. Thereafter, the weighted-least-squares (WLS) is developed

r ν¼ið Þ r ν¼0ð Þ r ν¼1ð Þ r ν¼2ð Þ r ν¼3ð Þ

rV1 0:0000þ j 0:0000 0:1991þ j 0:0000 �0:0097 þ j 0:0018 0:0000� j 0:0000

rV2 �0:1349� j 0:2333 0:1634� j 0:0000 �0:0017 � j 0:0015 0:0006� j 0:0001

rS12 1:8827 þ j 0:7375 0:4080þ j 0:2499 �0:0046� j 0:0571 �0:0000� j 0:0004

rS21 �1:7998� j 0:1366 �0:3984� j 0:3790 0:0038þ j 0:0597 �0:0001þ j 0:0003

rS1 1:8827 þ j 0:7375 0:4080þ j 0:2499 �0:0046� j 0:0571 �0:0000� j 0:0004

rS2 �1:7998� j 0:1366 �0:3984� j 0:3790 0:0038þ j 0:0597 �0:0001þ j 0:0003

J x̂ð Þ ν¼ið Þ 14:7654 1:1288 0:013825 8:8� 10�7

Table 9.
CV-residual vector.

CV-Jacobian matrix
dimension
2m� 2n

Algorithms Number of
iterations

Time/
iteration (s)

Total time
(s)

IEEE-14 60� 28 3:CV�NRM rð Þ 3 0:045303 0:108547

IEEE-30 124� 60 3:CV�NRM rð Þ 3 0:067118 0:158415

IEEE-118 368� 236 3:CV�NRM rð Þ 8 0:150205 1:064942

SIN-340 1704� 680 3:CV�NRM rð Þ 7 0:992872 6:724038

SIN-1916 9642� 3832 3:CV�NRM rð Þ 8 29:856246 242:695989

(r)—rectangular coordinates; tol.—1� 10�3.

Table 10.
Performance in larger systems—overdetermined matrices.
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The residual vector and the chi-squared index throughout the iterations are
presented in Table 9. Notice that the estimated values obtained in the -domain are
exactly equal to those extracted from the power flow report in the -domain.
Furthermore, the Gauss-Newton iterative algorithm converges in three iterations in
both vector spaces, i.e., real and complex domain.

5.2 Performance in larger systems

In the sequel, Table 10 presents the performance on larger systems of the Gauss-
Newton method in complex plane which is highlighted in bold. In all simulations
the convergence criterion of 1� 10�3 is assumed.

The comparative analysis of the results presented in the aforementioned table
allows us to infer that the Newton-Raphson method in complex plane has very good
performance. Except for the SIN-1916 bus system, the time consuming required to
achieve the solution is lower than the remainder approaches.

6. Conclusions and future developments

The chapter’s prime goal is to present the advances aiming to solve nonlinear
system of equations in complex plane, regardless if it is exactly or overdetermined.
Firstly, it develops the former Newton-Raphson method addressed to solve exactly
determined problem. Thereafter, the weighted-least-squares (WLS) is developed

r ν¼ið Þ r ν¼0ð Þ r ν¼1ð Þ r ν¼2ð Þ r ν¼3ð Þ

rV1 0:0000þ j 0:0000 0:1991þ j 0:0000 �0:0097 þ j 0:0018 0:0000� j 0:0000

rV2 �0:1349� j 0:2333 0:1634� j 0:0000 �0:0017 � j 0:0015 0:0006� j 0:0001
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Table 9.
CV-residual vector.

CV-Jacobian matrix
dimension
2m� 2n

Algorithms Number of
iterations

Time/
iteration (s)

Total time
(s)

IEEE-14 60� 28 3:CV�NRM rð Þ 3 0:045303 0:108547

IEEE-30 124� 60 3:CV�NRM rð Þ 3 0:067118 0:158415
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through the Gauss-Newton method. In both cases the applications are carried out on
small examples and larger systems. All results demonstrate the advantages of the
algorithms developed in complex plane over the former procedure, although the
computational burden is still a bottleneck for larger systems. Highlight that there
are many enhancements that can be addressed to mitigate this problem. To cite a
few, they are shown as follows:

1.Ordering schemes based on rows overlapped by columns ordering schemes
[12, 13].

2.Suppressing of complex conjugate calculation storing during the Jacobian
matrices building.

Nomenclature

xc Vector of the state variables in the conjugate coordinate system
x, x ∗ Complex and complex conjugate state variables
t, t ∗ Complex and complex conjugate tap position
ℜ �f g, ℑ �f g Real and imaginary part of a complex variable
J Complex-valued Jacobian matrix for the exactly determined system

of equations
H Complex-valued Jacobian matrix for the overdetermined system of

equations
M Complex-valued mismatch vector
�ð Þc Quantity in the conjugate coordinate system
�k k2 Squared Euclidean norm
�k k∞ Infinity norm

ν Iteration counter
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Chapter 5

Variable Exponent Spaces
of Analytic Functions
Gerardo A. Chacón and Gerardo R. Chacón

Abstract

Variable exponent spaces are a generalization of Lebesgue spaces in which the
exponent is a measurable function. Most of the research done in this topic has been
situated under the context of real functions. In this work, we present two examples
of variable exponent spaces of analytic functions: variable exponent Hardy spaces
and variable exponent Bergman spaces. We will introduce the spaces together with
some basic properties and the main techniques used in the context. We will show
that in both cases, the boundedness of the evaluation functionals plays a key role in
the theory. We also present a section of possible directions of research in this topic.

Keywords: variable exponents, Hardy spaces, Bergman spaces, Carleson measures,
analytic functions

1. Introduction

In recent years the interest for nonstandard function spaces has risen due to
several considerations including their need in some fields of applied mathematics,
differential equations, and simply the possibility to study extensions and general-
izations of classical spaces.

One of such type of spaces is the variable exponent Lebesgue spaces. A first
introduction to them was due to Orlicz in 1931. He considered measurable functions
u such that

ð1
0
u xð Þj jp xð Þdx<∞,

the usual exponent p from the classical theory of Lebesgue spaces is replaced by
a suitable function p �ð Þ. Orlicz was interested in the summability of Fourier series
which led him to consider spaces of sequences anð Þ so that

X∞
n¼1

λanj jpn <∞,

for λ>0 and pn ∈ 1,∞½ Þ.
Later generalizations consisted on considering real functions u on a domain Ω

such that
ð

Ω
φ x, ju xð Þjð Þdx<∞,
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where

φ : Ω� 0,∞½ Þ ! 0,∞½ Þ

is a suitable function. Such spaces are known nowadays as Musielak-Orlicz
spaces. We are interested in the case

φ x, yð Þ ¼ yp xð Þ,

which corresponds to variable exponent Lebesgue spaces, with some adequate
restrictions for the exponent p.

The study of problems in spaces with nonstandard growth has been mainly
related to Lebesgue spaces with variable order p xð Þ, to the corresponding Sobolev
spaces, and to generalized Orlicz spaces (see surveys [1, 2]). The investigation of
structural properties of variable exponent spaces and of operator theory in such
spaces is of interest not only due to their intriguing mathematical structure—also
worthy of investigation—but because such spaces appear in applications. One of
these applications is the mathematical modeling of inhomogeneous materials, like
electrorheological fluids. These are special viscous liquids that have the ability to
change their mechanical properties significantly when they come in contact with an
electric field. This can be explored in technological applications, like photonic
crystals, smart inks, heterogeneous polymer composites, etc. [3–6].

Another known application is related to image restoration. Based on variable
exponent spaces, the authors of [7] proposed a new model of image restoration
combining the strength of the total variation approach and the isotropic diffusion
approach. This model uses one value of p near the edge of images and another one
near smooth regions, which leads to the variable exponent setting of the problem.
Other references discussing image processing are [8–13]. This theory has also been
applied to differential equations with nonstandard growth (see [14, 15]).

The theory of spaces of analytic functions on domains of the complex plane, or
in general of n, happens in parallel. Starting from the classical Hardy Hp ð Þ and
Bergman Ap ð Þ spaces, the functional Banach spaces have had a preferential study.

A Banach space X of complex-valued functions on a domain Ω is said to be a
functional Banach space (cf. [16]) if the following hold:

• Vectorial operations are precisely the pointwise operations on Ω.

• If f xð Þ ¼ g xð Þ for every x∈Ω, then f ¼ g.

• If f xð Þ ¼ f yð Þ for every f ∈X , then x ¼ y.

• Evaluation functionals x↦f xð Þ are continuous on X .

Classical Hardy and Bergman spaces are examples of functional Banach spaces.
In the case of spaces of analytic functions, the evaluation functionals Kx fð Þ ¼ f xð Þ
(x∈Ω) are an extension of the well-known reproducing kernels in Hilbert spaces of
analytic functions. The analyticity property of the functions in the space interacts
with the Banach space structure by means of the continuity of evaluation func-
tionals raising a fruitful relation between function theory and operator theory.

The setting of nonstandard spaces of analytic functions is a young area of
research; a lot is yet to be explored. In this chapter, an introduction to the subject of
variable exponent spaces of analytic functions will be given, making emphasis in the
special place that evaluation functionals have in the theory.
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2. Variable exponents

Perhaps the most known function spaces in mathematical analysis are the
Lebesgue spaces Lp. These are a fundamental basis of measure theory, functional
analysis, harmonic analysis, and differential equations, among other areas. A recent
generalization is the so-called variable exponent Lebesgue spaces. In this case, the
defining parameter p is allowed to vary.

The basics on variable Lebesgue spaces may be found in themonographs [1, 17, 18].
For Ω⊂d we put pþΩ ≔ esssupx∈Ω p xð Þ and p�Ω ≔ ess inf x∈Ω p xð Þ; we use the
abbreviations pþ ¼ pþΩ and p� ¼ p�Ω. For a measurable function p : Ω ! 1,∞½ Þ, we call
it a variable exponent and define the set of all variable exponents with pþ <∞ as P Ωð Þ.

For a complex-valued measurable function φ : Ω ! , we define the modular
ρp �ð Þ,μ by

ρp �ð Þ,μ φð Þ≔
ð

Ω

φ xð Þj jp xð Þ dμ xð Þ

and the Luxemburg-Nakano norm by

∥φ∥Lp �ð Þ Ω,μð Þ ≔ inf λ>0 : ρp �ð Þ,μ
φ

λ

� �
⩽ 1

n o
: (1)

Given p �ð Þ∈P Ωð Þ, the variable Lebesgue space Lp �ð Þ Ω, μð Þ is defined as the set of all
complex-valued measurable functions φ : Ω !  for which the modular is finite, i.e.,
ρp �ð Þ,μ φð Þ<∞: Equipped with the Luxemburg-Nakano norm (1) is a Banach space.

Most of the research being done on variable exponent spaces makes use of a
regularity condition in the variable exponent in order to have a “fruitful” theory.

Definition 1. A function p : Ω !  is said to be log -Hölder continuous—or
satisfy the Dini-Lipschitz condition on Ω if there exists a positive constant Clog

such that

∣p xð Þ � p yð Þ∣⩽ Clog

log 1=jx� yjð Þ ,

for all x, y∈Ω such that ∣x� y∣< 1=2, from which we obtain

∣p xð Þ � p yð Þ∣ ≤ 2ℓClog

log 2ℓ
∣x�y∣

� �

for all x, y∈Ω such that ∣x� y∣<ℓ. We will write p �ð Þ∈Plog Ωð Þwhen p �ð Þ is log -
Hölder continuous.

This condition has proven to be very useful in the theory since, among other
things, it implies the boundedness of the Hardy-Littlewood maximal operator in
Lp �ð Þ Ωð Þ. Such operator is defined as

Mf xð Þ≔ sup
r>0

1
∣B x, rð Þ∣

ð

B x,rð Þ
∣f yð Þ∣dy

and represents an important tool in harmonic analysis. We used it in [19] to show
that the Bergman projection is bounded on variable exponent Bergman spaces.

Another consequence of the log -Hölder condition is the following inequality
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Bj jp� Bð Þ�pþ Bð Þ ≤C,

that hold for all balls B⊂. Here ∣B∣ stands for the Lebesgue measure of B,
pþ Bð Þ ¼ ess supz∈Bp zð Þ, and p� Bð Þ ¼ ess inf z∈Bp zð Þ. This will be a useful tool
when studying complex function spaces since it allows to pass from an exponent
that varies over a ball to a constant exponent at the center of such ball.

One interesting point of the theory of variable exponents is that, in general, the
classical approach to Bergman spaces seems to fail in the variable framework. For
example, in [19] it is shown that the Bergman projection is bounded from Ap �ð Þ ð Þ
to Ap �ð Þ ð Þ. This is done by using the theory of Békollé-Bonami weights and a
theorem that extends Rubio de Francia’s extrapolation theory to variable Lebesgue
spaces. This method is quite different from the usual ways of showing that the
Bergman projection is bounded, which use either Schur’s test or Calderón-
Zygmund theory.

3. Variable exponent Hardy spaces

In this section we will give an introduction to the variable exponent Hardy
spaces and the results and techniques that are usually found. We will follow the
presentation as in [20].

Definition 2. For each z in the unit disk , the Poisson kernel P z, ζð Þ is
defined as

P z, ζð Þ ¼ 1� zj j2
z� ζj j2 ,

and the Poisson transform of a function f ∈Lp �ð Þ ð Þ is defined as

Pf zð Þ ¼
ð


P z, ζð Þf ζð Þm ζð Þ,

where m denotes the normalized Lebesgue measure on .
We will use the following result from [21]:
Theorem 3. Suppose that p is log -Hölder continuous. For each 0≤ r< 1, and

f ∈Lp �ð Þ ð Þ, the linear operator Pr : Lp �ð Þ ð Þ ! Lp �ð Þ ð Þ defined as

Prf ζð Þ ¼ Pf rζð Þ

is uniformly bounded on Lp �ð Þ ð Þ, ∥Pr fð Þ∥Lp �ð Þ ð Þ≲∥f∥Lp �ð Þ ð Þ, and for every

f ∈Lp �ð Þ ð Þ,

∥f � Prf∥Lp �ð Þ ð Þ ! 0, as r ! 1�:

We are now ready to define the harmonic Hardy spaces with variable
exponents. Given f :  !  and 0≤ r< 1, the dilations f r :  !  of f are defined as
f r ζð Þ ¼ f rζð Þ.

Definition 4. The variable exponent harmonic Hardy space hp �ð Þ ð Þ is defined as
the space of harmonic functions f :  !  such that
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∥f∥hp �ð Þ ð Þ ¼ sup
0≤ r< 1

∥ f r∥Lp �ð Þ ð Þ <∞:

Notice that, since Pf is harmonic for f ∈Lp �ð Þ ð Þ, then Theorem 3 shows that the
Poisson transform P : Lp �ð Þ ð Þ ! hp �ð Þ ð Þ is bounded. Moreover, we have the fol-
lowing theorem analogous to the constant exponent context.

Theorem 5. Suppose that p : 0, 2π½ � ! 1,∞½ Þ is log -Hölder continuous. Then for
every U ∈ hp �ð Þ ð Þ, there exists u∈Lp �ð Þ ð Þ such that Pu ¼ U and moreover,
∥U∥hp �ð Þ ð Þ � ∥u∥Lp �ð Þ ð Þ.

Theorem 6. The following chain of inclusions holds

hp
þ
ð Þ⊂ hp �ð Þ ð Þ⊂ hp

�
ð Þ,

and moreover, the inclusions are continuous.
Definition 7. The variable exponent Hardy space Hp �ð Þ ð Þ is defined as the space

of analytic functions f :  !  such that f ∈ hp �ð Þ ð Þ.
In an analogous way to the classical setting Hp �ð Þ ð Þ can be identified with the

subspace of functions in Lp �ð Þ ð Þ whose negative Fourier coefficients are zero, and
as such, Hp �ð Þ ð Þ is a Banach space.

Recall that for all functions f ∈H1 ð Þ, we have the reproducing formula:

f zð Þ ¼
ð



f ζð Þ
1� ζz

dm ζð Þ:

For each z∈, the functions Kz :  !  defined as

Kz wð Þ ¼ 1
1� zw

,

are called reproducing kernels. They are bounded on  and consequently belong
to every space Hp �ð Þ ð Þ. Moreover, as a consequence of the reproducing formula and
the Hahn-Banach theorem, the linear span of Kz : z∈f g is dense in Hp �ð Þ ð Þ.
Consequently, the set of polynomials is also dense in Hp �ð Þ ð Þ.

Theorem 8. For each z∈ consider the linear functional γz : H
p �ð Þ ð Þ !  defined

as γz fð Þ ¼ f zð Þ. Then γz is a bounded operator for every z ¼ ∣z∣eiθ ∈ and

∥γz∥≲
1

1�jzjð Þ1=p θð Þ :

Consequently, the convergence in the Hp �ð Þ ð Þ-norm implies the uniform convergence
on compact subsets of .

The main tool for proving the previous theorem is following the version of a
Forelli-Rudin inequality, adapted to the case of variable exponents. Here, the Log-
Hölder continuity plays a key role.

Lemma 9. Suppose p : 0, 2π½ � ! 1,∞½ Þ and q : 0, 2π½ � ! 1,∞½ Þ are such that 1
p θð Þ þ

1
q θð Þ ¼ 1 for every θ∈ 0, 2π½ �. Let 1=2< r< 1 and z ¼ ∣z∣eiθ. Define the function φ :

0, 2π½ � ! þ as

φ tð Þ ¼ 1�jzjð Þ1=q θð Þ

∣1� ∣z∣rei t�θð Þ∣
:
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Bj jp� Bð Þ�pþ Bð Þ ≤C,

that hold for all balls B⊂. Here ∣B∣ stands for the Lebesgue measure of B,
pþ Bð Þ ¼ ess supz∈Bp zð Þ, and p� Bð Þ ¼ ess inf z∈Bp zð Þ. This will be a useful tool
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theorem that extends Rubio de Francia’s extrapolation theory to variable Lebesgue
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Bergman projection is bounded, which use either Schur’s test or Calderón-
Zygmund theory.

3. Variable exponent Hardy spaces

In this section we will give an introduction to the variable exponent Hardy
spaces and the results and techniques that are usually found. We will follow the
presentation as in [20].

Definition 2. For each z in the unit disk , the Poisson kernel P z, ζð Þ is
defined as

P z, ζð Þ ¼ 1� zj j2
z� ζj j2 ,

and the Poisson transform of a function f ∈Lp �ð Þ ð Þ is defined as

Pf zð Þ ¼
ð


P z, ζð Þf ζð Þm ζð Þ,

where m denotes the normalized Lebesgue measure on .
We will use the following result from [21]:
Theorem 3. Suppose that p is log -Hölder continuous. For each 0≤ r< 1, and

f ∈Lp �ð Þ ð Þ, the linear operator Pr : Lp �ð Þ ð Þ ! Lp �ð Þ ð Þ defined as

Prf ζð Þ ¼ Pf rζð Þ

is uniformly bounded on Lp �ð Þ ð Þ, ∥Pr fð Þ∥Lp �ð Þ ð Þ≲∥f∥Lp �ð Þ ð Þ, and for every

f ∈Lp �ð Þ ð Þ,

∥f � Prf∥Lp �ð Þ ð Þ ! 0, as r ! 1�:

We are now ready to define the harmonic Hardy spaces with variable
exponents. Given f :  !  and 0≤ r< 1, the dilations f r :  !  of f are defined as
f r ζð Þ ¼ f rζð Þ.

Definition 4. The variable exponent harmonic Hardy space hp �ð Þ ð Þ is defined as
the space of harmonic functions f :  !  such that
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∥f∥hp �ð Þ ð Þ ¼ sup
0≤ r< 1

∥ f r∥Lp �ð Þ ð Þ <∞:

Notice that, since Pf is harmonic for f ∈Lp �ð Þ ð Þ, then Theorem 3 shows that the
Poisson transform P : Lp �ð Þ ð Þ ! hp �ð Þ ð Þ is bounded. Moreover, we have the fol-
lowing theorem analogous to the constant exponent context.

Theorem 5. Suppose that p : 0, 2π½ � ! 1,∞½ Þ is log -Hölder continuous. Then for
every U ∈ hp �ð Þ ð Þ, there exists u∈Lp �ð Þ ð Þ such that Pu ¼ U and moreover,
∥U∥hp �ð Þ ð Þ � ∥u∥Lp �ð Þ ð Þ.

Theorem 6. The following chain of inclusions holds

hp
þ
ð Þ⊂ hp �ð Þ ð Þ⊂ hp

�
ð Þ,

and moreover, the inclusions are continuous.
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of analytic functions f :  !  such that f ∈ hp �ð Þ ð Þ.
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Recall that for all functions f ∈H1 ð Þ, we have the reproducing formula:

f zð Þ ¼
ð



f ζð Þ
1� ζz

dm ζð Þ:

For each z∈, the functions Kz :  !  defined as

Kz wð Þ ¼ 1
1� zw

,

are called reproducing kernels. They are bounded on  and consequently belong
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p �ð Þ ð Þ !  defined

as γz fð Þ ¼ f zð Þ. Then γz is a bounded operator for every z ¼ ∣z∣eiθ ∈ and

∥γz∥≲
1

1�jzjð Þ1=p θð Þ :

Consequently, the convergence in the Hp �ð Þ ð Þ-norm implies the uniform convergence
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1
q θð Þ ¼ 1 for every θ∈ 0, 2π½ �. Let 1=2< r< 1 and z ¼ ∣z∣eiθ. Define the function φ :

0, 2π½ � ! þ as

φ tð Þ ¼ 1�jzjð Þ1=q θð Þ

∣1� ∣z∣rei t�θð Þ∣
:
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Then if φ tð Þ> 1, it holds that

φ tð Þp tð Þ≲φ tð Þp θð Þ:

4. Variable exponent Bergman spaces

The theory of Bergman spaces was introduced by S. Bergman in [22] and since
the 1990s has gained a great deal of attention mainly due to some major break-
throughs at the time. For details on the theory of Bergman spaces, we refer to the
books [5, 23].

Definition 10. Given a measurable function p∈P ð Þ, we define the variable
exponent Bergman space Ap �ð Þ ð Þ as the space of all analytic functions on  that
belong to the variable exponent Lebesgue space Lp �ð Þ ð Þ with respect to the area
measure dA on the unit disk , i.e.,

Ap �ð Þ ð Þ ¼ f is an analytic function and
ð


f zð Þj jp zð ÞdA zð Þ<∞

� �
:

One of the first results proven in [19] about this theory was the boundedness of
the evaluation functionals that, as we saw before, will allow us to conclude that
convergence in Ap �ð Þ ð Þ implies uniform convergence on compact subsets of  and
consequently Lp �ð Þ-limits of sequences in Ap �ð Þ ð Þ are analytic. Hence Ap �ð Þ ð Þ is a
closed subspace of Lp �ð Þ ð Þ (and hence a Banach space). The first approach to such
result used the following interpolation result based on Forelli-Rudin estimates:

Lemma 11. Let p∈P ð Þ, then for every function f ∈Lp �ð Þ ð Þ we have

∥f∥Lp �ð Þ ð Þ ⩽ ∥f∥1=p
þ

L1 ð Þ∥f∥
1�1=pþ

L∞ ð Þ :

Using different techniques, the following sharp estimate was obtained in [24]:
Theorem 12. Let p �ð Þ∈Plog ð Þ. Then for every z∈ we have that

∥γz∥p �ð Þ≍
1

1� zj j2
� �2=p zð Þ : (2)

The proof of this fact relies on the Log-Hölder condition and on the following
version of a Jensen-type inequality for variable exponent spaces (see [17]).

Lemma 13. Suppose that p �ð Þ∈Plog ð Þ and let

1
q z, yð Þ ≔ max

1
p zð Þ �

1
p yð Þ, 0

� �
:

Then for 0< γ < 1,

⨏
B x;rð Þ

jf yð ÞjdA yð Þ
 !p zð Þ

≲ ⨏
B x;rð Þ

f yð Þj jp yð ÞdA yð Þ þ ⨏
B x;rð Þ

γq z;yð ÞdA yð Þ

for all z∈B x, rð Þ provided that ∥f∥Lp �ð Þ ð Þ ⩽ 1: The constant depends on γ and p �ð Þ.
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The additional term that appears in the previous inequality makes the bounded-
ness of the domain a necessary condition to use such technique. One question to
address in future investigations is how the situation is for Bergman spaces defined
on unbounded domains. In such case, the error term accumulates despite the regu-
larity condition on p �ð Þ, and consequently a different technique is needed.

4.1 Mollified dilations

One technique developed to study variable exponent Bergman spaces is a com-
bination of mollifiers and dilations. Such concept was developed for studying the
density of the set of polynomials in Bergman spaces. In the classical case, this is a
consequence of the fact that convergence in Ap ð Þ implies convergence on compact
subsets of  and that for any f ∈Ap ð Þ, its radial dilations

f r zð Þ ¼ f rzð Þ

converge in norm to f for r ! 1�. This is a simple fact that depends on the
dilation-invariant nature of Bergman Spaces, something that does not hold in the
case of variable exponent Bergman spaces. This is one of the main difficulties for
generalizing the classical theory.

One way of overcoming this problem in the case of variable exponent Lebesgue
spaces is the use of a mollification operator. But in the case of the unit disk, changes
need to be made. That is, when we had the idea to introduce a mollified dilation,
given a function f ∈Ap �ð Þ ð Þ and r∈ 1

2 , 1
� �

, define the mollified dilation
f r :

1þr
2r  !  of f as

f r zð Þ≔
ð


f rwð Þηr z� wð ÞdA wð Þ:

where ρ stands for the complex disk with radius ρ,

ηr zð Þ≔ 4r2

1� rð Þ2 η
2rz
1� r

� �

and

η zð Þ≔ exp
1

zj j2 � 1

 !
, if ∣z∣< 1,

0, if ∣z∣⩾ 1,

8><
>:

Mollified dilations allow us to approximate analytic functions in the variable
exponent Bergman spaces by functions that are analytic on a neighborhood of the
unit disk.

Theorem 14. Let p∈Plog ð Þ and let f ∈Ap �ð Þ ð Þ. Then for ½⩽ r< 1,
f r ∈Ap �ð Þ ð Þ, and

sup
½⩽ r< 1

∥ f r∥Ap �ð Þ ð Þ≲ ∥f∥Ap �ð Þ ð Þ:

Moreover, ∥ f r � f∥Ap �ð Þ ð Þ ! 0 as r ! 1�.
As a consequence of the previous theorem, we can approximate a function

f ∈Ap �ð Þ ð Þ by a function f r which is analytic in 1þr
2r . Hence, the sequence of Taylor
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Then if φ tð Þ> 1, it holds that
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The theory of Bergman spaces was introduced by S. Bergman in [22] and since
the 1990s has gained a great deal of attention mainly due to some major break-
throughs at the time. For details on the theory of Bergman spaces, we refer to the
books [5, 23].
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exponent Bergman space Ap �ð Þ ð Þ as the space of all analytic functions on  that
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� �
:
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the evaluation functionals that, as we saw before, will allow us to conclude that
convergence in Ap �ð Þ ð Þ implies uniform convergence on compact subsets of  and
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result used the following interpolation result based on Forelli-Rudin estimates:

Lemma 11. Let p∈P ð Þ, then for every function f ∈Lp �ð Þ ð Þ we have
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þ
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Using different techniques, the following sharp estimate was obtained in [24]:
Theorem 12. Let p �ð Þ∈Plog ð Þ. Then for every z∈ we have that

∥γz∥p �ð Þ≍
1

1� zj j2
� �2=p zð Þ : (2)

The proof of this fact relies on the Log-Hölder condition and on the following
version of a Jensen-type inequality for variable exponent spaces (see [17]).

Lemma 13. Suppose that p �ð Þ∈Plog ð Þ and let

1
q z, yð Þ ≔ max

1
p zð Þ �

1
p yð Þ, 0

� �
:

Then for 0< γ < 1,

⨏
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jf yð ÞjdA yð Þ
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≲ ⨏
B x;rð Þ

f yð Þj jp yð ÞdA yð Þ þ ⨏
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γq z;yð ÞdA yð Þ

for all z∈B x, rð Þ provided that ∥f∥Lp �ð Þ ð Þ ⩽ 1: The constant depends on γ and p �ð Þ.
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The additional term that appears in the previous inequality makes the bounded-
ness of the domain a necessary condition to use such technique. One question to
address in future investigations is how the situation is for Bergman spaces defined
on unbounded domains. In such case, the error term accumulates despite the regu-
larity condition on p �ð Þ, and consequently a different technique is needed.

4.1 Mollified dilations

One technique developed to study variable exponent Bergman spaces is a com-
bination of mollifiers and dilations. Such concept was developed for studying the
density of the set of polynomials in Bergman spaces. In the classical case, this is a
consequence of the fact that convergence in Ap ð Þ implies convergence on compact
subsets of  and that for any f ∈Ap ð Þ, its radial dilations

f r zð Þ ¼ f rzð Þ

converge in norm to f for r ! 1�. This is a simple fact that depends on the
dilation-invariant nature of Bergman Spaces, something that does not hold in the
case of variable exponent Bergman spaces. This is one of the main difficulties for
generalizing the classical theory.

One way of overcoming this problem in the case of variable exponent Lebesgue
spaces is the use of a mollification operator. But in the case of the unit disk, changes
need to be made. That is, when we had the idea to introduce a mollified dilation,
given a function f ∈Ap �ð Þ ð Þ and r∈ 1

2 , 1
� �

, define the mollified dilation
f r :

1þr
2r  !  of f as

f r zð Þ≔
ð


f rwð Þηr z� wð ÞdA wð Þ:

where ρ stands for the complex disk with radius ρ,

ηr zð Þ≔ 4r2

1� rð Þ2 η
2rz
1� r

� �

and

η zð Þ≔ exp
1

zj j2 � 1

 !
, if ∣z∣< 1,

0, if ∣z∣⩾ 1,

8><
>:

Mollified dilations allow us to approximate analytic functions in the variable
exponent Bergman spaces by functions that are analytic on a neighborhood of the
unit disk.

Theorem 14. Let p∈Plog ð Þ and let f ∈Ap �ð Þ ð Þ. Then for ½⩽ r< 1,
f r ∈Ap �ð Þ ð Þ, and

sup
½⩽ r< 1

∥ f r∥Ap �ð Þ ð Þ≲ ∥f∥Ap �ð Þ ð Þ:

Moreover, ∥ f r � f∥Ap �ð Þ ð Þ ! 0 as r ! 1�.
As a consequence of the previous theorem, we can approximate a function

f ∈Ap �ð Þ ð Þ by a function f r which is analytic in 1þr
2r . Hence, the sequence of Taylor
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polynomials associated with f r converges uniformly on  to f r. Therefore, given
ε>0, there exists 1=2≤ r< 1 such that ∥f � f r∥Ap �ð Þ ð Þ < ε=2. And there exists a
polynomial p such that ∥p� f r∥Ap �ð Þ ð Þ < ε=2.

4.2 Carleson measures

Another classical problem that has a variable exponent equivalent consists on
finding a geometrical characterization of Carleson measures in variable exponent
Bergman spaces. Given a positive Borel measure μ defined on the unit disk , we
say that μ is a Carleson measure for the variable exponent Bergman space Ap �ð Þ ð Þ if
there exists a constant C>0 such that

∥f∥Lp �ð Þ ,μð Þ ⩽C∥f∥Ap �ð Þ ð Þ:

In other words, μ is a Carleson measure on Ap �ð Þ ð Þ if Ap �ð Þ ð Þ is continuously
embedded in Lp �ð Þ , μð Þ.

Lennart Carleson gave a geometric characterization of Carleson measures on
Hardy spaces Hp and used this result in his proof of the Corona theorem and some
interpolation problems (cf. [25]). After that, Carleson measures have gained inter-
est, and a geometric characterization is usually important in spaces of analytic
functions.

In the case of the classical Bergman spaces Ap ð Þ, Carleson measures are char-
acterized in terms of the measure on pseudo-hyperbolic disks (see [26]). An inter-
esting fact is the independence of the characterization on the exponent p. In the case
of variable exponent Bergman spaces, the independence of p �ð Þ does not hold unless
the p �ð Þ satisfies the Log-Hölder condition. The counterexample for the general case
and the theorem for the restricted case were found in [24].

Theorem 15. Let μ be a finite, positive Borel measure on  and p �ð Þ∈Plog ð Þ. Then
μ is a Carleson measure for Ap �ð Þ ð Þ if and only if there exists a constant C>0 such that
for every 0< r< 1 and every a∈, μ Dr að Þð Þ≤C∣Dr að Þ∣, where Dr að Þ denotes pseudo-
hyperbolic disk with center at a∈ and radius r:

Dr að Þ≔ z∈ :
a� z
1� az

���
���< r

n o
:

The main tool for the proof of the previous theorem is Eq. (2) that implies the
following estimate for the reproducing kernels.

Theorem 16. Let p �ð Þ∈Plog ð Þ. Then for every z∈ we have that

∥kz∥Ap �ð Þ ð Þ≍
1

1� zj j2
� �2 1�1=p zð Þð Þ :

5. Open problems

5.1 Zero sets

An interesting area will be to study some analytic properties of functions
belonging to variable exponent Bergman spaces. One starting point will be to study
the structure of zero sets in the space.
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A sequence of points znf g⊂ is a zero set for the Bergman space Ap ð Þ if there
exists f ∈Ap ð Þ such that f znð Þ ¼ 0 for all n and f zð Þ 6¼ 0 if z �∈ znf g.

Although the problem of completely describing the zero sets in Ap ð Þ is still
open, some information is available. For example, if n rð Þ denotes the number of
zeroes of a function f ∈Ap ð Þ having modulus smaller than r>0, then it is
known that

n rð Þ ¼ O
1

1� r
log

1
1� r

� �� �
, r ! 1�:

This result depends on studying the radial growth of functions in the
Bergman space and on Jensen’s formula for the sequence zkf g of zeroes of f such
that ∣zkÞ< r.

log ∣f 0ð Þ∣ ¼
Xn rð Þ

k¼1

log
∣zk∣
r

� �
þ 1
2π

ð2π
0
log ∣f reiθ

� �
∣dθ:

This equation holds for every analytic function on . Consequently, if we want
to find out whether a similar result about the growth of the zeroes holds in the
variable exponent case, then it is necessary to study the radial growth of functions
in Ap �ð Þ ð Þ. Such results, in the case of a constant exponent again, depend on the
subharmonicity of fj jp.

Another result involving zero sets is that if f 0ð Þ 6¼ 0, then

Yn rð Þ

k¼1

1
∣zk∣

¼ O n rð Þ1=p
� �

, r ! 1�:

Finding an extension of such result to variable exponents would include making
sense of the right-hand side term that is not even clear in this context.

5.2 Sampling sequences

A related concept that we would like to address in variable exponent Bergman
spaces is that of sampling sequences. A sequence of points zkf g⊂ is sampling in
Ap ð Þ if there exists constants c>0 and C>0 such that for all f ∈Ap ð Þ

c∥f∥pp ≤
X∞

k¼1

1� zkj j2
� �2

f zkð Þj jp ≤C∥f∥pp:

One difference that is expected to occur in the case of variable exponents is that
sampling sequences will probably not be invariant under automorphism of the unit
disk. This is true for a constant exponent, and it will be interesting to find counter-
examples if the exponent varies. Sampling sequences are related to the concept of
“frames” in Hilbert spaces and can be thought as sequences that contain great
information of the space. It is expected that a sampling sequence is a somehow “big”
and “spread out” subset of the unit disk. The notion is clearly related in Ap to the
concept of Carleson measures.

If we define a discrete measure μ as

μ ¼
X∞

k¼1

1� zkj j2
� �2

δzk
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polynomials associated with f r converges uniformly on  to f r. Therefore, given
ε>0, there exists 1=2≤ r< 1 such that ∥f � f r∥Ap �ð Þ ð Þ < ε=2. And there exists a
polynomial p such that ∥p� f r∥Ap �ð Þ ð Þ < ε=2.

4.2 Carleson measures

Another classical problem that has a variable exponent equivalent consists on
finding a geometrical characterization of Carleson measures in variable exponent
Bergman spaces. Given a positive Borel measure μ defined on the unit disk , we
say that μ is a Carleson measure for the variable exponent Bergman space Ap �ð Þ ð Þ if
there exists a constant C>0 such that

∥f∥Lp �ð Þ ,μð Þ ⩽C∥f∥Ap �ð Þ ð Þ:

In other words, μ is a Carleson measure on Ap �ð Þ ð Þ if Ap �ð Þ ð Þ is continuously
embedded in Lp �ð Þ , μð Þ.

Lennart Carleson gave a geometric characterization of Carleson measures on
Hardy spaces Hp and used this result in his proof of the Corona theorem and some
interpolation problems (cf. [25]). After that, Carleson measures have gained inter-
est, and a geometric characterization is usually important in spaces of analytic
functions.

In the case of the classical Bergman spaces Ap ð Þ, Carleson measures are char-
acterized in terms of the measure on pseudo-hyperbolic disks (see [26]). An inter-
esting fact is the independence of the characterization on the exponent p. In the case
of variable exponent Bergman spaces, the independence of p �ð Þ does not hold unless
the p �ð Þ satisfies the Log-Hölder condition. The counterexample for the general case
and the theorem for the restricted case were found in [24].

Theorem 15. Let μ be a finite, positive Borel measure on  and p �ð Þ∈Plog ð Þ. Then
μ is a Carleson measure for Ap �ð Þ ð Þ if and only if there exists a constant C>0 such that
for every 0< r< 1 and every a∈, μ Dr að Þð Þ≤C∣Dr að Þ∣, where Dr að Þ denotes pseudo-
hyperbolic disk with center at a∈ and radius r:

Dr að Þ≔ z∈ :
a� z
1� az

���
���< r

n o
:

The main tool for the proof of the previous theorem is Eq. (2) that implies the
following estimate for the reproducing kernels.

Theorem 16. Let p �ð Þ∈Plog ð Þ. Then for every z∈ we have that

∥kz∥Ap �ð Þ ð Þ≍
1

1� zj j2
� �2 1�1=p zð Þð Þ :

5. Open problems

5.1 Zero sets

An interesting area will be to study some analytic properties of functions
belonging to variable exponent Bergman spaces. One starting point will be to study
the structure of zero sets in the space.
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A sequence of points znf g⊂ is a zero set for the Bergman space Ap ð Þ if there
exists f ∈Ap ð Þ such that f znð Þ ¼ 0 for all n and f zð Þ 6¼ 0 if z �∈ znf g.

Although the problem of completely describing the zero sets in Ap ð Þ is still
open, some information is available. For example, if n rð Þ denotes the number of
zeroes of a function f ∈Ap ð Þ having modulus smaller than r>0, then it is
known that

n rð Þ ¼ O
1

1� r
log

1
1� r

� �� �
, r ! 1�:

This result depends on studying the radial growth of functions in the
Bergman space and on Jensen’s formula for the sequence zkf g of zeroes of f such
that ∣zkÞ< r.

log ∣f 0ð Þ∣ ¼
Xn rð Þ

k¼1

log
∣zk∣
r

� �
þ 1
2π

ð2π
0
log ∣f reiθ

� �
∣dθ:

This equation holds for every analytic function on . Consequently, if we want
to find out whether a similar result about the growth of the zeroes holds in the
variable exponent case, then it is necessary to study the radial growth of functions
in Ap �ð Þ ð Þ. Such results, in the case of a constant exponent again, depend on the
subharmonicity of fj jp.

Another result involving zero sets is that if f 0ð Þ 6¼ 0, then

Yn rð Þ

k¼1

1
∣zk∣

¼ O n rð Þ1=p
� �

, r ! 1�:

Finding an extension of such result to variable exponents would include making
sense of the right-hand side term that is not even clear in this context.

5.2 Sampling sequences

A related concept that we would like to address in variable exponent Bergman
spaces is that of sampling sequences. A sequence of points zkf g⊂ is sampling in
Ap ð Þ if there exists constants c>0 and C>0 such that for all f ∈Ap ð Þ

c∥f∥pp ≤
X∞

k¼1

1� zkj j2
� �2

f zkð Þj jp ≤C∥f∥pp:

One difference that is expected to occur in the case of variable exponents is that
sampling sequences will probably not be invariant under automorphism of the unit
disk. This is true for a constant exponent, and it will be interesting to find counter-
examples if the exponent varies. Sampling sequences are related to the concept of
“frames” in Hilbert spaces and can be thought as sequences that contain great
information of the space. It is expected that a sampling sequence is a somehow “big”
and “spread out” subset of the unit disk. The notion is clearly related in Ap to the
concept of Carleson measures.

If we define a discrete measure μ as

μ ¼
X∞

k¼1

1� zkj j2
� �2

δzk
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where δzk is the Dirac measure with a point mass at zk, then the sequence zkf g
is sampling if μ is a Carleson measure and satisfies a “reverse” Carleson condition.
Then it becomes relevant to find a geometric characterization of the measures that
satisfy a reverse Carleson condition (see [27–29]). The characterization depends on
the concept of dominant sets and it is independent of p. The methods used by
Luecking for Bergman spaces rely on a calculation of the norm of evaluation func-
tionals and a submean value property. Different techniques must be developed for
the variable exponent counterpart.

5.3 Operators in variable exponent Bergman spaces

The characterization of Carleson measures obtained in [24] opens the possibility
of studying the boundedness and compactness of certain operators acting on vari-
able exponent Bergman spaces.

Among those operators worth studying are multiplication operators. Those are
formally defined on a functions space F as

Mf gð Þ ¼ fg

where g∈F . One natural question is to find the set of symbols f that make the
operator Mf map the space Ap �ð Þ ð Þ to itself.

Such question has been addressed in the case of weighted Bergman spaces in
[23]. The proof relies on a geometric characterization of Carleson measures, a
composition with a disk isomorphism, and a theorem of change of variables. Such
tool is difficult to use in the setting of variable exponents since any change of
variables will also affect the exponent and consequently the spaces are not neces-
sarily invariant under composition with isomorphisms. This makes the situation
different from the case of a constant exponent.

Other operators related to multiplication are Toeplitz operators. Those have
already being studied in [30] for the case of weighted Bergman spaces with non-
radial weights. Given a function φ∈L1 ð Þ, the Toeplitz operator Tφ is defined on
the set of polynomials as

Tφp zð Þ ¼
ð


p wð Þkw zð Þφ wð ÞdA wð Þ:

One natural question is to ask whether this operator can be extended boundedly
to the space Ap �ð Þ ð Þ. This question is addressed in [31] were a characterization of
the boundedness and compactness of Tφ is found in terms of Carleson measures and
the Berezin transform associated with Tφ. This type of results are sometimes
referred to as Axler-Zheng theorems, and similar questions looking to establish the
relation between the Berezin transform of a finite product of Toeplitz operators
with its compactness have been addressed by several authors; a survey of this type
of results is given in [32]. It is then reasonable to ask weather an Axler-Zheng type
result for products of Toeplitz operators holds in the context of variable exponents.

The composition operators are another type of operators to be studied. Given an
analytic self-map φ of the unit disk, the composition operator Cφ can be formally
defined as

Cφ fð Þ ¼ f ∘φ:

A natural question is to find function-theoretic conditions on φ that guarantee
the boundedness and/or compactness of its associated composition operator acting
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on Ap �ð Þ ð Þ. One approach to follow is to address the boundedness problems of
linear operators acting on Ap �ð Þ ð Þ through the use Rubio de Francia extrapolation.
Given an open set Ω⊂, we denote by F a family of pairs of non-negative,
measurable functions defined on Ω, and by A1 we denote the class of Muckenhoupt
weights w. That is, the non-negative functions w such that

ess supz∈Ω
Mw zð Þ
w zð Þ <∞

where M denotes the Hardy-Littlewood maximal operator. Rubio de Francia
extrapolation in the setting of variable exponent spaces can be stated as follows.

Proposition 17 (Thm. 5.24 in [1]). Suppose that for some p0 ≥ 1 the family of pairs
of functions F is such that for all w∈A1,

ð

Ω
F xð Þp0w xð Þdx≤C0

ð

Ω
G xð Þp0w xð Þdx, F,Gð Þ∈F :

Given p∈P Ωð Þ, if p0 ≤ p� ≤ pþ <∞ and the maximal operator is bounded on

L p �ð Þ=p0ð Þ0 Ωð Þ, then

∥F∥Lp �ð Þ Ωð Þ ≤Cp �ð Þ∥G∥Lp �ð Þ Ωð Þ:

This result allows, under certain conditions, to pass from the of studying opera-
tors defined on variable exponent spaces, to study operators defined on weighted
constant exponent spaces, and therefore it is possible to use known results from the
Muckenhoupt weights theory.

5.4 Analytic Besov spaces

Another type of spaces we are interested is the class of analytic Besov spaces Bp.
These are the spaces of all analytic functions in the unit disk such that

ð


f 0 zð Þ�� ��p 1� zj j2

� �p�2
dA zð Þ<∞:

For each p this is a normed space with norm

∥f∥Bp
¼ ∣f 0ð Þ∣þ

ð


f 0 zð Þ�� ��p 1� zj j2

� �p�2
dA zð Þ

� �1=p

:

One particular property of this space is that they are Möbius invariant in the
sense that ∥f ∘φ∥Bp

¼ ∥f∥Bp
for every automorphism of the unit disk φ. This is

probably not true in general for a variable exponent version due to the problems
with the change of variables formula. A first question to address is to characterize
the exponents that leave the space invariant under disk automorphisms.

One useful technique to study such spaces is a derivative-free characterization of
functions in Bp. It can be seen (see, e.g., [33]) that f ∈Bp if and only if

ð



ð



f zð Þ � f wð Þj jp
1� zwj j4 dA zð ÞdA wð Þ<∞:

A similar result in the case of variable exponents could serve as a starting point
for investigating other properties of the space.
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where δzk is the Dirac measure with a point mass at zk, then the sequence zkf g
is sampling if μ is a Carleson measure and satisfies a “reverse” Carleson condition.
Then it becomes relevant to find a geometric characterization of the measures that
satisfy a reverse Carleson condition (see [27–29]). The characterization depends on
the concept of dominant sets and it is independent of p. The methods used by
Luecking for Bergman spaces rely on a calculation of the norm of evaluation func-
tionals and a submean value property. Different techniques must be developed for
the variable exponent counterpart.

5.3 Operators in variable exponent Bergman spaces

The characterization of Carleson measures obtained in [24] opens the possibility
of studying the boundedness and compactness of certain operators acting on vari-
able exponent Bergman spaces.

Among those operators worth studying are multiplication operators. Those are
formally defined on a functions space F as

Mf gð Þ ¼ fg

where g∈F . One natural question is to find the set of symbols f that make the
operator Mf map the space Ap �ð Þ ð Þ to itself.

Such question has been addressed in the case of weighted Bergman spaces in
[23]. The proof relies on a geometric characterization of Carleson measures, a
composition with a disk isomorphism, and a theorem of change of variables. Such
tool is difficult to use in the setting of variable exponents since any change of
variables will also affect the exponent and consequently the spaces are not neces-
sarily invariant under composition with isomorphisms. This makes the situation
different from the case of a constant exponent.

Other operators related to multiplication are Toeplitz operators. Those have
already being studied in [30] for the case of weighted Bergman spaces with non-
radial weights. Given a function φ∈L1 ð Þ, the Toeplitz operator Tφ is defined on
the set of polynomials as

Tφp zð Þ ¼
ð


p wð Þkw zð Þφ wð ÞdA wð Þ:

One natural question is to ask whether this operator can be extended boundedly
to the space Ap �ð Þ ð Þ. This question is addressed in [31] were a characterization of
the boundedness and compactness of Tφ is found in terms of Carleson measures and
the Berezin transform associated with Tφ. This type of results are sometimes
referred to as Axler-Zheng theorems, and similar questions looking to establish the
relation between the Berezin transform of a finite product of Toeplitz operators
with its compactness have been addressed by several authors; a survey of this type
of results is given in [32]. It is then reasonable to ask weather an Axler-Zheng type
result for products of Toeplitz operators holds in the context of variable exponents.

The composition operators are another type of operators to be studied. Given an
analytic self-map φ of the unit disk, the composition operator Cφ can be formally
defined as

Cφ fð Þ ¼ f ∘φ:

A natural question is to find function-theoretic conditions on φ that guarantee
the boundedness and/or compactness of its associated composition operator acting

74

Advances in Complex Analysis and Applications

on Ap �ð Þ ð Þ. One approach to follow is to address the boundedness problems of
linear operators acting on Ap �ð Þ ð Þ through the use Rubio de Francia extrapolation.
Given an open set Ω⊂, we denote by F a family of pairs of non-negative,
measurable functions defined on Ω, and by A1 we denote the class of Muckenhoupt
weights w. That is, the non-negative functions w such that

ess supz∈Ω
Mw zð Þ
w zð Þ <∞

where M denotes the Hardy-Littlewood maximal operator. Rubio de Francia
extrapolation in the setting of variable exponent spaces can be stated as follows.

Proposition 17 (Thm. 5.24 in [1]). Suppose that for some p0 ≥ 1 the family of pairs
of functions F is such that for all w∈A1,

ð

Ω
F xð Þp0w xð Þdx≤C0

ð

Ω
G xð Þp0w xð Þdx, F,Gð Þ∈F :

Given p∈P Ωð Þ, if p0 ≤ p� ≤ pþ <∞ and the maximal operator is bounded on

L p �ð Þ=p0ð Þ0 Ωð Þ, then

∥F∥Lp �ð Þ Ωð Þ ≤Cp �ð Þ∥G∥Lp �ð Þ Ωð Þ:

This result allows, under certain conditions, to pass from the of studying opera-
tors defined on variable exponent spaces, to study operators defined on weighted
constant exponent spaces, and therefore it is possible to use known results from the
Muckenhoupt weights theory.

5.4 Analytic Besov spaces

Another type of spaces we are interested is the class of analytic Besov spaces Bp.
These are the spaces of all analytic functions in the unit disk such that

ð


f 0 zð Þ�� ��p 1� zj j2

� �p�2
dA zð Þ<∞:

For each p this is a normed space with norm

∥f∥Bp
¼ ∣f 0ð Þ∣þ

ð


f 0 zð Þ�� ��p 1� zj j2

� �p�2
dA zð Þ

� �1=p

:

One particular property of this space is that they are Möbius invariant in the
sense that ∥f ∘φ∥Bp

¼ ∥f∥Bp
for every automorphism of the unit disk φ. This is

probably not true in general for a variable exponent version due to the problems
with the change of variables formula. A first question to address is to characterize
the exponents that leave the space invariant under disk automorphisms.

One useful technique to study such spaces is a derivative-free characterization of
functions in Bp. It can be seen (see, e.g., [33]) that f ∈Bp if and only if

ð



ð



f zð Þ � f wð Þj jp
1� zwj j4 dA zð ÞdA wð Þ<∞:

A similar result in the case of variable exponents could serve as a starting point
for investigating other properties of the space.
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Chapter 6

Integral Geometry and
Cohomology in Field Theory on
the Space-Time as Complex
Riemannian Manifold
Francisco Bulnes

Abstract

The study of the relationships between the integration invariants and the
different classes of operators, as well as of functions inside the context of the
integral geometry, establishes diverse homologies in the dual space of the functions.
This is given in the class of cohomology of the integral operators that give solution
to certain class of differential equations in field theory inside a holomorphic con-
text. By this way, using a cohomological theory of appropriate operators that estab-
lish equivalences among cycles and cocycles of closed submanifolds, line bundles
and contours can be obtained by a cohomology of general integrals, useful in the
evaluation and measurement of fields, particles, and physical interactions of diverse
nature that occurs in the space-time geometry and phenomena. Some of the results
applied through this study are the obtaining of solutions through orbital integrals
for the tensor of curvature Rμν, of Einstein’s equations, and using the imbedding of
cycles in a complex Riemannian manifold through the duality: line bundles with
cohomological contours and closed submanifolds with cohomological functional.
Concrete results also are obtained in the determination of Cauchy type integral for
the reinterpretation of vector fields.

Keywords: complex Riemannian manifold, cocycles, cohomology, cohomology of
cycles, geometrical integration, integral curvature, integration invariants,
integral operators

AMS Classification: 32A19 32C26 32C30 23C15 58 K70 14 J17

1. Introduction

Obtaining an integral cohomology of general integral operators that determine
complex analytic solutions through classes of cohomology born of the ∂‐cohomology
is necessary to use a holomorphic language with the purpose of obtaining the
holomorphic forms that involve exact forms. In fact, this methodology is a way of so
many perspectives that suggest the use of complex hyperholomorphic functions in
approaching functions in complex analysis, although using fibrations on some
quaternionic algebra. The holomorphic forms required in this language, are good to
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Chapter 6

Integral Geometry and
Cohomology in Field Theory on
the Space-Time as Complex
Riemannian Manifold
Francisco Bulnes

Abstract

The study of the relationships between the integration invariants and the
different classes of operators, as well as of functions inside the context of the
integral geometry, establishes diverse homologies in the dual space of the functions.
This is given in the class of cohomology of the integral operators that give solution
to certain class of differential equations in field theory inside a holomorphic con-
text. By this way, using a cohomological theory of appropriate operators that estab-
lish equivalences among cycles and cocycles of closed submanifolds, line bundles
and contours can be obtained by a cohomology of general integrals, useful in the
evaluation and measurement of fields, particles, and physical interactions of diverse
nature that occurs in the space-time geometry and phenomena. Some of the results
applied through this study are the obtaining of solutions through orbital integrals
for the tensor of curvature Rμν, of Einstein’s equations, and using the imbedding of
cycles in a complex Riemannian manifold through the duality: line bundles with
cohomological contours and closed submanifolds with cohomological functional.
Concrete results also are obtained in the determination of Cauchy type integral for
the reinterpretation of vector fields.

Keywords: complex Riemannian manifold, cocycles, cohomology, cohomology of
cycles, geometrical integration, integral curvature, integration invariants,
integral operators
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1. Introduction

Obtaining an integral cohomology of general integral operators that determine
complex analytic solutions through classes of cohomology born of the ∂‐cohomology
is necessary to use a holomorphic language with the purpose of obtaining the
holomorphic forms that involve exact forms. In fact, this methodology is a way of so
many perspectives that suggest the use of complex hyperholomorphic functions in
approaching functions in complex analysis, although using fibrations on some
quaternionic algebra. The holomorphic forms required in this language, are good to
express the integral of complex vector fields as integral of line, which have more
than enough lines and hyperplanes, respectively, in n and n, visualizing these
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fields like holomorphic sections of complex holomorphic bundles of fibrations
X ! M.

But the ∂‐cohomology exists naturally in coverings of Stein X ! M, like
holomorphic forms. Then, the integral can be expressed on spaces Mδ, and Δz,
[1, 2], that are given as lines and hyperplanes of n and n, and that as such they
are integral orbital of the complex manifolds M ¼ G=L and Δ ¼ Γ=Σ, belonging to a
∂‐cohomology in holomorphic language.

The cohomologies of functionals and functions, respectively, that they can built
through the complex cohomology of hyperspaces are generalizable for vector fields
in the same sense of the coverings of Stein and therefore of the ∂‐cohomology.

The following question arises, how to establish isomorphisms of cohomological
classes for functions, functional, and vector fields inside the holomorphic context
possible? How to determine a cohomological theory of integral operators that
establish equivalences among these objects and the geometric objects of closed
submanifolds, bundles of lines, and Feynman diagrams? How everything can
decrease to a single cohomology of general integrals on contours or a cohomology of
generalized functionals?

Before giving an answer to the previous questions, we give some preliminary
definitions that we will use to fix concepts and outlines of the wanted general theory.

Let M, be a complex Riemannian manifold and be a sheaf of germs of
holomorphic sections of a vector holomorphic sheaf.

Definition 1.1. We say that a spaceH • M, Jð Þ, is an integral cohomology (not in
the sense of the set , but yes in the sense of the integrals of partial differential
equations) of those ∂‐equations, if this is a class of solutions or general integrals of
these equations in M [1, 3].

Definition 1.2. An integral as generalized solution of a ∂‐equation is a
realization of an irreducible representation of a ∂‐cohomology of complex closed
submanifolds [2–4].

If the irreducible representations are unitary, then we have a complex L2�
cohomology or ∂‐cohomology with coefficients in L2. The corresponding integral
operators to their integral cohomology are those of the complex Fourier analysis,
which in the complex geometrical context (geometrical analysis) could be integrals
constructed through integral transforms as the Hilbert transforms and other [3].

In the case of a real reductive Lie group, the generalized integrals come to be
determined by their orbital integrals. Let G, be a real form of G, and P, their
parabolic subgroup. The generalized integrals in G, are the integrals on open orbits
of the generalized flag manifold G=P. For this way, if G ¼ U n, 1ð Þ, and the
generalized flag manifold is then n, the open orbit is the group of positive lines þ,
which is an U n, 1ð Þ�orbit in n ð Þ. The integrals are of John type [3, 5, 6]:

φ Pð Þ ¼
ð

Lþ ⊂n ð Þ

f, (1)

The general integral in this case is given by the twistor transform [7] on the
corresponding homogeneous bundle of lines, that is to say:

T : H1 þ, O �n� 2ð Þð Þ ! H1 þ ∗ , O n� 2ð Þð Þ, (2)

Using the twistor transform like intertwining operator of induced tempered
representations on a ∂‐cohomology, we have representations of SU 2, 2ð Þ that are
orbits of a fundamental unitary g, Kð Þ�module of the electrodynamics [8]
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(see Figure 1). Then, it is possible to assign a vector bundle of lines with a unitary
representation, where it can be classified.

The concepts of general integral and generalized integral are different because
one refers to the whole class of cohomology of solutions of those ∂‐equations about a
complex analytic manifold, and the other refers to the classes of cohomology of
solutions on cycles or cocycles of the complex Riemannian manifold [1, 2].

Another example in the recovery of a space of functions mainly the space M, is
the recovery of real functions in the space n, through values of certain integral
operators. Such is the case of the formula tof xð Þ, recovered on n,

f xð Þ ¼ c
ð

Γ

ð∞

�∞

f∧ ξ, pð Þ p� ξ, xð Þ½ ��ndp

8<
:

9=
;ω ξð Þ (3)

where the integral on p, is understood in terms of its regularization (role that
carries out the Hilbert transform). The constant c depends on the dimension parity
of the space n, where it was carrying the tomography [6].

To answer the first question, we need a structure of complexes that induce
isomorphisms in integral cohomology.

Definition 1.3. A covering of Stein is a set of manifolds of Stein1 Mδ and Δz, of
the corresponding fibers X ! M and X ! Δ, of the double fibration [1].

Let us consider the complexes given in Ref. [1], and let us consider the structure
defined by a covering of Stein given by the set of open Mδf g, and Δzf g, in the topology

τX ¼ z, ξð Þ∈M� Ξ X⊂M� Ξ ⇔Mδ ∩Ξzð Þjf g, (4)

Figure 1.
Electromagnetic waves in conformal actions of the group SU 2, 2ð Þ on a two-dimensional flat model of the
space-time [9–11].

1 A Stein manifold is an open orbit of a semi-simple Lie group G, in a generalized flag manifold whose

nilpotent radical is opposite to the parabolic subgroup P, of G [12]. A definition of the Stein manifold that

uses the Hermitian structure of a complex holomorphic manifold is:

Let be G ¼ G0, a real form of G, and FD ¼ G=H, an open orbit in the flag manifold F ¼ G=P ¼
G0=U: FD is Stein if H is compact (or equivalently, if FD is Hermitian symmetric). Likewise, a Stein

manifold is a Hermitian symmetric flag domain.
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representations on a ∂‐cohomology, we have representations of SU 2, 2ð Þ that are
orbits of a fundamental unitary g, Kð Þ�module of the electrodynamics [8]
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representation, where it can be classified.

The concepts of general integral and generalized integral are different because
one refers to the whole class of cohomology of solutions of those ∂‐equations about a
complex analytic manifold, and the other refers to the classes of cohomology of
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operators. Such is the case of the formula tof xð Þ, recovered on n,
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where the integral on p, is understood in terms of its regularization (role that
carries out the Hilbert transform). The constant c depends on the dimension parity
of the space n, where it was carrying the tomography [6].

To answer the first question, we need a structure of complexes that induce
isomorphisms in integral cohomology.

Definition 1.3. A covering of Stein is a set of manifolds of Stein1 Mδ and Δz, of
the corresponding fibers X ! M and X ! Δ, of the double fibration [1].

Let us consider the complexes given in Ref. [1], and let us consider the structure
defined by a covering of Stein given by the set of open Mδf g, and Δzf g, in the topology
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Electromagnetic waves in conformal actions of the group SU 2, 2ð Þ on a two-dimensional flat model of the
space-time [9–11].

1 A Stein manifold is an open orbit of a semi-simple Lie group G, in a generalized flag manifold whose

nilpotent radical is opposite to the parabolic subgroup P, of G [12]. A definition of the Stein manifold that

uses the Hermitian structure of a complex holomorphic manifold is:
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manifold is a Hermitian symmetric flag domain.
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Then, a complex in X is the space such that Ωr
h, for any complex Ωr, in a

corresponding long succession is given as follows:

ð5Þ

(i.e., to say, all the subcomplexes Ωr
h, of the complex Ωr). Then, the integral

operator cohomology H • M, Jð Þ, in a complex manifold M, is that whose complexes
conform a holomorphic structure that induces (in the corresponding integral
manifold) a generalized according structure of integral submanifolds.

The integral submanifolds represent solutions of those ∂‐equations in cycles of M.
The integral submanifolds are the corresponding cocycles of M, under the integral
operators of H • M, Jð Þ.

For example, if we take the complex manifold M, like a manifold of rational
curves Ez, of a twistor manifold I [where should understand each manifold I , as
the manifold of integral submanifolds (locally)], then its structure comes from a
structure projective of their line on Ez, guided according to the vectors in TzM.

These correspond to sections of a normal bundle NEz, to the curve Ez (infini-
tesimal deformations to the curve), that is to say, these conform the holomorphic
structure that will induce the corresponding structure (that is to say in the
corresponding integral manifold). In this case, the generalized structure of integral
submanifolds is the V kð Þ‐conformal integrable structure given by I . The integral
cohomology in this case is given by the family of rational curves.

The twistor content in this case helps and is necessary to establish the
deformation of the integral curves of the vector sheaf of lines O kð Þ. In such case, the
integral cohomology is H • M, Jð Þ ¼ H0 I , O kð Þð Þ.

This example is interesting not only for the fact of the definition of the integral
cohomology, which defines, for this way, a class of integrals for M, but also for the
fact of satisfaction of the integrability condition for the equation of the tensor of
Weyl Wij ¼ 0, where H0 Iþ, O kð Þð Þ (respectively, H0 I , O kð Þð Þ) are the solutions or
integral of Wþ ¼ 0 (respectively, W� ¼ 0 [13, 14].

2. Duality: line bundles with cohomological contours and closed
submanifolds with cohomological functional

We consider the following result on integral cohomology for integral geometry.
Proposition 2.1. In the integral cohomology H • M, Jð Þ, on complex manifolds,

the following statements are equivalent:

a. The open Mδ, and Δz, are G�orbits opened up in X, and their integrals are
generalized integral for M,

b. Exists an integral operator T, such that H • M, Jð ÞffiTker D‐equationsf g,

c. Mδ ¼ ∪Mπ=z, and Δz ¼ ∪ Δz=π, where H • M, Jð Þ ¼ Hn‐1 U, ρ‐1O Vð Þð Þ.

Proof. The integrals on the open G� orbits satisfy the G�invariant integration:

ð

G=H
fdΦ ϕrð Þ ¼

ð

G=H
f ∘Φ‐1� �

ϕr, (6)
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For the theorem of Buchdall Eastwood [12], we have that the orbits generalized
in X, give us a new cohomological class that is related to the previous for an integral
operator T, defined for

H • M, J νð Þð Þ ! H • Ξ, τ‐1J νð Þ� �
, (7)

and such that H • Ξ, τ‐1J νð Þð ÞffiT ker D‐equations G=Hf g, has more than enough.
By the theorem II.1 [1]2, the G�orbits are K�orbits in X. Then (i) == > (ii). Now for
the theorem II.2 [1],3 we have that each canonical fibration of a flag manifold will
give a G�orbit in Z, for some internal symmetrical G�space M.

In particular, ker D‐equationsf g, takes place the correspondence with the cycles
of H • M, Jð Þ. In fact, ker D‐equationsf g, is similar to a compact number of compo-
nents on which G, acts transitively, and these belong together to the cocycles of
H • Ξ, τ‐1J νð Þð Þ.

But ker D‐equationsf g only exists as integral of those ∂‐equations in M (with M,
integrable) if RM

I jð Þ ¼ 0
�� . This g establishes a generalized structure of M, which

underlies in its composition (in fact mþ,, mþ½ �⊂m, for integrability). Then, ∀z∈M
and σ ∈Σ ffiPiVz

� �
exist z∈F, such that TzF ¼ σTwF∈

P
i Vwð Þ,∀w∈F. Then,

M ¼ ∪ σ ∈ΣVσ, and Ξ ¼ ∪ γ ∈ΣVγ, then for n‐dimensional planes of a Grassmann
manifold, G1,n had that Mδ ¼ ∪Mπ=z, and Δz ¼ ∪ Δz=π, which defines cycles in
Hn‐1 U, ρ‐1 O Vð Þð Þ, with U⊂M. Then (ii) implies (iii).

However, fixed G exists alone a finite number of flag manifolds of certain bi-
holomorphism of this type. These are in bijective correspondence with the conju-
gated classes of parabolic subalgebras of g, and each flag manifold admits a finite
number of canonical fibrations.

Then, ker D‐equationsf g, is made of a finite number of G�orbits, all which
are closed and (iii) == > (ii). Then since each one of these G�orbits exists like an
K�orbit of the space of classes G=K, with Nijenhuis null curvature tensor, then each
flag submanifold is an K�orbit of the vector holomorphic G�bundle of the
2n� dimensional irreducible symmetrical Riemannian manifold J Mð Þ.

Its integrals are orbital, and their extensions to Mδ, and Δz, are generalized
integrals (since they are integral of line along the fibers of Mδ, and Δz, respectively)
for which it is continued. Then, (ii) implies (i).♦.

2 Theorem. The K� invariance given for the G�structure SG Mð Þ, of complex holomorphic M, is induced

to each closed submanifold given for the flag manifolds of the corresponding vector holomorphic G�
bundle. Furthermore, the given integral cohomology on such complex submanifolds is equivalent to the

integral cohomology on submanifolds of a maximum complex torus.
3 Theorem. Let be M ¼ G=K, an internal symmetric simply connected Riemannian manifold and of

compact type. Then

Z ¼ RM
I jð Þ∈End ∧2T ∗ Mð Þ⊗ E

� �
RM
I jð Þ ¼ 0g�� ,

�

It consists of a finite number of connected components on each a G, that acts transitively. Further, any

flag G�manifold is realized as a such orbit for some M.

The requirement of the transitive action of G, on the orbits is, for example, indispensable to the spatial

isotropy hypothesis in the constructions of an integral cohomology to the space–time curvature, since the

curvature integrals must be determined on G�invariant orbits and will be calculated for reduction of the

corresponding holonomy group on K� invariant orbits.
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Then, a complex in X is the space such that Ωr
h, for any complex Ωr, in a
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ð5Þ
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Its integrals are orbital, and their extensions to Mδ, and Δz, are generalized
integrals (since they are integral of line along the fibers of Mδ, and Δz, respectively)
for which it is continued. Then, (ii) implies (i).♦.

2 Theorem. The K� invariance given for the G�structure SG Mð Þ, of complex holomorphic M, is induced

to each closed submanifold given for the flag manifolds of the corresponding vector holomorphic G�
bundle. Furthermore, the given integral cohomology on such complex submanifolds is equivalent to the

integral cohomology on submanifolds of a maximum complex torus.
3 Theorem. Let be M ¼ G=K, an internal symmetric simply connected Riemannian manifold and of

compact type. Then

Z ¼ RM
I jð Þ∈End ∧2T ∗ Mð Þ⊗ E

� �
RM
I jð Þ ¼ 0g�� ,

�

It consists of a finite number of connected components on each a G, that acts transitively. Further, any

flag G�manifold is realized as a such orbit for some M.

The requirement of the transitive action of G, on the orbits is, for example, indispensable to the spatial
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Proposition 2.2. The n� 1ð Þ � ∂� complex cohomology with coefficients in a
complex holomorphic bundle of M, is a cohomology of hyperlines and hyperplanes4.

4 We can have a little digression with certain details on the complex Radon transform using submanifolds in the space

1, to the ∂� cohomology. Let be M, a complex holomorphic manifold (or complex Riemannian manifold [15]). We
consider its corresponding reductive homogeneous space determined for the flag manifold F ¼ G=P, with P, a
parabolic subgroup of G. We consider the open orbit given for the Stein manifold FD ¼ G=H (as was defined in the
footnote 1) with H, a compact subgroup of the real form G0, of G.
Let be M ffi n, and we consider concave linearly domains D, in n (or so better in n [16]). D, has structure of

complex vector space. Let be D1 ¼ ξn=D, a holomorphic convex linear domain conformed for holomorphic hyperplanes

πi Dð Þ, i ¼ 1, 2, 3, … , in D1. Let be H1 Dð Þ, the complex holomorphic functions space defined on D1. Let D ! M, be a
fiber vector bundle seated in the complex holomorphic manifold M. Let Ap,q Dð Þ, be the p, qð Þ‐forms space on M, with
values in D (that is to say, the global sections space of the fiber tangent bundle ∧p,qT ∗ Mð Þ⊗D).
Of this way, the bi-graded algebra is the space

A Dð Þ ¼ ⊕nþm¼pAn,m Dð Þ,
Let ∂‐be the scalar operator on the complex manifold M, with values on the vector bundle of global sections
E ∧p,qT ∗ Mð Þ⊗Dð Þ, that is to say, the differential operator

∂ : E ∧p,qT ∗ Mð Þ⊗Dð Þ ! E ∧p,qþ1T ∗ Mð Þ⊗D
� �

,

The operator ∂, complies certain anticommutative properties [1]. Now, we consider the Radon transform on the
complex holomorphic functions H Dð Þ, and its analogous for the complex holomorphic functionals H D ∗ð Þ, through the
corresponding diagram:

D !f H Dð Þ !R∂ L Dð Þ
↓Functional↓Functional↓Functional ,

D ∗ !φ H D ∗ð Þ !R∂
∗
L D ∗ð Þ

and we consider an ∂‐operator in D. The before diagram represents a first cohomological advance on the relation between

functionals of the n� 1ð Þ�dimensional ∂‐ cohomology with coefficients in a complex vector bundle Ωn(holomorphic
complex bundle) and the integration of the cohomology on hyperplanes in D, which an integral geometry is equivalent to

consider an adequate Radon transform in D. Likewise, and using the satellites ∂ R, and ∂R�1, of the before diagram and
composing the diagram with the correspondences to R, on D, and D ∗ , we can have:

∂ R fð Þ ¼ R∂ fð Þ,
The details of the demonstration of this identity can be seen in Ref. [1].
Due to that R, is injective, this is equivalent to have the exact succession of Radon transform images:

0 ! R0A0,0 L Dð Þ″ð Þ ! RA0,1 H Dð Þ″ð Þ ! R ∗A0,1 L Dð Þ0� �! 0,

or in equivalent way, for the exact succession:

0 ! R‐1
0 B

0,0 L Dð Þ″ð Þ ! R‐1B0,1 H Dð Þ″ð Þ ! R ∗ �1B0,1 L Dð Þ0� �! 0,

Here the 00 and 0 denote the projectivizing of spaces for R. Then the Radon transform can be generalized to the ∂‐
cohomology classes on the complex spaces D, respectively D1, in n, as the mapping:

R
∂
: ∂‐cohomology of dimension n ! ∂‐cohomology of dimension n‐1ð Þ,

whose restriction to a domain D, is the mapping:

R
∂ D :j H Dð Þ ! L Dð Þ,

which satisfies the diagram of correspondences for functionals of a n‐1ð Þ‐dimensional cohomology with coefficients in a
holomorphic vector bundle E ! M.
The natural question arises, what relation there is between the two different corresponding objects to functionals, that is
to say, cohomology and functions?

The relation is an integral relation of certain ∂‐cohomology, which comes defined for the Radon transform of the
Dolbeault cohomology R

∂
.

The Radon transform can be viewed as the mapping of cohomological spaces:

R
∂
: Hp,n D,Vð Þ ! Hp,n‐1 D,Vð Þ,

Therefore, it is enough to demonstrate that R
∂
Hp,n D,Vð Þð Þ, is the qth‐projection n‐1ð Þ‐dimensional of Hp,n D,Vð Þ, in

H0,q D,Vð Þ ¼ H0,n D,Vð Þ. Remember that the Radon transform in the complex context D, is the continuous and analytic
mapping [17]:
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Their demonstration is a simple consequence of the digression in part II of
Ref. [1], on some basic integral ∂�cohomologies on n�dimensional complex spaces
(see Figure 2), of this same philosophical dissertation of integral operators
published in 2007.

Proposition 2.3. The integrals of contour are generalized function in a
cohomology of contours (cohomological functional).

We define the following concept.
Definition 2.1. Cohomological function of a cohomology H • M� SingM,Ωrð Þ, 5

is an integral cohomology of the form H • M� Sing M,ð Þ, where M, can be
understood as a twistor space corresponding to M. (see Figure 3).

For example, this class belongs to the Feynman integrals.
We consider p and differential q forms of the cohomologies on the complex

manifolds X, and Y, respectively, α∈Hp X, Sð Þ, and β∈Hq Y, Sð Þ.
We consider their cup product given for α∪ β∈Hpþq X∩Y, S⊗Tð Þ, and the

connecting map in the succession of Mayer-Vietoris:

∂ ∗ : Hpþq X∩Y, S⊗Tð Þ ! Hpþqþ1 X∪Y, S⊗Tð Þ, (8)

R : H Dð Þ ! L Dð Þ,
with rule of correspondence for a complex coordinates system z1, z2, … , zn,

f∧ ζ1, ζ2, … , ζnð Þ ¼ i
2

� �n‐1ð

D

f z1, z2, … , znð Þδ s‐ ζ1, ζ2, … , ζnð Þ, z1, z2, … , znð Þ½ �ð Þ •

<dz1, dz2, … , dzn, dz1, dz2, … , dznÞ,

∀f ∈H Dð Þ.
We consider ∂, complex scalar mapping defined to Dolbeault cohomology. Let D ∗ ¼ L H Dð Þ,ð Þ, be the set of
hyperplanes corresponding to D. Let

evf : L H Dð Þ,ð Þ ! ,

the evaluation of f ∈H Dð Þ, in the complex hyperplane π zð Þ, of D, with rule of correspondence:

π zð Þ fð Þ ¼ < π zð Þ, f > ,

Due to that ∂ R fð Þ ¼ R∂ fð Þ,∀f∧ ∈L Dð Þ, we have that:

∂ f∧ zð Þ� � ¼ ∂ f∧
� �

⊗ zþ f∧∂ zð Þ ¼ ∂ zð Þ⊗R fð Þ∈Ap,q‐1 Vð Þ,

where in particular the exterior algebra ∧0,q T ∗ Mð Þ⊗Vð Þ, is generated for elements π zð Þ∧∂R fð Þ zð ÞÞ. Then
R
∂
fð Þ⊗ evf ¼ < π zð Þf, ∂ RFð Þ> ,

Therefore p ¼ 0. Then R
∂
fð Þ⊗ evf ∈A0,q Vð Þ. Then H0,q n=D,Vð Þ ¼ H0,q D1, Vð Þ, which is a Dolbeault cohomology.

Of this form, it can be established that through the hyperspaces geometry can be determined a certain class of

holomorphic complex functions using an appropriate ∂‐ cohomology. Also Gindikin generalizes this idea using the

n‐1‐qð Þ‐∂‐cohomology determining the Radon transform on hyperplanes defined as linearly concave domains of dimen-
sion q, first to the real case and after to the complex case [16]. For example, a good modern research to the respect is the

followed residual ∂‐cohomology and the complex Radon transform on subvarieties of 1 [16].

5 Here, M, is the product of all the twistor spaces and Sing M, is the union of all the subspaces on which the ZαWαð Þ‐1,
and ZαAαð Þ‐1, are singular factors. Its differential form is integrated over a contour, which can be traditional contour, for
example with cohomology space H3υ M� Sing M,ð Þ.
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We consider for the inner product of α, and β, the relation is

α • β ¼ ∂ ∗ α∪ βð Þ, (9)

This description of the inner product has been used in a new development of the
cohomology for twistor diagrams foreseen in Refs. [14, 18]. This new method is
almost opposed to the procedure that we want to use in the unification of contour
integrals on diagrams, in respect of the Feynman integral, although also proper to
the Conway integrals, Cauchy integrals,6 and some integral transforms as the
Hilbert transforms.

We want to assemble a Feynman diagram for applications of the product “cup.”
The interior edges of a Feynman diagram are taken again as elements of groups H0

(such extra elements have to be abandoned in a cohomology, for example,
H • M, τ‐1 J νð Þð Þ, and the interior edges form the fields (assuming that they are
elementary states) in several cohomology groups H1.

Let denote M, for Π, and sing M ¼ ℓ. Likewise, if f, is one of these elements of
H1, this new procedure determines an element of the cohomology Hf Π‐ℓ0,Ωd� �

,
where ℓ0, is the union of all the subspaces defined by internal edges, always with the
subspaces 1, on whose elementary states f, are singular.

Then for Proposition 2.1 (b), the following mapping exists

Hf Π‐ℓ0,Ωd� �! Hfþd Π‐ℓ0,ð Þ, (10)

Figure 3.
Cohomology of contours isomorphic to H • M� Sing M,Ωrð Þ:

Figure 2.
Convex domains conformed for holomorphic hyperplanes πi Dð Þ:

6 For example, to this case for holomorphic functions, we have the generalized Cauchy formula:

f nð Þ að Þ ¼ n!
2πi

∮
γ

f zð Þ
z‐að Þnþ1 dz:
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using the description of Dolbeault of the first group, forgetting the bi-graduation
d, fð Þ, (d, f) and reminding only the total grade dþ f. A description of Cěch of this
mapping is used for the evaluation of twistor cohomology. In our case, we will only
use the duality of Poincaré to know in what moment of the evaluation of an element
of Hfþd Π‐ℓ0,ð Þ, one can need a contour in Hfþd Π‐ℓ0,Ωd� �

. This can define in a
more general sense the cohomological functional. Likewise, the mapping Eq. (10) is
an example of the cohomological functional.

This contour “cohomologic” is easy to relate it with a traditional in Hd Π‐ℓ,ð Þ,
due to that the following mapping exists

Hfþd Π‐ℓ0,Ωd� �! Hd Π‐ℓ0,ð Þ, (11)

given for iteration of the constant mapping of Mayer-Vietoris (in homology)
f‐times; one for each field.

For example, for diagram, product can be demonstrated that H8 Π‐ℓ,ð Þ, and
that the image of the generator of this group low two mappings of Mayer-Vietoris as
is the usual in the physical contour for the product of diagrams given. This affirms
that only exists a cohomological contour for the product climb (as is expected) and
suggests a method for contours that verifies and observes which belong to
cohomologics.

Definition 2.2. (Hyperfunction). A hyperfunction on n, is an element of the
n� 1ð Þ‐∂ � cohomology H n‐1ð Þ M, Jð Þ, with M ¼ n=n.

Proposition 2.4. The general integrals of line are functional on arches γ, in
geometry of conformal generalized structure.

Proof: Consider a vector holomorphic G‐invariant sheaf and their corresponding
bundle of lines associated with those r, 0ð Þ‐forms on the corresponding topological
vector space. Then, the integrals on the fibers of the vector holomorphic sheaf are
the integrals of line on the cycles of the sections X, of the vector sheaf, given byÐ
γX • δ, ∀ δ∈Ωr [where Ωr is a complex defined in Eq. (5)]. Then the holomorphic
structure that constitutes these complexes induces (in the corresponding integral
manifold) a conformal generalized structure of integral submanifolds where the
arches γ, are local parts of integral curves of the fibers of the vector sheaf of lines. In
other words, ∀ γ ∈

P
i Vzð Þ exists locally an integral submanifold S, with z∈ S, such

that TzS ¼ γ, and TwS∈
P

i Vwð Þ, ∀w∈ S. Then the integral of line can be re-written
in this conformal generalized structure as

ð

γ
X • δ ¼

ð

TzS

f • δ, ∀ δ∈Ωr , f ∈ T , (12)

where T , is the tube domain (in the local structure where the integral
submanifold S, exists) T ¼ n þ iV, where V, is a cone, not necessarily convex
(that has applicability on the fibers of the sheaf of lines). The idea is to define the
expressionf • δ, inside the context of the integral of line in such case that the values
of f, on the arch γ, are values off, a hyperfunction represented this like a variation
of holomorphic functions f zjδð Þ, in a submanifold of Stein Mδ, such that Mδ⊃T .

Then, the sesquilinear coupling of the hyperfunction corresponding to f, and the
function f itself, is an integral of contour, and for Proposition 2.3, a generalized
functional in the cohomology H1 Π‐ℓ,ð Þ. Indeed, let be T ¼ n þ iV, the tube
domain where the cone V, is not necessarily convex. This cone V ¼ ∪ γ ∈ΣVγ, in the
conformal generalized structure where the Vγ, are the convex maximal sub-cones in
V. Considers our manifold, complex Riemannian manifold. The idea is that a
holomorphic form required in this language is a good expression to write the
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the integrals of line on the cycles of the sections X, of the vector sheaf, given byÐ
γX • δ, ∀ δ∈Ωr [where Ωr is a complex defined in Eq. (5)]. Then the holomorphic
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arches γ, are local parts of integral curves of the fibers of the vector sheaf of lines. In
other words, ∀ γ ∈

P
i Vzð Þ exists locally an integral submanifold S, with z∈ S, such

that TzS ¼ γ, and TwS∈
P

i Vwð Þ, ∀w∈ S. Then the integral of line can be re-written
in this conformal generalized structure as

ð

γ
X • δ ¼

ð

TzS

f • δ, ∀ δ∈Ωr , f ∈ T , (12)
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integral of complex vector fields as an integral of line through more than enough
bundles of hyperlines and hyperplanes. As for example, we have more than enough
hyperlines and hyperplanes, respectively, in n, and n, visualizing these fields
like holomorphic sections of complex holomorphic bundles of fibers X ! M. In Δ,
exists q‐dimensional cycles such that V ¼ ∪ δ∈ γVδ. Let be T δ ¼ n þ iVδ, with
covering of Stein T ¼ ∪ δ∈ γT δ. Let us consider the vector cohomology H qð Þ T , Jð Þ,
using this covering. Then for proposition 2. 1, incise b), a canonical operator exists
(of values frontier for f) defined for

H qð Þ T , Jð Þ ! H qð Þ n=n, Jð Þ, (13)

Then, the integral can be expressed on spaces Mδ and Δz, which are affined to lines
and hyperplanes n and n and that such are orbital integrals of the complex mani-
folds M ¼ G=L and Δ ¼ Γ=Σ, belonging to a ∂‐cohomology in holomorphic language.

In particular, if f zjδ, djδð Þ∈Ωq
T has regular values ∀z∈n, then

φ xð Þ ¼
ð

γ

φ xjδ, djδð Þ, ∀ x∈n: (14)

Then, in the integral submanifold Mδ, said integrals take the form

ð

γ

X •G ¼
ð

γ

φ zjδ, djδð Þf zð Þ ¼
ð

γ

f zjδð Þ: (15)

However, these integrals are integral of contour belonging to a cohomology
H1 Π‐ℓ,ð Þ of cohomological functional. Then, the integral

Ð
γf zjδð Þ is a functional

inside the integral cohomology H n‐1ð Þ n=n, Jð Þ (Figure 4).
The previous Propositions 2.3 and 2.4 establish that the structure of complexes

for the integral operator cohomology does suitable to induce isomorfisms in other
object classes of the manifold M, doing arise the question to some procedure that
exists inside the relative cohomology on J: can we induce isomorfisms of integral
cohomologies?

Figure 4.
(A). One state or source of a field. Its contour is well defined by only one Cauchy integral. (B). Two states or
sources of a field. This represents the surface of the real part of the function g zð Þ ¼ z2

z2þ2zþ2. The moduli of these
points are less than 2 and thus lie inside one contour. Likewise, the contour integral can be split into two smaller
integrals using the Cauchy-Goursat theorem having finally the contour integral [19].
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Now, we consider a closed subset (or relatively closed) F, of a space X, and a
sheaf J, on X. In a way more than enough, we choose an open covering Y, of X, with
a subcovering Y0, of X=F.

A relative co-chain of Cěch is a co-chain of Cěch with regard to the covering Y,
subject to the condition of annulling when we restrict to the subcovering Y0. Then, it
had the exact succession of relative co-chains groups:

0 ! Cp
F X, Jð Þ ! Cp X, Jð Þ ! Cp

F X=F, Jð Þ ! 0, (16)

where Cp
F X, Jð Þ is the group of relative co-chains. The inherent relative co-chain

to a co-opposite operator of the ordinary co-chains and the limit on fine coverings
of the homology of C ∗

F X, Jð Þ give the groups of relative cohomology Hp
F X, Jð Þ.

∮
C
g zð Þdz ¼ ∮

C
1‐ 1
z‐z1 �

1
z� z2

� �
dz ¼ 0‐2πi‐2πi ¼ ‐4πi:

This is a good example of traditional cohomological functional element of
Hf Π‐ℓ0,Ωrð Þ ¼ .

In this case is not necessary to take the limit since ahead of time one has the
relative theorem of Leray, which establish that if Hp U, Jð Þ ¼ 0, p≥ 1, for each set U,
in the covering Y, then this covers enough to calculate the relative cohomology. The
exact long succession cohomology of the exact short succession defined in Eq. (16)
determines the exact succession of relative cohomology

0 ! H0
F X, Jð Þ ! H0 X, Jð Þ ! C0 X=F, Jð Þ ! H1 X, Jð Þ ! … , (17)

where the mappings of the cohomology on X, to the given on X=F, are restrictions.
Other important result on the relative cohomology is the split theorem, which

establishes in shallow terms that the relative cohomology depends only on the
immediate neighborhoods of the embedding of F, in X. With more precision, giving
an open subset X, such that X=X0ð Þ∩F ¼ ∅, a canonical isomorfism exists
ifHn

F X, Jð Þ ¼ Hn
F X0, Jð Þ.

This is the form to induce isomorfisms. In our case, the covering Y, is a covering of
Stein where the integral operator cohomology H • M, Jð Þ, should exist such as we wish.
Why? Because the natural place, where a ∂�cohomology exists, is in a covering of
Stein and is because we want to obtain the solutions of ∂�partial differential equations.

We apply the relative cohomology to cohomologies of contours because we want
generalized function as solutions of the differential equations [5, 18].

We consider the following general procedure due to Baston [8] for the exhibi-
tion of all the cohomological functional on a collection of fields given. This proce-
dure is required for the evaluation of boxes diagram, that is to say, the obtaining of
the elementary states φi i ¼ 1, 2, 3, 4, …ð Þ of the field through a local cohomology.

We consider a complex manifold given for X∪Y, the closed subsets F⊂X, and
G⊂Y, and elements α∈Hp X‐F, Sð Þ, and β∈Hq Y‐G,Tð Þ. Then we can use the
connecting mappings in the exact successions of relative cohomology

Hp X, Sð Þ ! Hp X‐F, Sð Þ !r Hpþ1
F X, Sð Þ ! Hpþ1 X, Sð Þ, (18)

and

Hq Y, Tð Þ ! Hq Y‐G,Tð Þ !r Hqþ1
G Y, Tð Þ ! Hqþ1 Y, Tð Þ, (19)
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to obtain elements rα, and rβ. Then, the cup product on relative cohomology is
defined as:

∪ : Hpþqþ1 X∪Y, S⊗Tð Þ !r Hpþqþ1 X∪Y‐F∩G, S⊗Tð Þ
! Hpþqþ2

F∩G X∪Y, S⊗Tð Þ ! Hpþqþ2 X∪Y, S⊗Tð Þ,
(20)

and this demonstrates that

α • β ¼ r‐1 rα∪ rβð Þ, (21)

Due to that in the diagram boxes, the interactive vector fields φ, are given as
elements of groups H1, defined on different spaces, we need the vector product in
relative cohomology:

� : Hpþ1
F X, Sð Þ⊗Hqþ1

G Y, Tð Þ ! Hpþqþ2
F�G X� Y, S⊗Tð Þ, (22)

Likewise, for diagram box of four states, we have the cohomology of the left side
of Eq. (22) that can be illustrated (Figure 5).

Strictly speaking S⊗T, could be π ∗ XS⊗ π ∗ YT. As before rα� rβ, is in the
image of the connecting mapping r, in:

Hpþqþ1 X∪Y‐F∩G, S⊗Tð Þ !r Hpþqþ2
F�G X� Y, S⊗Tð Þ ! Hpþqþ2 X� Y, S⊗Tð Þ,

(23)

with

α • β ¼ r‐1 rα� rβð Þ ∈ ν‐1O p, q, rð Þ� �
, (24)

The following technical question arises: how to relate contour cohomology as
Hfþd Π‐ℓ0,ð Þ, with an integral cohomology of vector fields?

Part of the replay to this question is found when are considered the complex
components Fi ¼ Pi �Ui, with i ¼ 1, 2, 3, 4, … , f; being Pi, P, P ∗ , and Ui, open
subsets of i, belonging to the correct cohomology to the Penrose transform on
H1 U,O �rð Þð Þ.

The idea is to obtain an image of the vector field as element of a cohomology on
homogeneous bundles of lines in each component of the field (that is to say,
determine a cohomology for each line integral of each field component). Before-
hand this is foreseen that will happen with the Penrose transform, which is an
integral transform on the homogeneous bundles of lines.

Figure 5.
Feynman boxes diagrams [1].
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Let F ¼ F1 � … � Ff . We denote for Li, a projective line included in Fi, and let
L ¼ L1 � … � Lf . For f vector fields, we have an element in the cohomological
group H1 U1, O �r1ð Þð Þ⊗⋯⊗H1 Uf, O �rfð Þð Þ. For relative cohomology and projec-
tive twistor diagram results [18], the inner product for the line integrals for all these
fields is not lost. Then for the Künneth formula to relative cohomology, we have:

H1 U1, O �r1ð Þð Þ⊗⋯⊗H1 Uf,O �rfð Þð Þ ffi H2f
F Π, O rð Þð Þ, (25)

where r ¼ r1 � … � rf . Each linear continuous functional on these fields is thus
an element of the compact relative cohomology group H2f

F Π,Π‐F,O rð Þð Þ. We must
establish that Eq. (25) and the group H2f

F Π,Π‐F,O rð Þð Þ, are not in general dual.
Now well, considering this cohomology of vector fields, is necessary to decide

how the interior of a diagram choose some of these functionals. We remember the
interior of a diagram as the holomorphic nucleus h∈H3f,q Π‐ℓ, O rð Þð Þ. For example,
in the scalar product (spin zero) h ¼ DW∧DZ

WαZαð Þ2 ∈H6,q Π‐ℓ, O ‐2‐2ð Þð Þ. While in the box

h ¼ DW∧DZ∧DX∧DY
WαZαWβYβZγXγYδZδð Þ2 ∈H6,q Π‐ℓ0, O ‐2‐2‐2‐2ð Þð Þ. Usually q ¼ 0. In these cases h,

can be determined for integration without the interior vertices of the twistor dia-
gram, although it is not always easy. If q 6¼ 0, the determination of h in none time is
clear. How to do about it?

We consider the complex cohomology, and also we consider an element

α∈H0,f‐q
 Π� ℓ,Π‐ℓ∪Fð Þ: Then α∪h∈H3f,f

 Π� ℓ,Π‐ℓ∪F;O ‐rð Þð Þ: This is an
induced mapping for the inclusion

i : H3f,f
 Π� ℓ,Π‐ℓ∪F;O ‐rð Þð Þ ! H3f,f

 Π,Π� F;O ‐rð Þð Þ, (26)

where such i α∪hð Þ, is a chosen functional for the interior of the diagram (that is
to say h) as required. However, as this was done through α, the results are hard
to view α as a contour. For it, we first note that the embedding of the constant sheaf
, in O ‐rð Þ, induces a mapping:

Hf‐q
 Π� ℓ,Π‐ℓ∪F;ð Þ ! Hf‐q

 Π� ℓ,Π� ℓ∪F;O ‐rð Þð Þ, (27)

and second, the cohomology groups α∈H5fþq Π� ℓ,Π‐ℓ∪Fð Þ and
Hf‐q

 Π� ℓ,Π‐ℓ∪F;ð Þ are isomorphic. Now, it is necessary to insist in that α is in
the image of the mapping Eq. (27), which will produce a viewing as contour. Being
α a contour, we call to i α∪hð Þ, the functional “associated with” the kernel h, and we
remark strongly that this not exists if F⊂ℓ, then H5fþq Π� ℓ,Π‐ℓ∪Fð Þ ¼ 0, which
is hoped. We can refer to this problem as impossible, since necessarily ℓ 6¼ F, for the
chosen fields in this cohomology, which are the most general possible. The idea is to
wobtain an image of the vector field as an element of a cohomology on homoge-
neous bundles of lines in each component of the field. We note that our defined
fields are generally perfect. In fact, if the vector fields are elemental states, then
Fi ¼ Li, and F, is equal to a closed submanifold Λ (of real codimension 4f, with
normal orientable bundle). Using the Thom isomorphism, we have:

Hfþq Λ� ℓð Þ !ffi H5fþq Π� ℓ,Π‐ℓ∪Λð Þ ¼ 0, (28)

which is deduced that the viewed contours are given in Hfþq Λ� ℓð Þ. If the
vector fields are not elemental states along Π� ℓ,Π‐ℓ∪Fð Þ, then Π� ℓ,Π‐ℓ∪Fð Þ, is
homotopic to Π� ℓ,Π‐ℓ∪Λð Þ, which establishes its generality in homology.
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Likewise we have demonstrated that if Π� ℓ,Π‐ℓ∪Fð Þ, is homotopic to
Π� ℓ,Π‐ℓ∪Λð Þ, then the functionals on H1 U1, O �r1ð Þð Þ⊗⋯⊗H1 Uf, O �rfð Þð Þ,
associated with the kernel h∈H3f,q Π‐ℓ, O ‐rð Þð Þ, are given for elements of the
homology group Hfþq Λ� ℓð Þ. Now, which of these contours are cohomological? A
classes of contours are the classic or traditional contours. However, realizing exten-
sions of these contour classes through twistor geometry, we can consider cohomo-
logical contours to all image elements of the generator of Hd Π‐ℓ00,ð Þ, under two
mappings of Mayer-Vietoris. Likewise, the box nonprojective diagram also engages
three cohomological contours. Can this particular theory of contours to the spin
context be understood?

The response is yes, for example, of the foreseen construction given in
Figure 6b).

If f ∈C1 Ωð Þ∩C Ω
� �

∩ kerD�a Ωð Þ, with f ¼ K�af ∈H0 Π�℘,ð Þ, being ℘ ¼
�af g, then h ¼ 1

z�að Þ ∈H1 Π�℘, O �2ð Þð Þ. Then an integral formula in
hypercomplex analysis of a vector field is an element of the integral cohomology
H1 Π�℘,ð Þ. We can realize more work in this sense until we can arrive to the
Penrose transform on hypercomplex numbers.

3. The main conjecture and some notes of integral cohomology in low
dimension of a complex Riemannian manifold

Using definitions and results exposed with before can be enunciated and
demonstrated the following conjectures:

Conjecture 3.1. The cohomology of closed submanifolds of co-dimensions
k‐1, n‐k, and n k‐1ð Þ, can be represented and evaluated by a function cohomology.
The cohomology of contours is represented and evaluated by a complex functional
cohomology. The cohomology of line bundles is represented and evaluated by a
vector field cohomologies under the ∂‐cohomology corresponding.

There are indicium of that the differential operator class that accepts a scheme of
integral cohomology (integral cohomology) like due for the Penrose transform,
twistor transform, and so on is the class conformally invariant differential opera-
tors, of fact the Penrose transform generates these conformally invariant operators.
Some examples of these differential operators are for the massless field equations
(for flat versions and some curved versions [20]) and the conformally invariant
wave operator due to the mapping:

□þ�R=6 : O �1½ � ! O �3½ �, (29)

Figure 6.
(a). Field state in a cohomology H3,0 ℝ3,Lð Þ, to the line bundle L:. (b). P, is a principal SO 2ð Þ�bundle.
The fiber of the fiber bundle is the points Ex ¼ P�SO 2ð Þℝ2:
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or also the Einstein’s operator

∇ðA
ðA0∇BÞ

B0Þ þΦ ABð ÞÞ
A0B0ð Þ : O �1½ � ! O ABð ÞÞ

A0B0ð Þ �1½ �, (30)

or the conformally invariant modification of the square of the wave operator
O ‐1½ � ! O ‐4½ �, that is to say, the wave operator that involves in its term Ricci tensors:

□2 : ϕ ! ∇b ∇b∇a � 2Rab þ 2=3ð Þ Rgab
� �

∇a
� �

, (31)

Then, the integration of the partial differential equations corresponding to these
linear invariant differential operators is realized due to integral transforms of the
Penrose type since the irreducible unitary representation scheme to these operators
is unitary representations of components of the group SL 4,ð Þ, such as SO 2nð Þ.

In fact, in the flat case, the invariant differential operator classifications were
described to determine a problem of representation theory of Lie groups applied to
the Lie group SL 4,ð Þ and its compact subgroups. Then, own vision to these
operators through SL 4,ð Þ will be as equivariant operators between homogeneous
vector bundles on M, considering to SL 4,ð Þ as homogeneous space or class space.
The integrals in this case are realizations of these representations and are orbital
integrals of the integral transform of the resolutions to these differential equations,
which, in this concrete case, are the Penrose transform.

Then, the resolution problem of the partial differential equations is reduce to the
use of representation theory, but for this case, no always can construct the curved
analogues of conformally invariant differential operators of the flat space. This
demonstrates that cannot be generated a curved analogous under an integral trans-
form on homogeneous bundles of lines that are direct images of the operators Dn, of
G, of G=L. However, yes is possible to obtain a complete list under this procedure as
a mapping of unitary modules.

Also, the scheme of the ‐modules in the quaternion analysis serves to compute
and determine the properties of manifold through the scheme of fibers that can be
in closed complex submanifolds. In fact, this is an alternative for the determination
of vector fields through line bundles, which defined these as spin bundles.

Now well, cohomologically: How similar are these two methodologies for the
study in field theory? Can the direct product of Lie groups SU 2ð ÞT, subjacent in the
structure of a complex Riemannian manifold that models the space-time to its
vector field study and its integration through the isometries of the space L Hð Þ be
carried? Which are the integration limitations for the integral transforms on
homogenous bundles in global descriptions of the vector fields?

The first question is related to the double fibration that can be realized on some
complex projective spaces and their quaternion equivalent. Since it always exists
this bijection due to this double fibration with some corresponding homotopy group
that is frequently given for spheres, some real and complex projective spaces that
are necessarily identified with some n‐dimensional sphere exist. Such is the case, for
example, of the projective spaces 1 ffi S1, 1 ffi S4, or 7 ffi Spin 2, 6ð Þ. Then
can be determined isomorphic cohomological spaces via some integral transform of
the mentioned for the double fibrations. Some of these integrals result be of Feyn-
man type due to the complex projective bundles are spin bundles in some sphere
that determines some state space in quantum mechanics. For example, for the
complex case, is had in an infinite succession of non-trivial bundles, the infinite set
of bundles S1 ! 2ℓ�1

k ! , ℓ‐1 with k∈, and k 6¼ ℓ, which represents the infinite
set of corresponding monopoles bundles to the case ℓ ¼ 2.

These with proper connections represent Dirac magnetic monopoles of charge k.
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O ‐1½ � ! O ‐4½ �, that is to say, the wave operator that involves in its term Ricci tensors:

□2 : ϕ ! ∇b ∇b∇a � 2Rab þ 2=3ð Þ Rgab
� �

∇a
� �

, (31)

Then, the integration of the partial differential equations corresponding to these
linear invariant differential operators is realized due to integral transforms of the
Penrose type since the irreducible unitary representation scheme to these operators
is unitary representations of components of the group SL 4,ð Þ, such as SO 2nð Þ.

In fact, in the flat case, the invariant differential operator classifications were
described to determine a problem of representation theory of Lie groups applied to
the Lie group SL 4,ð Þ and its compact subgroups. Then, own vision to these
operators through SL 4,ð Þ will be as equivariant operators between homogeneous
vector bundles on M, considering to SL 4,ð Þ as homogeneous space or class space.
The integrals in this case are realizations of these representations and are orbital
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vector field study and its integration through the isometries of the space L Hð Þ be
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The constitutive integrals of these monopoles are Cauchy integrals that for dia-
grams of a cohomology H1 Π‐ℓ,ð Þ, these are reduced to integrals of Feynman type on
the diagrams-boxes corresponding to the state monopoles vertices. These are identi-
fied for the factors 1=ZαWα. Likewise, an integral of Cauchy type given for an integral
for a ϕ4‐vertex representing the projective space , or its dual  ∗ , comes given for

IF ϕ4� � ¼ ∮D1 Zð Þf Zαð Þg Wαð Þh Xαð Þj Yαð Þ=ZαWαXαWαXαYαZαYα, (32)

which is not different to the Cauchy integral for a monopole in z ¼ z0, and
representing the space 1 ð Þ.

The response to the second question also is positive since it is possible to deter-
mine a cohomology of the space–time based on light geodesics as orbits of a com-
plex torus T, when we consider our Universe as a complex hyperbolic manifold. The
corresponding integral operators on the corresponding orbits result to be n‐ dimen-
sional Fourier transforms F n, that can be calculated for the relation

f, ¼ F ‐1
nF 1Rf, (33)

in a n-dimensional manifold. The operatorR, is the Radon transform calculated
on the corresponding cycles. It is well known that F ∈L Hð Þ, and that the
integral cohomology given forF n, is the ∂‐ cohomology of one codimensional
submanifolds in M.

A response to the last question could be the limitations that are observed when it
is wanted to extend the integration on the orbits of M, to a global integration of
vector fields, since it is required the global integration of a vector field without the
necessity of calculating previously the integrals on orbits of sections of a
homogeneous bundle.

However, certain feasibility exists to obtain amethodology in this respect, general-
izing, in some sense, the concept of conformal generalized structure on themanifoldM.

The existing equivalences between twistor spaces, quaternion spaces, and
Riemannian manifolds establish isomorphisms between different cohomology
classes whose geometrical invariants are with similar invariant properties in such
different cohomology classes. Likewise, we have, for example, a John integral on
a complex bundle of lines F, which includes the same integration invariants
with respect to the line bundle of the linear concave domains in the space n

(respectively, n) for the integral of the Radon transform. The cohomology of the
singularities in the description of the massless fields can be done through a twistor
description of the fields using a relative cohomology of sheaves on the massless
fields distributed on a real Minkowski space. Likewise, we can have other examples
of equivalences for different cohomology classes.

Much results in complex analysis in , or 2, can be generalized on a context of
analytic functions more extensive, using a holomorphic language of a ∂‐ cohomology.
Example of it is the use of hyperfunctions for generalizing some contour integrals. If
F⊂, where F, is a closed interval and the hyperfunctions of F, are given for the
quotient space O ‐Fð Þ=O ð Þ, and iff, is an analytic complex function (analytic in a
real sense), the sesquilinear coupling with a hyperfunction represented by the
holomorphic function φ (which can be a hypercomplex function) on ‐Fð Þ, is given
for the contour integral:

ϕ, fð Þ ¼ ∮φ zð Þf zð Þdz, (34)

where the function f, must be extended holomorphically to a little portion of F,
and the contour in ‐Fð Þ, transits around of F, sufficiently near of the definition
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domain off. This integral is not more different than the Cauchy integral, in fact, in
certain sense, this is a generalization. Further, this is not more different than the
John integrals, Conway integrals, and Penrose integrals on . The first two are used
on the circle S1, the third, for obtaining the harmonic functions of three and four
variables determining the solution of the wave equation in 4.

The Penrose line integral in integral geometry has the interpretation as was
mentioned in the Radon transform on lines of a flag manifold F ¼ L L⊂4

��� �
. All

these integrals belong to a same cohomological class, which can be determined
calculating the cohomology of μ‐1O p, q, rð Þ, using the spectral sequence:

Ep,q ¼ Γ U, νq∗ pð Þ� �
, (35)

Then it is possible to calculate the cohomology groups Hp,q U0, μ‐1O p, q, rð Þð Þ, in
terms of Hp,q U0, νq∗ pð Þ� �

, taking the meaning of Eq. (35). These cohomology
groups are sections of the sheaf with coefficients on the fibered bundle O p, q, rð Þ.
The space μ‐1O p, q, rð Þ, represents the inverse image of said sheaf. U⊂M, and U0 ¼
ν‐1 Uð Þ⊂F, and μ‐1 U0ð Þ⊂, with μ, and ν, are the corresponding homomorphisms of
the double fibration in integral geometry to relate objects in M, and , can be a
projective twistor space and F, the flag manifold.

Finally, we can say that the descriptions in Section 3 are only few examples of
our theory of integrals that we want to construct, and that are examples to enforce
our conjecture on the integral geometry bases obtained from the geometry and
analysis.

4. Conclusions

The idea to obtain an integral operator cohomology is develop a theory through
integral invariants, that is to say, explore the complex Riemannian manifolds
though the value of its integrals along the cycles and the corresponding cocycles
(submanifolds, contours, vertices, edges, complexes, and so on) of the manifold.
The duality between these cycles obeys to the spectral transformation that follows
much of these integrals as solution of the corresponding differential equations. For
example, in some case, it is used the tomography of Riemannian manifold whose
cocycles are submanifolds. However, this idea can be generalized and induced
beyond the tomography, for example, the integral transforms that generate
differential operators with certain property of invariance inside the manifold and
establish solution classes through these properties as the case to the conformally
invariant differential operators. Then, the representation of objects, such as
differential operators, functions, hyperfunctions, and fields, through integrals also
appears in a natural way using the cohomology groups of its cocycles as first,
second, …, nth integrals for a problem of the differential or functional equations.

Likewise, much of these solutions are given through the integral transforms that
search solution classes as equivalence classes in the dual problem. The inverse
problems are developed in the geometrical analysis corresponding. The cohomolog-
ical problem consists in developing a cohomology H • M, Jð Þ, the sufficiently general
that means the solution to enlarge number of differential equations and that can be
applied in the solution of the field equations in exploring the Universe.

The reinterpretation for physics phenomena in the case when said complex
Riemannian manifold models the space-time, results interestingly, and let open the
possibility of constructing an Universe theory that includes macroscopic and
microscopic phenomena through a good integral theory.
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Chapter 7

Extracting Coherent Structures in
Near-Wall Turbulence Based on
Wavelet Analysis
Peng Du, Haibao Hu and Xiao Huang

Abstract

To analyze the properties of the coherent structures in near-wall turbulence, an
extraction method based on wavelet transform (WT) and a verification procedure
based on correlation analysis are proposed in this work. The flow field of the
turbulent boundary layer is measured using the hot-film anemometer in a gravita-
tional low-speed water tunnel. The obtained velocity profile and turbulence inten-
sity are validated with traditional boundary layer theory. The fluctuating velocities
at three testing positions are analyzed. Using the power spectrum density (PSD)
and WT, coherent and incoherent parts of the near-wall turbulence are extracted
and analyzed. The probability density functions (PDFs) of the extracted signals
indicate that the incoherent structures of turbulence obey the Gaussian distribution,
while the coherent structures deviate from it. The PDFs of coherent structures and
original turbulence signals are similar, which means that coherent structures make
the most contributions to the turbulence entrainment. A correlation parameter is
defined at last to prove the validity of our extraction procedure.

Keywords: coherent structure, wavelet transform, correlation analysis, turbulence

1. Introduction

Turbulence is a commonly seen but very complicated phenomenon in nature.
Numerous tests have proven that turbulence is not a pure random process but
contains different scales of fluctuations called coherent structures [1–3]. These
structures significantly contribute to fluid entrainment and mass, momentum, and
heat transfer [4, 5]. Therefore, investigating the coherent structures is of great
significance to undercover the physics and to realize flow control.

Among the techniques of turbulence analysis, wavelet transform has been
proven feasible and power to detect and extract the coherent structures in turbu-
lence [6–9]. Early works are based on continuous wavelet transform (CWT).
Liandrant [10] and Jiang [11, 12] proposed the maximum energy principle, which
considered the signal at the maximum energy scale as the burst events in turbu-
lence. Kim [13] identified the coherent structure around a vibrating cantilever
based on CWT. However, a drawback of CWT is that it is unable to reconstruct the
signal if the mother wavelet is not orthogonal [14–16]. To solve this problem, Longo
[17] used the multiresolution analysis technique based on the discrete wavelet
transform (DWT) and extracted the structures in turbulence. DWT has evident
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advantages compared with CWT since it is invertible and multi-scaled scales can be
analyzed. Kadoch [18] combined DWT and direct numerical simulation (DNS),
whose results proved that coherent structures preserve the vortical structures with
only about 4% of the wavelet coefficients but retain 99.9% of the turbulence energy.

In this work, measurement of the turbulent boundary layer is carried out using
hot-film anemometer in a gravitational low-speed water tunnel. A procedure based
on the WT and correlation analysis is proposed to extract and verify the coherent
and incoherent structure in turbulence.

2. Experimental tests and analysis

2.1 Experimental apparatus

A gravitational low-speed water tunnel was constructed for the experiment. The
gravity generated by the water level difference drives the water flow in the tunnel,
and the flow can be tested in the experimental section (Figure 1). A maximum
water speed of 2.0 m=s can be reached, and the turbulence intensity is less than 2%.
The IFA300 hot-wire anemometer was used to measure the turbulence boundary
layer flow at a series of positions in the vertical direction (Figure 2). Detailed setups
in the experimental section can be observed in Figure 2. A probe penetrates into the

Figure 1.
Sketch (left) and photo (right) of the gravitational low-speed water tunnel. (1) Water tank; (2) stabilization
section; (3) contraction section; (4) experimental section; (5) electromagnetism flowmeter; (6) water level
observation section; (7) water pump; (8) water storage basin; (9) switch valve.

Figure 2.
Sketch of experimental setups. (1) PC; (2) hot-film anemometer; (3) coordinate frame; (4) experimental
plate; (5) hot-film probe.
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flow to measure the flow field. A coordinate frame was used to move the probe in
the vertical direction, with a precision of 0.01 mm. During the experiment, the
sampling frequency and sampling time were set to 50 kHz and 10.24 s.

2.2 Verification of turbulent boundary layer flow

By using the experimental setups in Figure 2, the flow velocity of the turbulence
boundary layer was measured at a series of positions in the vertical direction. The
mean velocity profile and the turbulence intensity distribution at the water speed 0.4
m=s can are analyzed in Figures 3 and 4, which agree with the turbulence boundary

Figure 3.
The profile of mean velocity at the water speed 0.4 m=s.

Figure 4.
Turbulence intensity at the water speed 0.4 m=s.
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layer theory. This means that the flow field in the experimental section is fully
developed. Our setups and techniques are ready for turbulent boundary layer tests.

3. Theoretical background of wavelet transform

WT is a mapping of a time function, in a one-dimensional case, to the two
dimensional time-scale joint representation. The temporal aspect of the signal can
be preserved. The wavelet transform provides multiresolution analysis with dilated
windows. The high-frequency part of the signal is analyzed using narrow windows,
and the low-frequency part is done using wide windows. WT decomposes the signal
into different frequency components and then studies each component with a
resolution matched to its scale. It has advantages over traditional Fourier methods
in analyzing physics where the signal contains discontinuities and sharp spikes.

WT of a signal s tð Þ is defined as the integral transform of ψa,b ¼ 1ffiffi
a

p ψ t�b
a

� �
, which

can be expressed as:

W f a, bð Þ ¼
ð∞
�∞

s tð Þψa,bdt

¼
ð∞
�∞

s tð Þ 1ffiffiffi
a

p ψ
t� b
a

� �
dt

(1)

where φm,n tð Þ is the scaling function, which is defined as φm,n tð Þ ¼
2�m=2φ 2�mt� nð Þ, and where a and b are the scale and position [19].

Scale a and position b should be discretized for applications. Usually we choose
a ¼ 2m m∈Z, a0 > 1ð Þ, b ¼ n � 2m b0 >0, n∈Zð Þ. When ψ tð Þ obeys the orthogonal
condition

Ð
ψm,n tð Þψm0,n0 tð Þdt ¼ δm,m0δn,n0 , the functions of the orthogonal basis can

be written as:

ψm,n tð Þ ¼ 1ffiffiffiffiffiffi
2m

p ψ
t� n � 2m

2m

� �

¼ 2�m=2ψ 2�mt� nð Þ
(2)

The corresponding DWT can be expressed as:

< s,ψm,n > ¼ 2�m=2
ð∞
�∞

s tð Þψm,n tð Þdt

¼ 2�m=2
ð∞
�∞

s tð Þψ 2�mt� nð Þdt
(3)

The orthogonality of ψm,n tð Þ eliminates the relevance between the points in
wavelet space because of redundancy. The analyzing result of WT can thus reflect
the characteristics of the original signal. Based on OWT, the signal s tð Þ can be
written as:

s tð Þ ¼
X∞
�∞

X∞
�∞

< s,ψm,n >ψm,n tð Þ (4)

By choosing the scale m0 as the critical value, the signal s tð Þ can be divided into
the approximate and detailed parts:
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s tð Þ ¼
X∞

m¼m0þ1

X∞
n¼�∞

< s,ψm,n >ψm,n tð Þ þ
Xm0

m¼�∞

X∞
n¼�∞

< s,ψm,n >ψm,n tð Þ

¼
X∞
n¼�∞

< s,φm,n >φm0,n tð Þ þ
Xm0

m¼�∞

X∞
n¼�∞

< s,ψm,n >ψm,n tð Þ

¼
X∞
n¼�∞

am0 n½ �φm0,n tð Þ þ
Xm0

m¼�∞

X∞
n¼�∞

dm n½ �ψm,n tð Þ

¼ Am0 þ
Xm
m¼1

Dm

(5)

where ψm,n tð Þ is the wavelet function. φm,n tð Þ can be viewed as a low-pass filter,
while ψm,n tð Þ as a band-pass filter. The first part of the above equation is the low-
frequency approximation of the signal s tð Þ at the scale 2�m0; the high-frequency part
is the details of the signal s tð Þ [15, 20].

For turbulence, the fluctuating velocity of turbulence can be normally divided
into two subparts:

s ¼ ~sþ s0 (6)

where ~s is the coherent part and s0 is the incoherent part. The signals ~s and s0 are
statistically independent.

By adopting the multiresolution analysis (Figure 5), the turbulence signal s tð Þ
can be divided into different frequencies. Coherent structures can thus be
reconstructed in a selected frequency domain. Other redundant signals can then be
eliminated. Therefore, the frequency range determination and localization of the
coherent structures are critical in this process. The frequency can be determined as:

f ¼ f c f i
a

(7)

where f s and f c are the sampling frequency and the central frequency of a
particular wavelet basis. a is the scale, denoted as 2m (m is a particular level of
decomposition) in OWT. It represents the original frequency range of the turbu-
lence signal when m ¼ 0 (i.e., a ¼ 1), f ¼ f 0.

Figure 5.
Sketch of the multiresolution analysis.
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4. Extraction and verification of turbulent structures

To extract the coherent structures in turbulence, the signals at the central area of
turbulence should be selected. According to previous studies [20–22], the formation
of the coherent structures in turbulence is formed in the area of 0< yþ < 30, and the
self-sustaining of the coherent structures is in the area of 20< yþ < 60. As a result,
three testing positions with the yþ 20.8, 33.5, and 42.6 were selected, whose fluctu-
ating velocity signals are shown in Figure 6.

4.1 Preliminary evaluation of coherent structures

For preliminary evaluations of the coherent structures, CWT is first utilized for
the analysis. CWT is a mathematical mapping similar to the Fourier transform
[23, 24]. It is linear, invertible, and orthogonal. However, the Fourier transform
uses basis functions, including the sines and cosines, which extend to infinity in
time, while wavelet basis functions drop towards zero outside a finite domain
(compact support). This allows for an effective localization in both time and fre-
quency. CWT uses inner products to measure the similarity between the turbulence
signal and the wavelet function, which defines a mapping between the two. CWT
compares the turbulence signal to shifted and compressed/stretched versions of the
wavelet function. Compressing/stretching is also referred to as dilation or scaling
and corresponds to the physical notion of scale. By continuously varying the values
of the scale parameter, a, and the position parameter, b, one can obtain the CWT
coefficients at last.

In the work, the 5th order of Daubechies wavelet was selected as the basis
function, whose central frequency fc is 0.6667 Hz. The calculated CWT coefficients
of the three signals are shown in Figure 7, where the quasi-periodic structures
(coherent structures) of turbulence can be clearly observed. The modulus of the
wavelet coefficients shows that during the vortex breakdown, which is caused by
the strong nonlinear flow instability, energy is spread over a wide range of scales.
Large-scale structures exhibit anisotropic properties in the flow. Their peaks and
troughs appear at the scale about 300, corresponding with a frequency of 0.6667/
300 = 0.0022 Hz. These dominant scales will have the highest level of energy in
turbulence. At the smaller scales, the vortices break up into intermittent small-scale
features. Some organizations are evident here, with periodical and intermittent
turbulent bursts. The low-frequency structures will decay to isotropic structures
and dissipate in turbulence at last.

Figure 6.
Fluctuating velocity signals at three positions (a) yþ ¼ 20:8, (b) yþ ¼ 33:5, (c) yþ ¼ 42:6.
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4.2 Extraction of coherent structures

To obtain the frequency range of coherent structures in turbulence, power
spectrum densities of the three selected signals were calculated in Figure 8. The
centralized frequencies of the coherent structures are found in the range 0 � 230 Hz,
0 � 240 Hz, 0 � 230 Hz. The rapid attenuation of PSD demonstrates the low noise of
our experimental system. Multiresolution analysis of OWT was used to extract the
coherent structures in turbulence [9, 25, 26].

WT of a signal is equivalent to local cross-correlation analysis between the signal
and wavelet function. OWT carries out the multi-resolution analysis for both
decomposition and reconstruction of the original turbulence signal. It is thought of
the wavelet coefficients as digital filters as which the original signal is passed
through low-pass filters to decompose into low-frequency components and passed
through high-pass filters to analyze into high-frequency components.

Using the multiresolution analysis of OWT, the turbulence signal was split into
seven scales as in Table 1, which eliminates most of the redundant signals. The
frequency range of the approximate signal is mainly in the range 0 � 260 Hz, which
covers most of the coherent structures. In Table 1, the coherent structures are
found to take almost 75 % of the whole energy in turbulence.

The extracted signals of each level are shown in Figure 9, where “A7” is the
approximate signal, i.e., the coherent structures; where “sD7” is the incoherent
structures, which is calculated by:

sD7 ¼ s� A7 ¼ D1þD2þ⋯þ D7, (8)

andwhere “s” is the original signal. “D1�D7” are the detailed signals of each level.

4.3 Verification of extracted signals

To characterize the properties of the extracted signals, the probability density
functions (PDFs) were analyzed in Figure 10. It can be observed that the incoher-
ent structures are approximately Gaussian, demonstrating isotropic characteristics.
The PDFs of coherent structures deviate from the Gaussian distribution, presenting
strong anisotropic characteristics. And the PDFs of the coherent structures resemble
that of the original turbulence signals. This means that coherent structures contrib-
ute the most to turbulence entrainment.

Figure 7.
Continuous wavelet transform coefficients at (a) yþ ¼ 20:8, (b) yþ ¼ 33:5, (c) yþ ¼ 42:6.
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For further validation of the extracted coherent and incoherent structures, cor-
relation analysis was carried out here. A correlation parameter β between these
structures was defined [27]:

β ¼ vavd
v2

¼
1
N

P
vaivdi

1
N

P
v2i

(9)

where v is the fluctuating velocity signal. The subscripts “a” and “d” represent
the coherent and incoherent structures. N is the number of the sampling points.
vavd can be regarded as the stress between the coherent and incoherent structures.

Figure 8.
Power spectrum densities at the three positions (a) yþ ¼ 20:8, (b) yþ ¼ 33:5, (c) yþ ¼ 42:6.
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Value of β represents the correlation between coherent and incoherent structures. A
large value of β means that the coherent structures are divided into detailed signals
as incoherent structures, denoting an inappropriate selection of the decomposition
level. If the coherent structures are correctly extracted, the correlation parameter β
should be 0. According to Eq. (9), β of our three selected signals at the level 7 are
�3:8444� 10�4, 7:2638� 10�4, and 3:2677 � 10�4, respectively, demonstrating the
low correlation between the extracted coherent and incoherent structures. This
proves the validity of the proposed extraction process.

Signal Frequency/Hz Energy/%

yþ ¼ 20:8 yþ ¼ 33:5 yþ ¼ 42:6

s 0 � 33,335 100 100 100

A7 0 � 260 85.6498 77.0677 81.3847

D7 260 � 520 0.0147 0.0200 0.0259

D6 520 � 1042 0.0062 0.0086 0.0129

D5 1042 � 2083 0.0019 0.0036 0.0042

D4 2083 � 4167 0.0464 0.0703 0.0868

D3 4167 � 83,334 0.3957 0.8099 0.8505

D2 83,334 � 16,668 3.5993 5.5974 5.2322

D1 16,668 � 33,335 10.2411 16.4225 12.4028

Table 1.
Frequency and energy distribution of seven level decompositions.

Figure 9.
Extracted signals in turbulence. (a) Incoherent structure (yþ ¼ 20:8); (b) coherent structure (yþ ¼ 20:8);
(c) incoherent structure (yþ ¼ 33:5); (d) coherent structure (yþ ¼ 33:5); (e) incoherent structure (yþ ¼ 42:6);
(f) coherent structure (yþ ¼ 42:6).
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5. Conclusion

The flow field of the turbulence boundary layer was measured using hot-film
anemometer in a gravitational low-speed water tunnel. The coherent and incoher-
ent structures in turbulence were separated successfully with an extraction method
based on WT. With CWT, the turbulent structures can be observed in various
scales. With DWT, multiresolution analysis can be carried out for the decomposi-
tion and reconstruction of vortical structures in different scales. The PDF of the
incoherent structures was found to obey the Gaussian distribution, while that of the

Figure 10.
Probability density functions at three testing positions (a) yþ ¼ 20:8, (b) yþ ¼ 33:5, (c) yþ ¼ 42:6.
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coherent structures deviate from it. The similarity of the PDFs of the coherent
structures and the original turbulence signal demonstrate that the coherent struc-
tures make most contributions to turbulence. A correlation parameter between
coherent and incoherent structures was defined, which proves the successful sepa-
ration of coherent structure from turbulence.
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Appendix I: complex wavelet transform

The continuous wavelet transform (CWT) has the drawback of redundancy. As
the dilation parameter a and the shift parameter b take continuous values, the
resulting CWT is a very redundant representation. Therefore, the discrete wavelet
transform was proposed to overcome this problem by setting the scale and shift
parameters on a discrete set of basis functions. Their discretization is performed by:

a ¼ a j
0⋯b ¼ ka j

0b0⋯for � j, k∈Z (10)

where a0 > 1 is the dilation and b0 6¼ 0 is the translation. The family of wavelets
can be expressed as:

ψ j,k tð Þ ¼ a�j=2
0 ψ a�j

0 t� kb0
� �

(11)

and the discrete wavelet decomposition of a signal f tð Þ is:

f tð Þ ¼
X
j

X
k

D f j, kð Þψ j,k tð Þ (12)

where D f j, kð Þ is the DWT of the signal f tð Þ. The most widely used dilation and
shift parameters are a ¼ 2 and b ¼ 1.

The basis function set ψ j,k

n o
should be orthonormal such that:

D f j, kð Þ ¼
ð∞
�∞

ψ ∗
j,k tð Þf tð Þdt ¼ ψ j,k tð Þf tð Þ

D E
(13)

The advantage of the DWT is the multi-resolution analysis ability. Although the
standard DWT is powerful, it has three major disadvantages that undermine its
applications: shift sensitivity, poor directionality, and absence of phase information.

Complex wavelet transform can be used to overcome these drawbacks. It uses
complex-valued filtering and decomposes the signal into real and imaginary parts,
which can be used to calculate the amplitude and phase information.

For turbulence analysis, the complex wavelet transform should be used since the
modulus of the wavelet coefficients allows characterizing the evolution of the
turbulent energy in both the time and frequency domains. The real-valued wavelets
will make it difficult to sort out the features of the signal or the wavelet. On the
contrary, the complex-valued wavelets can eliminate these spurious oscillations.
The complex extension of a real signal f tð Þ can be expressed as:

x tð Þ ¼ f tð Þ þ jg tð Þ (14)

where g tð Þ is the Hilbert transform of f tð Þ and is denoted as H f tð Þf g and j ¼
�1ð Þ1=2. The instantaneous frequency and amplitude of the signal x tð Þ can then be
calculated as:

Magnitudeof x tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f tð Þ2 þ g tð Þ2
� �r

Angle of x tð Þ ¼ tan �1 g tð Þ=f tð Þ½ �
(15)

The complex wavelet transform is able to remove the redundancy for turbulence
analysis where the directionality and phase information play important roles.
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Chapter 8

An Efficient Approach Based on
the Near-Field Technique to Solve
EMI Problems: Application to an
AC/DC Flyback Converter
Bessem Zitouna and Jaleleddine Ben Hadj Slama

Abstract

Flyback converters have been widely used in low- and high-power applications
because of their simplicity and low cost. However, they incur electromagnetic
compatibility problems which are more difficult to control. The present chapter
proposes an efficient modeling method based on the near-field technique to solve
real-world radiation problems of the power electronics circuits. Firstly, for the
characterization of an AC/DC flyback converter, several experimental measure-
ments of the magnetic near field are performed in the time domain over the con-
verter. Subsequently, we have applied the time domain electromagnetic inverse
method based on the genetic algorithms on the measured signals to find the equiv-
alent radiating sources of the studied circuit. The accuracy and the efficiency of the
proposed approach have been demonstrated by the good agreement between car-
tographies of the near magnetic field components calculated using the developed
model and those measured. Finally, the developed equivalent model has been used
to predict cartographies of other components of the magnetic field which will be
compared to measured cartographies. This confirms that the identified equivalent
sources can represent real sources in the studied structure. The proposed method
could be used for diagnosis and fault location in power electronics systems.

Keywords: electromagnetic compatibility (EMC), flyback converter, inverse
method, near-field measurement, time-domain analysis, genetic algorithms

1. Introduction

To respond to the necessity and simplicity of marketed converter applications,
innovation in power electronics is based on the growing constraints imposed by the
exponential rise of our needs: better management of primary energy sources while
offering increasingly sophisticated functions at reduced cost. This cost function can
obviously take different forms depending on the context: weight, volume, effi-
ciency, disturbances on the converter and its environment, technological cost,
economic cost, protection and reliability, and lifetime of devices. No device can be
excluded today from environmental constraints. At this stage, a lot of energy con-
version structures are now very efficient. For example, the flyback converter is
probably the most widely used structure in the electronics industry and is
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frequently utilized for various applications (battery chargers, energy saving lamps,
photovoltaic systems, LCD monitors, DVD players, …). Integration and coexistence
in the same housing, as well as the increase in switching frequencies and carried
powers, cause frequent and unwanted electromagnetic interference in the vicinity
of these systems. These interferences present important sources of malfunction of
the device itself and neighboring systems. For this reason, electro-magnetic com-
patibility (EMC) must be addressed from the starting process of design and manu-
facture of high-tech electronic devices. Indeed, the study of electromagnetic
compatibility of a card gives quantitative tools to the power electronics to influence
the radiated and conducted disturbances. It is essential to know the electromagnetic
disturbances emitted by the equipment under test at different distances and to
verify that they do not exceed a certain limit in order to avoid disturbing the
neighboring equipment. Therefore, the EMC characterization tests have become an
essential step in the various phases of the development of power electronics prod-
ucts. Unfortunately, these tests remain costly because we often need heavy, precise
and very expensive equipment (anechoic chamber). To circumvent these limits, it is
essential to develop radiating models that allow us to estimate the electromagnetic
emissions of these systems before the prototype is realized (during the phase of
virtual prototyping). The objective of this work is to elicit the electromagnetic
inverse method in the time domain based on the near-field technique as an innova-
tive and important solution that allows characterizing and modeling the radiation of
the products of the power electronics. Thus, the added value of this chapter is to
show the implementation of the inverse electromagnetic method in the time
domain for the field of power electronics. In fact, the proposed approach will be of
some use to people who make the development of power electronics systems.
Actually, identifying all the sources of radiation in an electronic cartography and
developing an equivalent radiation model that will allow us to estimate the electro-
magnetic emissions of these systems help solve the problems of interferences
encountered in power electronics. The proposed method can be used for example as
a method of analysis, fault detection and diagnosis of power electronic circuits.
Indeed, the electromagnetic signature of a component could make it possible to
verify its proper functioning. In order to find solutions related to the problems
encountered in power electronics, the inverse electromagnetic method has been
applied to different types of circuits.

In the literature, a lot of work has been already achieved on the modeling of
electronic components [1–3]. The inverse method based on the elementary
dipoles was used to extract the equivalent model from PCB circuits [4–6]. In
frequency domain, the inverse method was also used in order to model electronics
cards [7–9].

These various approaches have been developed in the frequency domain and
have been utilized to characterize and to model the radiated emissions on only one
frequency. It seems that there is no time. This supposes that the studied systems
have had sinusoidal radiations that do not correspond to the reality of power
electronic systems where the electromagnetic disturbances are very important over
a broad band of frequencies. For this effect, modeling this kind of radiation by the
frequency inverse method requires to repeating the identification of equivalent
sources for each signal frequency. This causes a very high processing time. How-
ever, from the results found in the frequency domain, we cannot know at what time
of the cycle of operation the radiating sources intervene, and we thus suppose that
the radiations of the sources contribute simultaneously, which does not correspond
to reality. Nevertheless, the switching in power electronics often presents offsets
which will be found at the level of radiated emissions. The spectral distribution
therefore evolves as a function of time and the components do not all have the same
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radiation frequencies. Consequently, the models obtained by the electromagnetic
inverse method in the frequency domain have several limitations and remain inap-
plicable for power electronics systems which are excited by different types of
nonsinusoidal signals and which consequently emit on one broad band of frequen-
cies. To this end, the added value of our approach is to propose an efficient tech-
nique based on the inverse electromagnetic method in the time domain which takes
into account the temporal offset at the levels of the various radiated emissions of
the circuit, which permits the Identification of the contribution of each radiating
source of the circuit over time.

Until now, few studies have been performed and published on the time-domain
inverse method. The authors in some study tried to combine the frequency inverse
method with the time-frequency computation method [10, 11]. However, the
developed modeling method was limited because it always depended on the
parameters of the time intervals that mainly depended on the selected frequency
band, the considered initial frequency and the used computer performance. Other
approaches have been performed [12–15]. These studies were dedicated to the
development of new computational techniques and analysis of an electromagnetic
near field in the time domain. To develop a resolution method in the time domain,
enabled by passing this kind of problem, we put forward the development and
implementation of the temporal inverse electromagnetic method based on
elementary dipoles [16].

The methodology of the time-domain electromagnetic inverse method has been
presented [16]. This method was applied to identify the equivalent radiation model
in a fairly simple structure, which was unfortunately not representative enough
for all power electronic circuits. To demonstrate again the robustness and efficiency
of the electromagnetic inverse method developed in the time domain when applied
to complicated real cards composed of several bulky components, where the radi-
ating sources are usually very close to each other, we propose to study in this
chapter a complete application case (PCB and power electronic components).
Hence, we will focus much more on the application of the temporal inverse elec-
tromagnetic method to find an equivalent model of an industrial system that emits
nonsinusoidal radiations. This will make it possible to calculate the field emitted
by the studied system for various distances and to study the coupling with the
neighboring systems.

In this chapter, the time domain electromagnetic inverse method is tested and
used in an AC-DC flyback converter application. First, we describe the device under
test. Then, we will present how the suggested approach is implemented and what
these advantages can be. To do this, several works will be performed. We will firstly
present the test bench of the near field in the time domain. Second, we will present
the measurement results of the vertical component of the radiated magnetic near
field (Hz) performed over an AC/DC converter, so as to model the radiation of this
converter by the electromagnetic inverse method in the time domain. In the fol-
lowing part, the modeling methodology and its resolution based on the genetic
algorithms are described. To validate the identified model using our suggested
approach, a comparison is made between the tangential components (Hx) of the
magnetic field, calculated using the optimized model parameters and the one
measured over the studied converter.

2. Description of the studied flyback converter

The system studied in this chapter is an AC-DC converter based on the principle
of switched-mode power supplies (Figure 1).
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Switching power supplies are much smaller and lighter than linear power
supplies, which explain their increasingly widespread use in various fields, particu-
larly in those of embedded systems. Also, switched-mode power supplies have a
good efficiency until 90%. Contrarily, they have regulatory problems which are
more difficult to control [17–19]. Due to the rectangular signal to the switching
frequency, these power supplies produce a relatively large noise. This problem
makes them unsuitable for certain applications. To this end, it is essential to
characterize and control the EMC behavior of this type of converters.

The studied converter in this chapter is of a flyback type of a low power (5 W).
The basic schema of a studied converter is illustrated in Figure 2.

Figure 1.
Flyback AC/DC converter.

Figure 2.
Schematic of AC/DC flyback converter.

Type Input voltage Output voltage Maximum current Efficiency

Flyback 220 V AC 5 V DC 1 A 79%

Table 1.
Characteristics of studied converter.
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The electrical characteristics of the studied flyback converter are illustrated in
Table 1.

3. Description of magnetic near-field test bench in time domain

In our study, the measurement of the studied converter radiation is carried out
in one single measurement for different radiation frequencies. This presents the
benefits of a near field in the time domain compared to the frequency test bench.

Figure 3 presents the different parts of the near-field test bench in time domain.
The temporal measurement method uses a high-precision oscilloscope that pre-

sents a wide bandwidth. This oscilloscope is utilized for displaying and recording
temporal signals picked up by the measurement of the magnetic field probe.

To sweep the probe above the studied structure, a plotting table is used. The
displacement of the probe over the device under test is manually performed
(Figure 4).

The displacement of the probe above the studied structure is manually
performed. The displacement procedure of the probe from measurement point to
another on the sweeping surface is described in Figure 5.

Figure 3.
Near-field test bench in time domain.

Figure 4.
Detailed structure of magnetic probes: (a) probe of tangential components Hx and Hy, (b) probe of vertical
component, (c) measurement principle of electronic probe Hz.
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In this study and according to our needs, we utilize two coil probes: one for
measuring the normal component of the magnetic field (Hz) and the other for
measuring the two tangential components (Hx and Hy). Each utilized probe is
shielded. The shielding of the used probe is made by copper. It consists of a loop
connected to the central conductor on one side and to the external shield of a coaxial
cable on the other side, as shown in Figure 4. The probe is connected to the
oscilloscope through a highly shielded coaxial cable.

To measure the magnetic fields around the components and systems, we use
magnetic probes; and to capture the different components of the magnetic field H,
it is necessary to place the normal to the surface of the collinearly loop of the desired
component. It is possible to utilize a single probe and to orient it differently
according to the component to be measured. The principle of the measurement
protocol is based on the Faraday and Lenz law, which stipulates that if a variable
magnetic field crosses through a closed circuit, then the resulting flux variation will
cause an electromotive force at the terminals of the loop (Figure 4c). Accordingly,
we have:

e tð Þ ¼ � dφ tð Þ
dt

(1)

Finally, and through a transformation equation, we can deduce the magnetic
field. The magnetic probe allows transforming the variable magnetic flux which
crosses through it into a voltage at its terminals. Subsequently, we deduce the
magnetic field at the center of the probe. Indeed, for a circular conductive loop of a
radius R dived in a magnetic field B(t), the induced potential difference by the
variable magnetic field is given by the following equation:

V tð Þ ¼ �∮μ0
∂H tð Þ
∂t
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where n! is the probe surface normal.
Since the probe surface is small enough, we can consider the magnetic field

Hz(t) constant over the entire loop area S. As a result, Eq. (5) becomes:
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∂H tð Þ
∂t

(3)

where S = π � r2 is the probe surface (r = 1.6 mm) and μ0 = 4 � π � 10�7 H/m is
the permeability in the free space.
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In fact, extracting the magnetic field H(t) from the measured voltage at the
probe terminals can be defined as follows:

H tð Þ ¼ � 1
μ0 � S

ðt
0
V tð Þ dt (4)

4. Measurement of near field emitted by studied converter

This suggested approach is based on time domain measurements of the near field
above the studied structure. The distribution of the near field on the chosen scanned
surface is presented in the form of cartography. The cartography is a matrix repre-
sentation of the amplitude and the phase of the measured near field at each point
and at each instant over the studied system. It is characterized by the dimensions of
the measurement surface (Xmin:Xmax; Ymin:Ymax), the distance between two
measuring points (ΔX et ΔY), and the measuring height (Z) (Figure 6).

Figure 7b represents the chosen face used for the time domain measurements to
identify the equivalent radiating sources. This face enables a good detection of the
magnetic near field radiated by all components of the studied card.

Figure 6.
Cartography parameters of near-field measurements.

Figure 7.
(a) The studied card and (b) the selected studied card face for measuring the magnetic near field used to
identify the model.
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By analogy with the frequency inverse method, in this work, the identification
of the equivalent radiating sources is based on the measurements of the magnetic
near field [8, 9, 20]. This demonstrates its effectiveness in guaranteeing the
uniqueness of the equivalent radiating model [9]. To bypass the complexities to
measure the electrical near field, it is possible to extract the values of the electric
field by exploiting the measurements of the magnetic field [21, 22].

5. Equivalent radiating model of studied flyback converter

In this study, the proposed temporal electromagnetic inverse method is based on
the genetic algorithms. To apply our approach, a near-field measurements charac-
terized by a very high signal-to-noise ratio are needed. The proposed method
consists in identifying an equivalent model that emits the same radiation of the
studied structure to be modeled.

The optimized equivalent model is based on a network of electric or magnetic
dipoles (Figure 8).

The dipole may be represented by a d vector that comprises all the parameters:
d = (Md, xd, yd, zd, θd, φd), where Md is the magnetic moment of the dipole which
varies against time. The xd, yd and zd represent the dipole’s position, and their
orientations are represented by θd and φd. In the time domain, the components of
the magnetic field emitted by the elementary electric and magnetic dipoles in an
observation point M (xo, yo, zo) can be deduced from the analytical expressions in
the frequency domain using the frequency-time transformation operator. In the
Cartesian coordinate system, the magnetic field components are expressed by the
following equations [16]:
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Hx

Hy

Hz

2
664

3
775 ¼ � Δl

4πR2 �
1
c
dI t0ð Þ
dt

�
þ 1
R
I t0ð Þ

�

sin θ

sin θ

cos θ

2
664

sinϕ

cosϕ

3
775

0
BB@ :

xd� x0

yd� y0

zd� z0

2
664

3
775

1
CCA∧

xd� x0

yd� y0

zd� z0

2
664

3
775

i
!

j
!

k
!

0
BBB@

1
CCCA

(5)

Figure 8.
Presentation of the elementary dipoles.
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For the magnetic dipole:
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where R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tt0?? Xd� Xoð Þ2 þ Yd� Yoð Þ2 þ Zd� Zoð Þ2

q
t0 = t � (R/c) is the

delay time variable, R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xd� X0ð Þ2 þ Yd� Y0ð Þ2 þ Zd� Z0ð Þ2

q
.

As the temporal measured signals above the studied system are not sinusoidal
well as the excitations currents are not unique. In this proposed method, it is not
necessary to initially propose a number of elementary dipoles during the equivalent
model identification. Thus, the proposed method consists in identifying at each
time a single particular dipole, until the identification of all dipoles that corresponds
the equivalent model. Because the measures are performed at a very close distance
above the studied structure, a hypothesis is adopted; it is based on the linearity
between the radiated magnetic field by an elementary dipole and the current
flowing in this dipole. This assumption is adopted for guessing the currents forms
on the various dipoles, and is very helpful when simplifying the resolution during
the optimization phase of the equivalent model parameters by the genetic
algorithms.

At this stage, the problem of identifying the source dipoles is processed. The
identification procedure of the radiating sources is presented in the following flow-
chart given in Figure 9.

In order to identify accurately the shape of the first dipole excitation signal, we
will apply to the initially measured cartography a subprogram to seek the measured
signal which has the maximum amplitude relative to other measured maximum
temporal signals in this cartography. And on the basis of the measurement point
that corresponds to the most intense radiation, we extract a limited part of the
initial cartography and we propose a single elementary radiating dipole (electric or
magnetic dipole) for the extracted cartography. In fact, the searched current form
flowing in the first dipole to identify is well known; it is a normalized temporal
signal relative to this measured maximum signal in this local cartography. Subse-
quently, an optimization method based on the genetic algorithms is applied to
identify the parameters of the proposed dipole in this selected cartography. At each
iteration, the genetic algorithms shall modify all the parameters of the dipole (a
constant k which represents the amplitude of the excitation current circulating in
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uniqueness of the equivalent radiating model [9]. To bypass the complexities to
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field by exploiting the measurements of the magnetic field [21, 22].

5. Equivalent radiating model of studied flyback converter

In this study, the proposed temporal electromagnetic inverse method is based on
the genetic algorithms. To apply our approach, a near-field measurements charac-
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The dipole may be represented by a d vector that comprises all the parameters:
d = (Md, xd, yd, zd, θd, φd), where Md is the magnetic moment of the dipole which
varies against time. The xd, yd and zd represent the dipole’s position, and their
orientations are represented by θd and φd. In the time domain, the components of
the magnetic field emitted by the elementary electric and magnetic dipoles in an
observation point M (xo, yo, zo) can be deduced from the analytical expressions in
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Cartesian coordinate system, the magnetic field components are expressed by the
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For the magnetic dipole:
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As the temporal measured signals above the studied system are not sinusoidal
well as the excitations currents are not unique. In this proposed method, it is not
necessary to initially propose a number of elementary dipoles during the equivalent
model identification. Thus, the proposed method consists in identifying at each
time a single particular dipole, until the identification of all dipoles that corresponds
the equivalent model. Because the measures are performed at a very close distance
above the studied structure, a hypothesis is adopted; it is based on the linearity
between the radiated magnetic field by an elementary dipole and the current
flowing in this dipole. This assumption is adopted for guessing the currents forms
on the various dipoles, and is very helpful when simplifying the resolution during
the optimization phase of the equivalent model parameters by the genetic
algorithms.

At this stage, the problem of identifying the source dipoles is processed. The
identification procedure of the radiating sources is presented in the following flow-
chart given in Figure 9.

In order to identify accurately the shape of the first dipole excitation signal, we
will apply to the initially measured cartography a subprogram to seek the measured
signal which has the maximum amplitude relative to other measured maximum
temporal signals in this cartography. And on the basis of the measurement point
that corresponds to the most intense radiation, we extract a limited part of the
initial cartography and we propose a single elementary radiating dipole (electric or
magnetic dipole) for the extracted cartography. In fact, the searched current form
flowing in the first dipole to identify is well known; it is a normalized temporal
signal relative to this measured maximum signal in this local cartography. Subse-
quently, an optimization method based on the genetic algorithms is applied to
identify the parameters of the proposed dipole in this selected cartography. At each
iteration, the genetic algorithms shall modify all the parameters of the dipole (a
constant k which represents the amplitude of the excitation current circulating in
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this proposed dipole, its geometry, its coordinates, and its orientations) in order to
minimize the error calculated by the fitness function. If the error is unacceptable
and the genetic algorithms cannot converge after a certain number of iterations, the
optimization cycle repeats itself several times until obtaining a new composed
generation of best solutions who is the calculated field coincides with the measured
one on all points of the cartography and at all moments (even in the case of the
small values of the measured field). Thus, the radiating dipole and its corresponding
parameters are identified.

By using the analytical equations, the parameters of the first identified dipole are
used to calculate the near magnetic field radiated in order to delete it from the initial
measured cartography. This simplifies the resolution of the remaining cartography.
The procedure is repeated until the scanning of all the measured cartography and
the different dipole sources are identified.

Figure 9.
Chart of proposed method based on optimization algorithm.
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A supplementary explanation of the proposed approach is illustrated in
Figure 10. At each identification, this procedure will be repeated until the extrac-
tion of all radiating sources in this measured magnetic fields cartography.

The superposition method is applied in a near-field zone where it is assumed
that in each area of the local cartography we identify a relatively intense field. The
emission is mainly caused by a very close source and the contributions from the
other relatively distant sources are very low compared with that of the intense
source. Consequently, the search for the model is carried out dipole by dipole until
identifying all radiating sources in the initially measured cartography. Indeed, the
fitness function is used by the genetic algorithms for identifying the existing source
in the each local cartography. Thus, the error of the global cartography is the sum of
the errors of different local cartographies.

To guarantee and accelerate the convergence of the proposed temporal inverse
method, we take into account the study of [23] to choose the optimal parameters of
the genetic algorithms. These parameters are given in Table 2.

By applying the proposed method to identify the radiating sources, we have
found seven magnetic dipoles as a number of sources. Despite the high density of

Fitness function Error ¼ PT
tK¼1

PM
i¼1

HZ i, tKð Þmeasured‐HZ i, tKÞestimatedð j
HZ i, tKð Þmeasured � 100

���

Population size (Np) Np = 20 � number of parameters of dipoles

Selection function Roulette

Crossover rate 0.8

Table 2.
Optimum parameters of genetic algorithms.

Figure 10.
Methodology of proposed electromagnetic inverse method in time domain.
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components in the converter and knowing that the measurements of radiated dis-
turbances are performed at a very close distance above these components, and on
the basis of research work on the modeling of the radiation of electronic compo-
nents and systems, we have carried out the analysis of the radiations of the studied
converter. This permits us to identify the original components of the equivalent
radiating dipoles. Unfortunately, the modeling of systems by the inverse method in
the frequency domain has several limitations and remains not applicable for sys-
tems of power electronics operating over a wide frequency band and excited by
different types of nonsinusoidal signals. At this stage, it is the interest of the
temporal inverse method proposed in this chapter. Thus, without modeling of the
radiated emissions for each frequency of the measured signals (which causes a very
significant calculation time). The proposed approach has the advantage of finding

Figure 11.
Equivalent radiating source of transformer determined by proposed method.

Figure 12.
Identified equivalent model of studied structure and forms of excitation signals.
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in a reasonable processing time a single model of radiation valid over the whole
band of frequencies in measured signal. From the results obtained by the inverse
method proposed in the time domain, we can see that the first two identified
magnetic dipoles represent the equivalent models of two diodes. The third identi-
fied source represents the equivalent radiation of the transformer. In fact, this last
source has a center situated at coordinates Xd = 0.10 cm, Yd = �0.21 cm and
Zd = �1.21 cm of the studied structure. It presents the coordinates of the trans-
former position in the studied card, as depicted in Figure 11.

Figure 12 gives a spatial representation of the equivalent dipoles identified by
our proposed approach as well as the different shapes of the excitation currents of
the source dipoles.

The parameters of the equivalent model obtained by the proposed method are
shown in Table 3.

Hence, it presents the case where the emitted disturbances of the tracks are very
low compared to that of the components. Finally, we notice that the components of
the power electronics card represent the majority of the radiation of the studied
structure as illustrated in Figure 13.

In order to study these electromagnetic disturbances, we present in Figure 14
the measured magnetic near-field cartographies at different moments.

Identified dipoles Mdi (A m2) [Xdi Ydi Zdi] (cm) θi(0) φi(0)

#1 3.12 e � 7 1.46/�1.33/�0.645 0.57 7.45

#2 4.42 e � 7 1.42/�0.32/�0.79 58.47 �132.99

#3 1.12 e � 6 0.10/�0.21/�1.21 9.17 9.74

#4 2.96 e � 7 �0.96/0.20/�0.61 �11.46 �17.77

#5 3.86 e � 7 �1.34/1.19/�0.65 �43.56 128.98

#6 1.48 e � 7 �0.35/�1.08/�0.37 72.80 179.42

#7 1.90 e � 8 �1.36/�0.74/�0.62 83.12 8.85

Table 3.
Model parameters obtained by the proposed method.

Figure 13.
Internal structure of studied converter and radiations emitted by different radiating components.
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By analyzing Figure 14, we notice that the all sources do not appear at the same
time. This is due to the time lag at the level of the electrical quantities passing
through the different elements of the studied structure. This kind of transient
phenomena is not easy to identify in the frequency analysis where the equivalent
sources appear at the time such as presented in [8]. For a diagnostic study, where it
is desired to control the good functioning of a sensitive element in a power elec-
tronics card, this type of time analysis becomes an effective alternative that enables

Figure 14.
Cartographies of the magnetic near field at various moments.

Figure 15.
Measured magnetic field and estimated one (a) t = 9.95 μs, (b) t = 10.06 μs, (c) t = 10.56 μs.
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us to use the electromagnetic signature based on the temporal near field for the
disgnosis of some components of the card. The electromagnetic inverse method in
the time domain can therefore be used as a nonintrusive method of diagnosing and
detecting defects in converter circuits. We cite for example the case of clamping-
diode faults in a three-level NPC inverter circuit using the temporal analysis of the
near magnetic field. Actually, the failure of a diode results in a modification during
a delimited sequence at each period, from the temporal cartography of the magnetic
field measured in a zone close to the circuit.

In Figure 15, we present at various moments a comparison between the mea-
sured cartographies of the normal magnetic field component (Hz) and the calcu-
lated cartographies using the parameters of the equivalent model obtained by the
electromagnetic inverse method proposed in the time domain.

By examining the results got, we notice a good agreement between these car-
tographies. This demonstrates that the suggested method can identify with very
good accuracy all radiating sources of the circuit.

6. Validation of identified equivalent model

In order to validate the found equivalent model, we measured the tangential
component of the magnetic field (Hx measured) and subsequently we compared it
with that is calculated (Hx estimated) by exploiting the optimized parameters of the

Figure 16.
Comparison of estimated near-field cartographies (Hx) to those measured at (a) t = 10.06 μs and
(b) t = 10.47 μs.
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equivalent radiating sources. In two distinct instants (t1 = 10.06 μs and
t2 = 10.47 μs), a comparison between the measured and estimated of the near-field
cartographies is presented in Figure 16.

According to the results presented in the previous figure, the magnetic near field
calculated using the identified model parameters is in good agreement with the
measured magnetic near field. These results confirm the existence of the equivalent
sources network found by the electromagnetic inverse method in the time domain.
Thus, the results showed that the proposed method guarantees the uniqueness of
the solution. This confirms the effectiveness of the proposed approach for model
the high-power structures where the radiated emissions are very high.

7. Conclusion

The frequency domain electromagnetic inverse method has several disadvan-
tages when modeling radiation of power electronics systems. These disadvantages
are mainly related to the radiation over a broad frequency band. To overcome these
drawbacks, we have proposed in this chapter the use of the time domain electro-
magnetic inverse method. This novel method has been applied to identify the
equivalent radiating sources of an AC-DC converter. The radiating sources are
identified by exploiting the measurements of the vertical component (Hz) of the
magnetic field performed over the studied converter. This equivalent model has
been validated by using the measurements of the tangential component of the near
magnetic field (Hx). The good agreement between the calculated results by using
the optimized parameters of the equivalent model and the experimental results
measured above the studied structure highlights the robustness of the suggested
inverse problem when seeking equivalent radiating sources for industrial systems
creating transient signals.
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Chapter 9

Mathematical Fundamentals
of a Diagnostic Method
by Long Nonlinear Waves
for the Structured Media
Vyacheslav Vakhnenko, Dmitri Vengrovich
and Alexandre Michtchenko

Abstract

We have proven that the long wave with finite amplitude responds to the
structure of the medium. The heterogeneity in a medium structure always intro-
duces additional nonlinearity in comparison with the homogeneous medium. At the
same time, a question appears on the inverse problem, namely, is there sufficient
information in the wave field to reconstruct the structure of the medium? It turns
out that the knowledge on the evolution of nonlinear waves enables us to form the
theoretical fundamentals of the diagnostic method to define the characteristics of
a heterogeneous medium using the long waves of finite amplitudes (inverse prob-
lem). The mass contents of the particular components can be denoted with specified
accuracy by this diagnostic method.

Keywords: diagnostics, nonlinear waves, inverse problem, asymptotic model,
structured medium

1. Introduction

Natural media, in the general case, should not be treated as structureless.
The experiments have shown that the intrinsic structure of a medium influences
the wave motions [1–8]. Existing inhomogeneities complicate the problem and,
at the same time, are fully manifested under the propagation of nonlinear waves.
The principal part of the problem is associated with the phenomena caused by the
nonlinear behavior of natural media, in particular, more substantial increase of
nonlinear effects in structured media than that in homogeneous ones [1–5, 7].

2. The model notion of the medium with structure

The wave processes in heterogeneous media are usually described in terms of
more or less complicated models. Under the conditions of local equilibrium, the
media are traditionally modelled irrespective of their structure. In the framework of
continuum mechanics, the known idealization of a real medium as a homogeneous
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one has been relatively successful in the description of wave processes (see, e.g.,
[9–11]). The continuum models are commonly applied to the mixtures whose dis-
persive dissipative properties are treated with regard to the interactions between
the components [12–15]. On this level, the media are modelled in the framework of
a homogeneous elastic, viscous elastic, and elastic-plastic media. In this case, the
features of the medium structure are taken into account indirectly through the
kinetic parameters (relaxation time, viscous coefficients, etc.) [4–6, 10, 12–15].

The model of multi-velocity interpenetratable continua was developed in terms
of classical continuummechanics [16] and statistical physics in order to describe the
dynamical behavior of multicomponent media. A fundamental assumption in the
theory of mixtures [15] reproduces the assumption in the model of multi-velocity
interpenetratable continua [16], namely, that the particles of the existing compo-
nents occupy each microvolume. The equations of motion for each component
involve the terms describing the mass, force, and energy interactions between the
components. The problem is complicated by the necessity to employ, in the general
case, the experimental data for establishing theoretical relations between the macro
parameters at the component interaction level. Moreover, if the component inter-
action is determined, then these models would be indispensable in the theory of
multicomponent media.

In all the models mentioned, the formalism of continuum mechanics is based on
the principle of local action as well as on the generalization of the mechanics laws
relating the point mass to the continuum [11].

When going from the integral equations to differential balance equations, the
existence of a differentially small microvolume dv is assumed. On the one hand, this
volume is so small that the mechanics laws of the point can be extended to the
whole microvolume. On the other hand, the volume contains so many structural
elements of the medium that, in this sense, it can be regarded as macroscopic one
despite its smallness as compared to the entire volume occupied by the medium. So,
the passage to the differential balance equations is based on the assumption that
microstructural scales ε are small as compared to the characteristic macroscopic
scale of the λ and the passage should be made to the limiting case ε=λ ! 0.
Contraction of the volume dv to the point is in the general case correct for contin-
uous functions [11, 15]. This means that all points within the differentially small
volume are equivalent. Hence, for the case of a mixture, the equivalence of the
points implies that field characteristics should be averaged over dv. Hence, it is
assumed that the equations of motion can be written in terms of average density,
mass velocity, and pressure of each component. We note that these models do not
contain the exact sizes of components.

The application of the models of a homogeneous medium to the description of
the dynamical wave processes in a structured natural medium is associated with
specific fundamental difficulties [3, 4, 6, 8]. In what follows, we treat the medium
structure at the macrolevel. We abandon the assumption that the differentially
small volume dv contains all the components of the medium. Nevertheless, we
consider the long-wave approach with the wavelength λ much higher than the
characteristic length of the medium structure ε. We consider a structured medium
(Figure 1) in which separated components are considered as a homogeneous
medium (the differentially small volume dv is much smaller than the characteristic
size of a particular component ε).

Within continuum mechanics [17], the known idealization of a real medium as
homogeneous is widely used for modelling their dynamic behavior. In these models,
the effect of heterogeneity is taken into account indirectly throughout the kinetic
parameters such as a viscous coefficient and relaxation time. The inner processes, in
this case, are manifested through dispersive dissipative properties of a medium.
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Traditionally, it was considered that in heterogeneous media with wavelength
appreciably exceeding the size of the structural heterogeneities, the perturbations
propagate in the same way as inhomogeneous media [9, 10, 15]. However, this
statement should be proven, and we shall show that this approximation is not
universally correct. In general case, the wave propagation cannot be described in
terms of the average characteristics (continuum model).

The properties of a medium deviate from the equilibrium state under the prop-
agation of intensive waves. Moreover, an unperturbed medium can be in one of the
unstable stationary states. So, a geophysical medium, within a current physical
concept, is an open thermodynamic system, which substantially influences the
exchanges of energy and mass. Thus, a description of open systems should take into
account the peculiarities of their inner structure, dynamical processes occurring on
the level of structural elements. What is more, the state of media under the action of
high-frequency wave perturbations departs from equilibrium, and, thus, the
behavior of media cannot be described in the framework of equilibrium thermody-
namics. Consequently, there is a necessity to develop new mathematical models to
take into account the nonlinear wave perturbations and irreversible inner exchange
processes.

3. Asymptotic averaged model for structured medium

We describe the wave processes in nonequilibrium heterogeneous media in
terms of an asymptotic averaged model [18–22]. The obtained integral differential
system of equations cannot be reduced to the average terms (pressure, mass veloc-
ity, specific volume) and contains the terms with characteristic sizes of individual
components.

3.1 Background and initial equations

The most straightforward heterogeneous media for which the effect of the
structure can be analyzed are media with a regular structure. Features of the prop-
agation of long-wave perturbations will be investigated by using, as an example, a
periodic medium under conditions of equality of stresses and mass velocities on the
boundaries of neighboring components. It is supposed that the microstructure ele-
ments of medium dv (see Figure 1) are large enough that it is possible to submit to

Figure 1.
Model of the layered medium with two homogeneous components in the period.
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the laws of classical continuum mechanics for each component. At the same time,
the inner processes in each component will be considered within a relaxation
approach. The notions based on the relaxation nature of a phenomenon are
regarded to be promising and fruitful. We consider that the properties of the
medium, such as density, sound velocity, and relaxation time, vary periodically
(although this assumption is unessential in the final result).

3.1.1 Motion equations for individual component

The analysis of wave motions is based on the hydrodynamic approach. This
restriction can be imposed for the modelling of nonlinear waves in water-saturated
soils, bubble media, aerosols, etc. [13]. The set of acceptable media could be
extended to solid media where the powerful loads are studied in the condition
that the strength and plasticity of the material can be neglected [23]. In the
hydrodynamic approach, we have considered the media without tangential
stresses, while there are equalities of the stresses as well as of mass velocities on
boundaries of neighboring components. Also, we assume that the medium is
barotropic. The individual components of the medium are considered to be
described by the classical equations of hydrodynamics. In the Lagrangian
coordinate system l, tð Þ, the equations of one-dimensional motion for each compo-
nent have the form

∂r ν

∂lν
¼ V

V0
, u ¼ ∂r

∂t
,

∂u
∂t

þ V0
r
l

� �ν�1 ∂p
∂l

¼ 0:
(1)

The equation of continuity can also be used in the alternative form

∂V
∂t

� νV0
∂r ν�1u
∂lν

¼ 0: (2)

Here V ¼ ρ�1 is the specific volume; ν is a parameter of symmetry, where ν ¼ 1
is planar symmetry, ν ¼ 2 is cylindrical one, and ν ¼ 3 is spherical one; and index
0 relates to the initial state. The other notations are those that are generally
accepted.

Conditions for matching are the equality of mass velocities and pressures on the
boundaries of the components:

u½ � ¼ 0, p½ � ¼ 0: (3)

3.1.2 Dynamic state equation

Considering the models of a relaxing medium as more general than the equilib-
rium models for describing the evolution of high-gradient waves, we will take into
account the relaxing processes for each component. Thermodynamic equilibrium is
disturbed owing to the propagation of fast perturbations in a medium. There are
processes of the interaction that tend to return the equilibrium. The parameters
characterizing this interaction are referred to as the inner variables, unlike the
macro parameters such as the pressure p, mass velocity u, and density ρ. In essence,
the change of macro parameters caused by the changes of inner parameters is a
relaxation process. From the nonequilibrium thermodynamics standpoint, the
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models of a relaxing medium are more general than the equilibrium models for
describing the wave propagation.

An equilibrium state equation of a barotropic medium is one-parameter equa-
tion. As a result of relaxation, an additional variable ξ (inner parameter) appears in
the state equation. It defines the completeness of the relaxation process:

p ¼ p ρ, ξð Þ: (4)

There are two limiting cases:

i. The lack of relaxation (inner interaction processes are frozen) ξ ¼ 1,

p ¼ p ρ, 1ð Þ ¼ p f ρð Þ: (5)

ii. The relaxation complete (there is the local thermodynamic equilibrium)
ξ ¼ 0,

p ¼ p ρ, 0ð Þ ¼ pe ρð Þ: (6)

The equations of state (5) and (6) are considered to be known. These relation-
ships enable us to introduce the sound velocities for fast processes:

c2f ¼ dp f=dρ (7)

and for slow processes

c2e ¼ dpe=dρ: (8)

The slow and fast processes are compared, utilizing relaxation time τp. The
dynamic state equation is written down in the form of the first-order differential
equation:

τp
dρ
dt

� c�2
f
dp
dt

� �
þ ρ� ρeð Þ ¼ 0: (9)

The equilibrium equations of state are considered to be known:

ρe � ρ0 ¼
ðp

p0

c�2
e dp: (10)

Clearly, for the fast processes ωτp ≫ 1
� �

, we have the relation (5), and for the
slow ones ωτp ≪ 1

� �
, we obtain (6).

The substantiation of Eq. (9) within the framework of the thermodynamics of
irreversible processes has been given in [17, 24–26]. As far as we know, the first
work in this field was paper by Mandelshtam and Leontovich (see Section 81 in
[17]). We note that the mechanisms of the exchange processes are not
explicitly defined when deriving Eq. (9), and the thermodynamic and kinetic
parameters appear only in this equation. These characteristics can be found
experimentally.

The phenomenological approach for describing the relaxation processes in
hydrodynamics has been developed in many publications [13, 17, 26]. The dynamic
equation of state was used (a) for describing the propagation of sound waves in a
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relaxing medium [17], (b) for taking into account the exchange processes within
media (gas-solid particles) [26], and (c) for studying wave fields in gas-liquid
media and in soil [13]. In most works, the equation of state has been derived from
the concept of precise mechanism for the inner process. Within the context of
mixture theory, Biot [12] attempted to account for the nonequilibrium in
velocities between components directly in the equations of motion in the form of
dissipative terms.

We assume that the relaxation time and sound velocities do not depend on
time, but they are functions of pressure and the individual properties of the
components. This means that in the process of a relaxation interaction, we can take
into account the exchange of moment and heat but not that of mass. The dynamic
equation of state determines the features of the intrastructural interaction for each
component.

The equations of motion (1) have been written in the Lagrangian coordinate
system. The necessity of such a description stems from the fact that the dynamic
equation of state (9) has been written to the mass element of a medium. Besides, the
use of the Lagrangian coordinates is essential for the application of the method of
asymptotic averaging, since in these coordinates, the structure is independent of
a wave process.

3.2 Asymptotic averaged system of equations

A regularity of structure and a nonlinearity of long-wave processes investigated
here specify the choice of mathematical methods. One way of studying this
heterogeneous medium is based on a method of asymptotic averaging of equations
with high-oscillating coefficients [20, 27–30]. The essence of this method
consists in the application of a multiscale method in combination with a space
averaging. In accordance with this method, the mass space coordinate m ¼ lν=V0
is divided into two independent coordinates: slow coordinate s and fast one ξ,
wherein

m ¼ sþ εξ,
∂

∂m
¼ ∂

∂s
þ ε�1 ∂

∂ξ
: (11)

The slow coordinate s corresponds to a global change of the wave field and s is
a constant value during a period, while the fast coordinate ξ traces the variations of
a field in the structure period. The dependent functions are presented as a degree
series over the structure period ε

V m, tð Þ ¼ V 0ð Þ s, t, ξð Þ þ εV 1ð Þ s, t, ξð Þ þ ε2V 2ð Þ s, t, ξð Þ þ …

p m, tð Þ ¼ p 0ð Þ s, t, ξð Þ þ εp 1ð Þ s, t, ξð Þ þ ε2p 2ð Þ s, t, ξð Þ þ …

u m, tð Þ ¼ u 0ð Þ s, t, ξð Þ þ εu 1ð Þ s, t, ξð Þ þ ε2u 2ð Þ s, t, ξð Þ þ … :

r ν m, tð Þ ¼ r νð Þ 0ð Þ s, t, ξð Þ þ ε r νð Þ 1ð Þ s, t, ξð Þ þ ε2 r νð Þ 2ð Þ s, t, ξð Þ þ …

(12)

where p ið Þ, u ið Þ, V ið Þ, and r ið Þ are defined as the one-period functions of ξ. In the
Lagrangian mass coordinates the period is a constant which allows the averaging
procedure to be performed.

We now will prove that p 0ð Þ ¼ p 0ð Þ s, tð Þ, p 1ð Þ ¼ p 1ð Þ s, tð Þ, u 0ð Þ ¼ u 0ð Þ s, tð Þ, and
r νð Þ 0ð Þ ¼ r νð Þ 0ð Þ s, tð Þ are independent of the fast variable ξ. Indeed, after substitution
of Eqs. (11) and (12) into the initial equations of motion, we obtain
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�ε�1 ∂ r νð Þ 0ð Þ

∂ξ
þ ε0

∂ r νð Þ 0ð Þ

∂s
� ∂ r νð Þ 1ð Þ

∂ξ
� V 0ð Þ

 !
þ … ¼ 0,

ε0 u 0ð Þ � ∂r 0ð Þ

∂t

� �
þ … ¼ 0,

�ε�1ν rν�1ð Þ 0ð Þ ∂p 0ð Þ

∂ξ
þ ε0

∂u 0ð Þ

∂t
þ ν rν�1� � 0ð Þ ∂p 0ð Þ

∂s
þν rν�1� � 1ð Þ ∂p 0ð Þ

∂ξ
þ ν rν�1� � 0ð Þ ∂p 1ð Þ

∂ξ

�
þ … ¼ 0,

�

�ε�1ν
∂ rν�1ð Þ 0ð Þu 0ð Þ

∂ξ
þ ε0

∂V 0ð Þ

∂t
þ ν

∂ rν�1ð Þ 0ð Þu 0ð Þ

∂s
�ν

∂ rν�1ð Þ 1ð Þu 0ð Þ

∂ξ
� ν

∂ rν�1ð Þ 0ð Þu 1ð Þ

∂ξ

!
þ … ¼ 0,

 

(13)

According to the general theory of the asymptotic method, the terms of equal
powers of ε should vanish independently of each other. Thus, ∂p 0ð Þ=∂ξ ¼ 0,

∂u 0ð Þ=∂ξ ¼ 0, and ∂ rν�1ð Þ 0ð Þ
=∂ξ ¼ 0, i.e., p 0ð Þ ¼ p 0ð Þ s, tð Þ, u 0ð Þ ¼ u 0ð Þ s, tð Þ, and

r 0ð Þ ¼ r 0ð Þ s, tð Þ, are independent of ξ. Furthermore

∂ r νð Þ 0ð Þ

∂s
þ ∂ r νð Þ 1ð Þ

∂ξ
¼ V 0ð Þ,

u 0ð Þ ¼ ∂r 0ð Þ

∂t
,

∂u 0ð Þ

∂t
þ ν rν�1� � 0ð Þ ∂p 0ð Þ

∂s
þ ν rν�1� � 0ð Þ ∂p 1ð Þ

∂ξ
¼ 0,

∂V 0ð Þ

∂t
� ν

∂ rν�1ð Þ 0ð Þu 0ð Þ

∂s
� ν

∂ rν�1ð Þ 1ð Þu 0ð Þ

∂ξ
� ν

∂ rν�1ð Þ 0ð Þu 1ð Þ

∂ξ
¼ 0:

(14)

Thus, we can average the equations during the period ξ. We define �h i ¼ Ð 10 �ð Þdξ
and perform the normalization

Ð 1
0dξ ¼ 1. Since p 1ð Þ, u 1ð Þ, and r 1ð Þ are periodic, the

integrals can be calculated as ∂p 1ð Þ=∂ξ
� � ¼ 0, ∂u 1ð Þ=∂ξ

� � ¼ 0, and ∂r 1ð Þ=∂ξ
� � ¼ 0.

Moreover, as u 0ð Þ� � ¼ u 0ð Þ, p 0ð Þ� � ¼ p 0ð Þ than ∂p 1ð Þ=∂ξ ¼ 0. This means that p 1ð Þ does
not also depend on ξ. After integrating over the structure period the equations
containing the value of zero order of ε, we obtain the averaged system

∂ r νð Þ 0ð Þ

∂s
¼ V 0ð Þ
D E

,

u 0ð Þ ¼ ∂r 0ð Þ

∂t
,

∂u 0ð Þ

∂t
þ ν rν�1� � 0ð Þ ∂p 0ð Þ

∂s
¼ 0,

∂ V 0ð Þ� �
∂t

� ν
∂ rν�1ð Þ 0ð Þu 0ð Þ

∂s
¼ 0

(15)

with the averaged equation of state

d V 0ð Þ
D E

¼ � V 0ð Þ� �2
c2f

* +
dp� V 0ð Þ

τpVe p 0ð Þð Þ V 0ð Þ � Ve p 0ð Þ
� �� �* +

dt: (16)

Unlike the values u 0ð Þ, p 0ð Þ, p 1ð Þ, and r 0ð Þ, the specific volume V 0ð Þ is a function of ξ.
Hereafter, we will consider only the zero approximation of the equations, and,
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¼ V 0ð Þ
D E

,
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∂t
,

∂u 0ð Þ

∂t
þ ν rν�1� � 0ð Þ ∂p 0ð Þ

∂s
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∂ V 0ð Þ� �
∂t

� ν
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∂s
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D E
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therefore, the upper index 0 is omitted. Choosing the wavelength λ to be large enough,
we can always reduce the effect to zero from other approximation terms.

The averaged system of Eqs. (15) and (16) is an integrodifferential one and, in
the general case, is not reduced to the averaged variables p, u, and V 0ð Þ� �

. The
derivation of Eqs. (15) and (16) relates to a rigorous periodic medium. However, it
may be shown that Eqs. (15) and (16) are also relevant to media with a quasiperi-
odic structure. Indeed, the pressure p and the mass velocity u are independent of
the fast variable ξ. Hence on a microscale ξ, the action is statically uniform (wave-
less) over the whole period of the medium structure, while on the slow scale s, the
action of perturbation is manifested by the wave motion of the medium. On a
microlevel, the behavior of medium adheres only to the thermodynamic laws. There
is a mechanical equilibrium. On a macrolevel, the motion of the medium is
described by the wave dynamics laws for averaged variables. Mathematically, in the
zero-order case of ε, the size of the period is infinitesimal ε ! 0ð Þ. This signifies
that the location of particular components in the period is irrelevant. Eqs. (15) and
(16) do not change their form if the components are broken and/or change their
location in an elementary cell. This means that Eqs. (15) and (16) describe the
motion of any quasiperiodic (statistical heterogeneous) medium which has a con-
stant mass content of components on the microlevel and the location of these
components within the cell is not important.

In the case of nonlinear wave propagation, the individual components suffer
different compressions. The structure of the medium is changed, with the result
that the averaged specific volume Vh i is changed. This change differs from the
change of the specific volume for homogeneous medium under the same loading.
Thus, the structure of medium is manifested in the wave motion, despite the fact
that the equations of motion (15) (but not the equation of state) are written down
for the averaged values u, p, and Vh i only.

3.3 System of equations in Eulerian coordinates

In certain cases of theoretical analysis, it is more convenient to use the Eulerian
coordinate system. The immediate employment of a method of the asymptotic
averaging in Eulerian variables is impossible because of the variability of the
microstructure sizes. However, from the zero approximation in the equations of
motion (11), which are presented by the averaged values p, u, and Vh i, the
equations can be rewritten in the Eulerian system of coordinates r, tEð Þ utilizing a
transformation from the Lagrangian system s, tð Þ [18–22]:

r ¼ r s, tð Þ, tE ¼ t: (17)

There is an essential presumption that the velocity of the particle in the zero
approximation is constant throughout of the structure, and, consequently, we can
describe an averaged trajectory for the particle:

∂r s, tð Þ
∂t

� �

s
¼ u s, tð Þ: (18)

From the physical point of view, it is clear that the position of the particle is
unambiguously defined by its coordinate and time:

drν ¼ Adsþ νrν�1udt, tE ¼ t: (19)
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From the mathematical point of view, this means that in the transformation (19)
the value drν is a total differential. Therefore, we must have

∂A
∂t

¼ ∂νrν�1u
∂s

: (20)

This condition is satisfied if A ¼ Vh i, because the equation converts into the
continuity Eq. (15). We obtain the following transformation between Lagrangian
and Eulerian systems of coordinates:

drν ¼ Vh idsþ νrν�1udt, tE ¼ t: (21)

It is reasonable to define the slow Lagrangian coordinate (non-mass one) as

Rν ¼ s Vh i: (22)

Eq. (15) in the Eulerian system of coordinates then take the form

∂ Vh i�1

∂tE
þ ∂rν�1u Vh i�1

∂r
¼ 0,

∂u
∂tE

þ u
∂u
∂r

þ Vh i ∂p
∂r

¼ 0:
(23)

It is convenient to determine the fast Eulerian coordinate ζ as

∂ζ

∂ξ

� �

t
¼ ~ρ

ρ ξð Þ : (24)

It should be noted that the average density ~ρ in the Eulerian coordinates is a
value usually used for density. A chain of identities

Vh i ¼
ð1

0

V ξð Þdξ ¼
ð1

0

V
ρ

~ρ
dζ ¼ ~ρ�1 (25)

proves that Vh i�1 is the average density of the medium in the Eulerian coordi-
nates. Note that ~ρ 6¼ ρh i. The value ~ρ is a real density. The value Vh i is the specific
volume averaged in units of mass over the period, and it is expressed as the ratio of
the volume to the mass inside this volume. This value can be determined experi-
mentally. At the same time, the averaged values p and u coincide in both Lagrangian
and Eulerian systems of coordinates. Now the equations of motion (23) can be
written in the usual form of the averaged density ~ρ.

The notation of the equations of motion in the averaged values enables us to
suggest the method of the computer solution for the system of equations, where the
integration step is restricted by the perturbation wavelength and not by the period
of the structure [22]. Then the main computational problem associated with the
smallness of the integration step can be avoided, and the equations of motion can be
solved at a significant distance of wave propagation within a reasonable time.

3.4 Nonlinear waves

We will analyze the propagation of nonlinear waves in a structured medium.
To make the results more clear, we will restrict our consideration to a nonrelaxation
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media c ¼ c f ¼ ce
� �

. The averaged equation of state in this case is simplified to
the form

d Vh i ¼ � V2

c2

� �
dp, (26)

and we can introduce an effective sound velocity by the formula

ceff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vh i2= V2

c2

� �s
: (27)

We obtain a traditional representation of the system of Eqs. (15) and (26).
The system of the equations is concerned in the hyperbolic type of a system.

Now we restrict ourselves to the plane symmetry ν ¼ 1ð Þ. Substituting the equation
of state (26) into the equation of the continuity (the last equation in (15)), we get

V2

c2

� �
∂p
∂t

þ ∂u
∂s

¼ 0: (28)

The combination of this equation with the third equation in (15) ν ¼ 1ð Þ leads to
the relationships

∂u
∂t

� V2

c2

� �1=2
∂p
∂t

 !
� V2

c2

� ��1=2
∂u
∂s

� V2

c2

� �1=2
∂p
∂s

 !
¼ 0: (29)

From this relationship, it is seen that the averaged system of the equations
pertains to the hyperbolic system. The equations for the characteristic in Lagrangian
coordinates (mass space coordinate) have the forms

ds
dt

¼ � V2

c2

� ��1=2

: (30)

In characteristic, the relations are the following:

I� ¼ u�
ð

V2

c2

� �1=2

dp: (31)

Analogously to the homogeneous medium, we call these relations as the Rie-
mann invariants. The value (30) has the physical meaning, namely, it is the aver-
aged velocity of the wave propagation in the Lagrangian coordinates. This velocity
depends on pressure and integrally on a structure. Note the particular case. It is
known that in vacuum the wave does not propagate. This result also follows for-
mally from Eq. (30). The hyperbolism of a system points up that this system can
describe the shock wave. The equations for the characteristic (30) and the Riemann
invariants (31) are the integrodifferential equations, since they retain the variable
V2=c2
� �

, which depends on the properties of the structural elements in medium.
It should be noted that ceff is not an averaged value, i.e., c2eff 6¼ c2

� �
. Evidently,

the structure of the medium introduces a certain contribution to the nonlinearity.
In fact, even if c f 6¼ f pð Þ, then in the general case, the value of ceff is a function of
pressure.
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The system of Eq. (15) is hyperbolic ones, and this specifies the breaking solu-
tions, which are shock waves. For the analysis of such solutions, it is necessary to
present Eq. (15) in the form of integral conservation laws:

∮ Vh idsþ udt½ � ¼ 0, ∮ uds� pdt½ � ¼ 0: (32)

Now we can quickly formulate the conditions on the shock front, when there is
conservation of the fluxes of mass and impulse through the shock front:

V1h i � V0h ið ÞDþ u1 � u0 ¼ 0, u1 � u0ð ÞD� p1 þ p0 ¼ 0, (33)

where indexes 0 and 1 relate to the parameters of the flow before and after the
front, respectively. Hence, the formula for the averaged velocity of the shock front
in terms of the Lagrangian variable D (dimension D½ � is kg/s) and the mass velocity
u follow from the following relations:

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1 � p0
� �

= V0h i � V1h ið Þ
q

,

u1 � u0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1 � p0
� �

V0h i � V1h ið Þ
q

:
(34)

These systems are not expressed in the average hydrodynamical terms; hence
the dynamical behavior of the medium cannot be modelled by a homogeneous
medium even for long waves, if they are nonlinear. The structure of the medium
influences the nonlinear wave propagation.

In the next section, it will be proven that the heterogeneity of the medium
structure always introduces additional nonlinearity that does not arise in a homo-
geneous medium. This effect makes it possible to formulate the theoretical grounds
of a new diagnostic method that determines the characteristics of a heterogeneous
medium with the use of finite-amplitude long waves (inverse problem). This
diagnostic method can also be employed to find the mass contents of individual
components.

4. Diagnostics of a medium by long nonlinear waves

In the previous section, we proved that the long wave with finite amplitude
responds to the structure of medium. At the same time, a question appears, namely,
is there sufficient information in the wave field to reconstruct the structure of
medium? It turns out that the knowledge on the evolution of nonlinear waves
enables one to define with certain accuracy the concentrations of medium
components.

4.1 The increase of nonlinearity in medium with structure

In this section, we shall prove the statement that the structure of medium always
exalts the nonlinear effects under the propagation of long waves. At first, let us
consider the sound velocity in homogeneous chom and heterogeneous ceff media.
Now we will show that in the general case with pressure increase the velocity of the
sound becomes higher in a structured medium than in a homogeneous one:

ceff ≥ chom: (35)
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For the sake of clarity, we consider a medium in which the sound velocities of
individual components are independent of the pressure:

c 6¼ f pð Þ, dc=dp ¼ 0: (36)

The equality sign is fulfilled (a) for an initial pressure, by virtue of the normal-
ization, and also (b) for a special structured medium in which the relation
V ξð Þ=c2 ξð Þ is not a function on the fast variable ξ. We must prove which case results
in equality and which gives the inequality.

Let us write the relations (36) for homogeneous medium consisting only one
component:

chom 6¼ f pð Þ, dchom=dp ¼ 0: (37)

For multicomponent medium, the derivative dceff=dp is defined from the
relationship

dceff
dp

¼ 2 Vh i
V2=c2
� � Vh i V3

c4

� �
� V2

c2

� �2
 !

≥0: (38)

This last inequality follows from the well-known Cauchy-Schwarz inequality
(see, e.g., [31]). Therefore, with the increase of pressure, the sound velocity ceff
increases. Consequently, we have the inequality (35) at p≥ p0.

Moreover, at p> p0 the shock adiabatic curve for the medium with a structure
always lies above that for the homogeneous medium (they touch only at the initial
point p ¼ p0):

d2p

d Vh i2 ≥
d2p
dV2

 !

hom

: (39)

Indeed, a ratio of these derivatives is equal to

d2p
d Vh i2

,
d2p
dV2

 !

hom

¼ V3=c4
� �

V2=c2
� ��3

c2hom Vh i3

¼ V3=c4
� �

Vh ic2eff
c2hom V2=c2

� �2 ≥
V3=c4
� �

Vh i
V2=c2
� �2 ≥ 1:

(40)

Hence, a long wave with a finite amplitude responds to the structure of the
medium, and the nonlinear effects increase as compared with those in the
homogeneous medium. The nonlinearity takes place even if individual components
are described by the linear evolution equation (i.e., at condition (36)).

The exception, as it was noted already, is a medium with the properties of
structure V ξð Þ=c2 ξð Þ 6¼ f ξð Þ. For this medium, only the equality sign is correct in the
inequalities (35) and (39). Particular elements of the structure respond to the
pressure variations, but the relative structure does not change, i.e., the ratio
V ξ, pð Þ=V ξ, p0

� �
does not depend on ξ. In this case, the value ceff ¼

ffiffiffiffiffiffiffiffi
c2h i

p
is an

averaged characteristic (see Eq. (27)). Therefore, the system of equations may be
presented using the averaged variables p, u, Vh i, and ceff ¼

ffiffiffiffiffiffiffiffi
c2h i

p
. Heterogeneity

does not introduce an additional nonlinearity for this medium, and the structure of
medium does not affect the wave motion.
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In addition to the analysis of the sound velocity in homogeneous and heteroge-
neous media, we consider now the evolution equations with the nonlinear term and
compare the coefficients of nonlinearity in these media. Let us derive the evolution
equation with weak nonlinearity. First of all, we have to note that the mass velocity
u is related to the pressure p by means of [22]

u ¼
ðp

po

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2=c2
� �q

dp: (41)

Functional dependence of an average specific value on the pressure increment
p0 ¼ p� p0 with the accuracy O p02ð Þ can be presented as a series:

Vh i pð Þ ¼ Vh i0 þ
d Vh i
dp

����
p¼p0

p0 þ 1
2
d2 Vh i
dp2

�����
p¼p0

p02: (42)

In this case, the system of Eq. (23) for planar symmetry ν ¼ 1 can be written as

Vh i0
∂u
∂x

þ V2

c2

� �

0

∂p0

∂t
� 1
2
d2 Vh i
dp2

�����
p¼p0

∂p02

∂t
¼ 0, (43)

∂u
∂t

þ Vh i0
∂p0

∂x
¼ 0: (44)

The relationship u ∂p0

∂x ¼ p0 ∂u
∂x follows from Eq. (41) with the assumed accuracy

O p02
� �

and was used for derivation of the first equation. The evolution equation for

one variable assumes the form

Vh i20
∂
2p0

∂x2
� V2

c2

� �

0

∂
2p0

∂t2
þ 1
2
d2 Vh i
dp2

�����
p¼p0

∂
2p02

∂t2
¼ 0: (45)

Now let us consider the waves propagating in one direction, and then with the
indicated accuracy, we can write (hereinafter index 0 is omitted):

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2=c2
� �q

Vh i
∂

∂t
þ ∂

∂x
! 2

∂

∂x
(46)

(see, e.g., Section 93 in Ref. [17]). Thus, after factorization of Eq. (45) we get

∂p0

∂t
þ ceff

∂p0

∂x
þ 1
2

Vh i V2

c2

� ��3=2
d2 Vh i
dp2

p0
∂p0

∂x
¼ 0: (47)

The coefficient of nonlinearity αp for the structured medium, when the sound
velocities in the individual components are independent of the pressure c 6¼ f pð Þ,
can be presented as

αp � 1
2

Vh i V2

c2

� ��3=2 d2 Vh i
dp2

¼ d uþ ceffð Þ
dp

¼ Vh i V3

c4

� �
V2

c2

� ��3=2

: (48)
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For all cases we take αp >0. For a homogeneous medium with dc=dp ¼ 0, we
have αphom ¼ V=c.

In certain media the value V=c2 does not change within the period. The individ-
ual elements of the structure respond to the pressure variations so that a relative
structure does not change, i.e., the ratio V ξ, pð Þ=V ξ, p0

� �
does not depend on ξ.

In this case, the value ceff ¼
ffiffiffiffiffiffiffiffi
c2h i

p
derived from Eq. (27) is the averaged

characteristic. Consequently, the system of equations may be presented in the
averaged variables p, u, Vh i, and ceff ¼

ffiffiffiffiffiffiffiffi
c2h i

p
. Heterogeneity does not introduce the

additional nonlinearity for these media. Such media behave like the homogeneous
media under the action of the nonlinear wave perturbations.

For media, when the sound velocity is independent of the pressure c 6¼ f pð Þð Þ, it
is possible to show that heterogeneity of the medium, in the general case, introduces
the additional nonlinearity. Let us consider the ratio of the nonlinearity coefficients
for heterogeneous and homogeneous media. In the space of dimensionless normal-
ized variables, this implies that at p ¼ p0 we have Vh i0 ¼ 1 as well as V2=c2

� �
0 ¼ 1

for the compared media.
Using the conditions (27) we can obtain

αp
αphom

¼ Vh i V3

c4

� �
V2

c2

� ��2

≥ 1: (49)

This inequality is the well-known Cauchy-Schwarz inequality (see formula
(15.2-3) in Ref. [31]). Since Vh i≥0 and V=c2

� �
≥0, we prove

Vh i V3=c4
� � �

ð∞

�∞

Vdξ �
ð∞

�∞

V3

c4
dξ ¼

ð∞

�∞

V2

c2
V
c2

� ��1

dξ �
ð∞

�∞

V2

c2
V
c2
dξ

≥
ð∞

�∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

c2
V
c2

� ��1
s

�
ffiffiffiffiffiffiffiffiffiffi
V2

c2
V
c2

s
dξ

0
@

1
A

2

¼
ð∞

�∞

V2

c2
dξ

0
@

1
A

2

� V2=c2
� �2

:

(50)

It only remains to find the condition for the equality sign in (49). For this
purpose, we apply the Cauchy-Schwarz inequality in vector form (see formula
(15.2-5) in Ref. [31]):

a!, b
!� ����
���
2
≤ a!, a!
� �

b
!
, b
!� �

: (51)

However, the equality sign is realized if and only if the vectors a! and b
!
are

linearly dependent, i.e., a! ¼ kb
!
(k ¼ const). By designating a!, a!

� �
� V=c2

and b
!
, b
!� �

� V2=c2, it is easy to notice that the equality sign is realized if and

only if

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2

c2
V
c2

� ��1
s , ffiffiffiffiffiffiffiffiffiffi

V2

c2
V
c2

s
¼ const: (52)
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(see sections 14.2-6 in Ref. [31]), i.e., when the value V=c2 ¼ const does not vary
within the period (V ξð Þ= c ξð Þð Þ2 6¼ f ξð Þ). This heterogeneous medium has been con-
sidered above. For all other heterogeneous media for which the value V=c2 changes
within period, the inequality is realized in Eq. (49). So, in a heterogeneous medium,
the value αp is always greater than αphom in a homogeneous medium. Thus, it is
proved that, in the general case, the heterogeneities in a medium introduce the
additional nonlinearity. This effect provides the basis for a new method of diagnos-
tics to define the properties of multicomponent media using the propagation of long
nonlinear waves in such media.

4.2 Fundamentals of new diagnostic method

The structure of the medium affects the wave field. There are different methods
which allow the detection of gas bubbles and/or cracks in liquid [32], concrete [33],
and ice cover [34] employing the nonlinear effects.

In this section, we describe our new diagnostic method for the properties of the
medium. The features of the motion of finite-amplitude long waves and the effect
of the increase of nonlinearity in the heterogeneous medium in comparison with
homogeneous medium form the basis for the development of theoretical funda-
mentals of the diagnostic method. In this method, the properties of individual
components are defined by long waves of finite amplitudes; more specifically, the
dependence V=c2 ¼ V=c2 ζð Þ on the fast Eulerian coordinate ζ (see Eq. (24)) is
defined.

Thus, the nonlinear wave evolution allows one to obtain the structure of the
medium with an inherent accuracy. As a final result, the mass concentrations of the
individual components can be found using this method.

It should be kept in mind that the period of the structure of medium is infinitely
small in the long-wave model, so it is not always possible to indicate the location of
the structure elements inside the period reliably. Hence, the media with the differ-
ent structures plotted in Figure 2, for example, affect identically on wave fields.
These two media are indistinguishable in the framework of the suggested method.
Taking into account this indefiniteness, we consider the function V=c2 ¼ V=c2 ζð Þ
that is to be the decreasing, integrable, mutually one-valued function on the interval
ζ∈ 0, 1½ �, and equal to zero outside of this interval.

Now we represent the theoretical fundamentals for new method of diagnostics
of medium by means of the long nonlinear waves. Let us prove the principal relation
which enables us to obtain the inverse function ζ ¼ ζ V=c2ð Þ for the desired function
V=c2 ¼ V=c2 ζð Þ through the inverse Fourier transformation [19, 35–37]:

ζ Vc�2� � ¼ F�1
X∞
n¼0

V Vc�2� �nþ1
D E

nþ 1ð Þ! Vh i inqn

2
4

3
5 Vc�2� �

: (53)

It is known from theory of probability that the distribution function f xð Þ (any
one-valued, integrable, positive function) can be expressed by its central moments:

αn ¼
ð∞
�∞

xnf xð Þdx: (54)

Indeed, by using the characteristic function

χ qð Þ ¼ F f xð Þ½ � qð Þ, (55)
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any positive integrable function f xð Þ can be written as follows:

f xð Þ ¼ F�1 χ qð Þ½ � xð Þ, (56)

where F �½ � is the Fourier transformation and F�1 �½ � is the inverse Fourier trans-
formation.

We take into account the important fact from the theory of probability: the
characteristic function χ qð Þ is uniquely determined by the central moments αn:

χ qð Þ ¼
X∞
n¼0

αnin
qn

n!
: (57)

Hence, the function f xð Þ can be found by means of the inverse Fourier transform:

f xð Þ ¼ F�1
X∞
n¼0

αnin
qn

n!

" #
xð Þ, (58)

if series
P∞

n¼0∣αn∣ s
n=n!ð Þ converges absolutely for some value s>0 (see Section

18.3.7 in Ref. [31]).
These facts from the theory of probability are used to prove such a statement: if

V=c2 ¼ V=c2 ζð Þ is a decreasing positive integrable function on the interval ζ∈ 0, 1½ �
and equals to zero outside of it, then the inverse function ζ ¼ ζ V=c2ð Þ for the
required function V=c2 ¼ V=c2 ζð Þ can be written as (53) in the averaged values

V V=c2
� �n� � �

ð∞

�∞

V V=c2
� �n

dξ: (59)

Indeed, for the monotonic one-valued function V=c2 ¼ V=c2 ζð Þ, we find the
integral in (59) by integrating the inverse function ζ ¼ ζ V=c2ð Þ, since the transfor-
mation Jacobian is not equal to zero. We have the chain of identifies

V V=c2
� �n� � ¼

ð1

0

V ξð Þ V
c2

� �n

dξ ¼ Vh i
ð1

0

V
V
c2

� �n

ρdζ

¼ Vh i
ð∞

�∞

V
c2

� �n dζ
d V=c2ð Þ d V=c2

� �
:

(60)

Figure 2.
The equivalent distributions of the specific volume in elementary sell for diagnostic method.
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In the geometric sense, this relation signifies that the integral (in our case, it is an
area between the curve V=c2 ¼ V=c2 ζð Þ and axes Oζ and O V=c2ð Þ) can be calculated
either over ζ or over V=c2 (see Figure 2). Whereas, the inequality is realized for the
monotonic decreasing function V=c2 ¼ V=c2 ζð Þ.

For a function defined on a finite interval, if this function is positive and
bounded above, we have

V V=c2
� �n� � ¼ Vh i

ð∞

�∞

V
c2

� �n dζ
dV=c2ð Þ d V=c2

� �

¼ �n Vh i
ð∞

�∞

V
c2

� �n�1

ζd V=c2
� �

:

(61)

This relation provides the connection between the central moment αn and the
value V V=c2ð Þn� �

V V=c2
� �n� � ¼ �n Vh iαn�1: (62)

Then the characteristic function χ qð Þ for the inverse function ζ ¼ ζ V=c2ð Þ is
expressed through V V=c2ð Þn� �

. By applying the inverse Fourier transformation,
finally, we find the required relationship (53).

The physical value Vc�2 is bounded by some constant M, hence

αn ¼
ð∞

�∞

Vc�2� �n�1
ζd V=c2
� �

≤
ðM

0

Vc�2� �n
d V=c2
� � ¼ Mnþ1

nþ 1
: (63)

The series
P∞

n¼0∣αn∣ s
n=n!ð Þ≤P∞

n¼0M
nþ1sn= nþ 1ð Þ! converge at s<M�1. Conse-

quently, the power series (53) also converges.
The coefficients V V=c2ð Þn� �

(n ¼ 3, 4, … ) in Eq. (53) can be easily calculated, if
we know the functional dependence Vh i pð Þ or V2=c2

� �
pð Þ. Indeed, they can be

successively defined by the recurrence relation

d V Vc�2� �n� �
dp

¼ � nþ 1ð Þ V Vc�2� �nþ1
D E

, (64)

that follows directly from the equation of state. With mentioned accuracy, it is
possible to diagnose the structural properties of the medium.

We have proven the principal relation (53) for the method of diagnostics that
allows one to find the properties of the individual components in structured media
by means of the long nonlinear waves.

4.3 Approximation of diagnosed medium by layer medium

Diagnostics of the structured medium properties by the long nonlinear waves
is connected with the definition of values V V=c2ð Þn� �

. As indicated above, there
is a problem related to the accuracy of the description of the structure by finite
series (53).

Now, we shall show that the partial sum of series (53) is a step-function and
approximates the desired function ζ ¼ ζ V=c2ð Þ with certain accuracy, namely, the
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diagnosed medium can be approximated by a layer medium. Let us write down the
chain of the identities for any integrable function:

2πf �xð Þ ¼ F F f xð Þ½ � qð Þ½ � xð Þ ¼ F
X∞
n¼0

inqn

n!
αn

" #

¼
X∞
n¼0

inαn
n!

2π �ið Þnδ nð Þ xð Þ:
(65)

Here we used the known relationships for the Fourier transform [31]):

F F f xð Þ½ � qð Þ½ � xð Þ ¼ 2πf �xð Þ, (66)

F qn½ � xð Þ ¼ 2π �ið Þnδ nð Þ xð Þ: (67)

Hence, any integrable function can be represented by a series:

f �xð Þ ¼
X∞
n¼0

αn
n!

δ nð Þ xð Þ: (68)

We will prove that the finite series (53) approximates the desired function f xð Þ
by step-function. Consider the step-function f 1 xð Þ consisting of N steps:

f 1 xð Þ ¼

φ1, 0< x≤ b1,

φ2, b1 < x≤ b2,

⋮ ⋮

φN, bN�1 < x≤ bN

8>>>><
>>>>:

(69)

in order to approximate the desired function f xð Þ. The relation (69) can be
written down through the Heavyside functions as follows:

f 1 xð Þ ¼ φ1 Θ xð Þ � Θ x� b1ð Þ½ � þ φ2 Θ x� b1ð Þ � Θ x� b2ð Þ½ � þ …

þφN Θ x� bN�1ð Þ � Θ x� bNð Þ½ �, (70)

Evidently, by increasing the number of steps N and choosing the values φi and
bi, any integrable function f xð Þ can be approximated by the step-function f 1 xð Þ. It
is convenient to use a notation

f 1 �xð Þ ¼ φ1 Θ xþ b1ð Þ � Θ xð Þ½ � þ φ2 Θ xþ b2ð Þ�Θ xþ b1ð Þ� þ …½
þφN Θ xþ bNð Þ � Θ xþ bN�1ð Þ½ �, (71)

that follows immediately from (70) after substitution:

Θ xð Þ ¼ 1� Θ �xð Þ: (72)

The Heavyside function Θ xþ bð Þ can be expanded into a Taylor series in the
neighborhood of point x:

Θ xþ bð Þ ¼ Θ xð Þ þ
X∞
n¼1

bn

n!
Θ nð Þ xð Þ: (73)
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It is well-known that the derivative of Heavyside function Θ xð Þ is δ xð Þ-function,
then Θ nþ1ð Þ xð Þ ¼ δ nð Þ xð Þ. We equate functions (68) and (71) and consider that the
number of steps for function f 1 xð Þ is infinitely larger, and in this case we obtain

φ1

X∞
n¼0

bnþ1
1

nþ 1ð Þ! δ
nð Þ xð Þ þ φ2

X∞
n¼0

bnþ1
2 � bnþ1

1

nþ 1ð Þ! δ nð Þ xð Þ þ …þ

þφN

X∞
n¼0

bnþ1
N � bnþ1

N�1

nþ 1ð Þ! δ nð Þ xð Þ þ … ¼
X∞
n¼0

αn
n!

δ nð Þ xð Þ:
(74)

This relationship shows that when we use the partial sum of series on the right-
hand side of Eq. (74)

P2N�1
n¼0

αn
n! δ

nð Þ xð Þ and also the N leading terms on the left-hand
side, then the desired function f xð Þ is approximated by the step-function f 1 xð Þwith
N steps. In other words, if it is necessary to restore the structure of medium by
means of N periodic repeated layers, then we need to know the 2N � 1 moments αn,
i.e., the values V Vc�2� �n� �

.
For the sake of convenience, we write down the relation (74) in the expanded

form. For this purpose, we multiply it by xn and integrate over x. We obtain the
nonlinear system of the equations in the unknowns b1, b2, … , bN, φ2, φ3, and … ,φN
(variable φ1 ¼ 1 owing to normalization):

φ1b1 þ φ2 b2 � b1ð Þ þ φ3 b3 � b2ð Þ þ … þ φN bN � bN�1ð Þ ¼ α0,

φ1b
2
1 þ φ2 b22 � b21

� �þ φ3 b23 � b22
� �þ … þ φN b2N � b2N�1

� � ¼ 2α1,

� � � � � � � � � � � � � � � � � �
φ1b

2N�1
1 þ φ2 b2N�1

2 � b2N�1
1

� �þ φ3 b2N�1
3 � b2N�1

2

� �þ …þ
þφN b2N�1

N � b2N�1
N�1

� � ¼ 2N � 1ð Þα2N�2:

(75)

Now, if bi implies the partition of V=c2ð Þi and φi implies the partition of ζi, we
can obtain the system of Eq. (75) to define the structure of medium. Solution of
these equations gives the information about the component properties of the
medium, namely, the value V=c2 on the structure period ζ∈ 0, 1½ � is found in the
form of the step-function.

Let us note the special case of a periodic medium for which the value V=c2 is
constant within the period. This medium, as we already know, does not differ from
a homogeneous one for the propagation of the long nonlinear waves. The same
result follows from a system (75). Indeed, for homogeneous media the moments αn
are equal to

αn ¼
V Vc�2� �nþ1
D E

nþ 1ð Þ Vh i ¼ bnþ1

nþ 1
: (76)

Here, the conditions of normalization V2=c2
� �

0 ¼ V2=c2
� �

0 ¼ 1 and Vh i0 ¼
V0 ¼ 1 have been used as before. Therefore, the values in the right-hand side of
Eq. (75) are equal to b � Vc�2 ¼ const. It is easy to see that the solution of system is
b1 ¼ b2 ¼ … ¼ bN ¼ b ¼ 1 and φ1 ¼ 1 (where φi is any value for i≥ 2). This
corresponds to the layer medium, for which V=c2 6¼ f ζð Þ, in particular, this medium
can be a homogeneous one.

According to the asymptotic averaged model of a structured medium, the period
of the structure is infinitely small, and this diagnostic method cannot give the exact
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of the structure is infinitely small, and this diagnostic method cannot give the exact
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location of the structure elements inside the period. Hence, using this method, only
the mass contents of the particular components can be determined.

We present, as an example, the results of the calculation to define the structure
of layer media, which can properly approximate the diagnosed medium. The struc-
ture of the diagnosed medium is V=c2 ¼ 0:2þ 0:8 1� ζð Þ2 in Figure 3. In order to
approximate the diagnosed medium by layer periodic medium, which has N layers
within the period, it is necessary to know 2N � 1 values V Vc�2� �n� �

for finite series
(53). If we regard that the 2N � 1 averaged characteristics V Vc�2� �n� �

coincide for
the diagnosed medium and the layer medium, these averaged values at n≤ 2N � 1
can be calculated from the known distributions V=c2 ¼ 0:2þ 0:8 1� ζð Þ2. At
n> 2N � 1 the values V Vc�2� �n� �

for diagnosed medium and for approximated
layer medium are different. The distributions of V=c2 ζð Þ within the period for
diagnosed medium and for approximated media with N components are shown in
Figure 3. On the one hand, the calculated distributions for layered media are the
best approximation for the medium we test. On the other hand, we have
illustrated the accuracy of the approximation of the diagnosed medium by the
finite series (53).

Thus, the new method for the diagnostics of the medium characteristics by long
nonlinear waves is suggested on the basis of the asymptotic averaged model of the
structured medium. The mass contents of the particular components can be
denoted by the abovementioned diagnostic method.

5. Conclusion

The asymptotic averaged model is suggested for the description of the wave
processes in nonequilibrium heterogeneous media. The obtained integral differen-
tial system of equations cannot be reduced to the average terms (pressure, mass
velocity, specific volume) and contains the terms with characteristic sizes of indi-
vidual components.

On the microstructure level of the medium, the dynamical behavior is governed
only by the laws of thermodynamics. On the macrolevel, the motion of the medium

Figure 3.
Approximation of the diagnosed medium V=c2 ¼ 0:2þ 0:8 1� ζð Þ2 by N-component medium.
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can be described by the wave-dynamical laws for the averaged variables with the
integrodifferential equation of state containing the characteristics of the medium
microstructure. A rigorous mathematical proof is given to show that finite-
amplitude long waves respond to the structure of the medium in such a way that the
homogeneous medium model is insufficient for the description of the behavior of
the structured medium. An important result that follows from this model is that, for
a finite-amplitude wave, the medium structure (in particular, existence of
microcracks) produces nonlinear effects even if the individual components of the
medium are described by a linear law. Finding the wave fields in the structured
medium is the direct problem, on the one hand.

On the other hand, the system analyzed here is not expressed in the average
hydrodynamical terms; hence the dynamical behavior of the medium cannot be
modelled by a homogeneous medium even for long waves, if they are nonlinear.
The heterogeneity of the medium structure always introduces additional
nonlinearity that does not arise in a homogeneous medium. This effect enabled one
to formulate the theoretical grounds of a new diagnostic method that determines
the characteristics of a heterogeneous medium with the use of finite-amplitude long
waves (inverse problem). This diagnostic method can also be employed to find the
mass contents of individual components.
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