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Preface

Research in quantum communication will have fundamental implications for tele-
portation, advanced communication, and artificial intelligence where their processes
happen in the space of more dimensions than the fourth, which includes the quantum
field theory of the phenomenology of these processes as a base to its possibility.
Likewise, the quantum communication and their information phenomena require
other ways of thinking to develop new technology and to program its devices, the
development of quantum computation, possible different platforms of this quantum
communication as to their applications. This book is a compilation of research in
quantum communication by different international, recognized scientists, who are
authorities in this area. The book is divided in five sections. The first section is an
introduction chapter, which establishes the fundamental quantum field theory of
quantum communication and introduces new concepts such as link-waves,
tranceptors, and quantum chain to intertwining. The second section is dedicated to
the advanced research in quantum computation and their platforms in the complex
systems of quantum communication This section introduces new principles such as
Non-Gaussian entanglement, new quantum algorithms to fluids (which could be very
important to plasmon management), hyperfluidity, programming of fluids, and the
quantum steganography scheme as a platform to quantum communication. The third
section establishes a prospective study of quantum walks on photonic lattices in the
photonic process that could be given in the quantum communication processes. The
first four sections explain some aspects of the technology in quantum communica-
tion. The fifth section discusses some heuristic and theoretical problems of QED and
quantum mechanics that can solve or re-interpret certain paradoxes useful in quan-
tum communication and quantum field theory aspects.
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Chapter 1

Introductory Chapter:
Advanced Communication and
Nano-Processing of Quantum
Signals
Francisco Bulnes

1. Introduction

In the usual communication processes, the transmission of electromagnetic
waves is realised with limitations given due to the scattering in continuum media,
interference for appearing of other waves and signals, and also pollution by free
electrons, molecular absorption of the air, or a defecting routing of the TEM and
TMM, as well as their secondary modes, the latter in the case of the optical fibre.
Even nonthinking is the effective transmission through impermeable media and
nonpermissible or invasive media such as the communication through ambient with
continuum media, saturated continuum media in communications or in the pres-
ence of multi-radiative objects of big density, etc.

Likewise, the continuum transmission media produces a limiting whose depen-
dence of the macroscopic characteristics of the space-time do that the electromag-
netic fields suffer refraction and reflection due to the substance of the proper
media. For eliminate this direct action of media in the signal transmission, it is
necessary that our signal communication concept does not depend on the media
characteristics, even that are not ‘accessible or available’ in the dimension of the
usual space-time where we have placed the continuum media phenomena. For
example, the gravitation in the macroscopic sense has interference in the ordinary
communication where field observables of an Einstein space (as could be the cur-
vature and torsion of the space-time, seen as gravitational observable effects or of
electromagnetic scattering) act as distortion waves to produce a field radiation due
the background in the universe. Then the signal transmission must have the invari-
ance of the electromagnetic fields but with quantization of these fields, in a space
that topologically is viable to their transmission [1].

Considering the quantum field theory [2] (QFT) with their second duality prin-
ciple, that is to say, the duality wave/field applied to certain fermions and bosons,
we can give a good fundament on the possible behaviour of these particles and their
action with the communication intention [3]. However, it is necessary to consider
the invariance of the Maxwell equations in quantum electrodynamics (QED) [1, 4],
which we can design a form of quantum communication that establishes new
paradigms of information transmission through quantum waves. However, in this
new communication process, the intertwining concept of the particles is required
[5] that will transmit the information via a chain of photons using gauge bosons as
supports (selectors or linkers) of the electrodynamic space to their quantum level.

The material part of the transmission is generated in the transceptors through
their solid state. Therefore, using electrons as solid-state source to generate a source
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of photons through a process derived from certain spintronic devices as dots,
magnetons, etc., the bosons can be conformed to the information of the communi-
cation in waveform and the plasmons as a quantum media of transmission of these
information waves. The gauge bosons also will be necessary as transmission nodes.
If we want to obtain voice communication, this will be obtained introducing pho-
nons [5] in the photonic wave. We establish some fundamental precisions using
quantum mechanics to explain those particles intertwining. We must consider that
to that this intertwining happens, are necessary more dimensions that Minkowski
space-time dimension.

We consider a particle system p1, p2,… in a space-time M ffi R4. Let
x tð Þ∈Ω Γð Þ⊂R3It, a trajectory, which predetermines a position x∈R3, for all time
t∈ It: Also we consider the field X, which infiltrates their action to whole space of
points x1 tð Þ, x2 tð Þ, x3 tð Þ,…∈Ω Γð Þ, predetermining the points φi xi tð Þð Þ, that are field
particles of the field X and evaluated in the position of every particle. In each point,
a defined force exists given by the action I, of X, along the geodesic γt, and
determines direction by their tangent bundle given for TX1 Ω Γð Þð Þ; that is to say, the
field gives direction to every field particle φi, having their tangent bundle has a

spinor bundle S, where the field X comes given as X ¼Piφ
i ∂

∂φi

���
xi,φið Þ

, ∀φ1,φ2,

φ3,…∈X1, on every particle pi ¼ xi tð Þ, i ¼ 1, 2, 3,…ð Þ: Then a direct intention is the
map or connection ∇I : TΩ Γð Þ ! T1 Ω Γð Þð Þ, ≃T ∗Mð Þ, with the rule of correspon-
dence xi, ∂txi

� �
↦ φi, ∂μφi
� �

, which produces one ith-spinor field φi, where the action
I, of the field X, infiltrates and transmits from particle to particle in whole space
Ω Γð Þ, using a configuration given by their Lagrangian L (conscience operator), along
all the trajectories of Ω Γð Þ: Then of a sum of trajectories,

Ð
DF x tð Þð Þ, one has the

sum
Ð
d φ xð Þð Þ, on all the possible field configurations Cn,m:

We can to extend these to whole space Ω Γð Þ⊂M, on all the elections of possible
paths whose statistical weight corresponds to the determined one by the intention
of the field, and realising the integration in paths for an infinity of particles-fields in
TΩ Γð Þ, is had that

I φi xð Þ� � ¼
ð

TΩ Γð Þ

ω φ xð Þð Þ ¼ limN ! ∞
δs!0

1
B

ðþ∞

�∞

dφ1

B
⋯
ðþ∞

�∞

dφn

B
⋯

¼
Y∞

i¼1

ðþ∞

�∞

eiI φi;∂μφi½ �dφi x sð Þð Þ (1)

where B ¼ m
2πℏiδs

� �1=2 is the amplitude of their propagator. Then we have the
corresponding Feynman integral of the volume form ω φ xð Þð Þ, obtaining the real
path of the particle (where we have chosen quantized trajectories, that is to say,Ð
d φ xð Þð Þ: But this superposition of paths is realised under an action whose

corresponding energy Lagrangian is ω φ xð Þð Þ ¼ Iξ xð Þd φ xð Þð Þ:
Then to a configuration on the space-time M, given for C Mð Þ, in a space-time

region where there have been interfered paths in the experiment given by multiple split,
given for Ω Mð Þ, we have the pairing

Ð
: C Mð Þ �Ω ∗ Mð Þ ! R, where Ω ∗ Mð Þ is

some dual complex (‘forms on configuration spaces’), and then the ‘Stokes
theorem’ holds

ð

Ω�C
ω ¼ <I, dω> (2)
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then Eq. (1) can be written as (to m-border points and n-inner points)
ð
I φ xð Þð Þdφ xð Þ ¼

ð
Iqdφ1m1…dφnmn…

¼
ð ð ð

Idφ1mn

� �
…dφnm1

� �
…

(3)

This defines an infiltration in the space-time due to the action I that happens in
the space Ω� C, to each component of the space Ω Γð Þ, with energy conservative
principle expressed for the Lagrangian ω, of Eq. (2). Likewise, in Eq. (3), the
integration of the space is realised with the infiltration of the time, integrating only
spinor elements of the field.

2. Quantum communication link waves

Let , be the space-time constituted by the particles x1 tð Þ, x2 tð Þ, x3 tð Þ,…,
whose states φ1,φ2,φ3,… are such that satisfies Eq. (3); then the information is
transmitted like the quantum wave ϕ, of the state φ, replaced with the state
φ0

i, i ¼ 1, 2, 3,…ð Þ, in the infinite homomorphism (which is of the type
ϕ n ∗mð Þ ¼ ϕ nð Þϕ mð Þ):

ϕ tφ0
1 ∗ tφ0

2 ∗ tφ0
3 ∗ tφ0

4⋯
� � ¼ ϕφ1

tφ0
1

� �
ϕφ2

tφ0
2

� �
ϕφ3

tφ0
3

� �
ϕφ4

tφ0
4

� �
⋯ (4)

where the transmission of the quantum wave is realised on the spinor space
(see spinor technology [6]) of tσ and where tσ is the intertwining technology that is
created in the class σ:

The states of distinguishable particles that are bosons or fermions realise the
arrangement that eliminates an infinity of the states that by their sum of spins are
annulled, remaining only those that realise an effective action. These are annulled
between the perturbed states and those that are affected by scattering. We consider
again the space of configuration Cn,m, equivalent to the complex given for C Mð Þ,
which can be thought as composed for n�hypercubes U, defined by 000…0 boxes.
Then we can define a net of paths that will be able to establish routes of organised
transformations on diagrams of Feynman type (with path integrals with actions
given by Oc and path integrals as Eq. (1)). Likewise the ideal route of the intention
is established, considering the action in every node of the net.

Then these arrangements can happen in the nets designed on a field of particles
that can be arranged in 0000…0 boxes [7], where the action can be calculated in a
point (node of the crystalline net of a field [7]) corresponding to the n� states of
energy φi i ¼ 1, 2, 3,…, nð Þ, having the superposition n the node given for

þ
x½ �U ¼

ð

000⋯0�boxes

dznϕ Xα1Wα01ð Þϕ Xα2Wα02ð Þ⋯ϕ XαnWα0nð Þ (5)

In the quantum zone, the quantum particles field is permanent and intermina-
ble, since matter and energy are equivalent and the electrons are interminable and
thus the photon production also. What gets worn is that there are the linkages
between atoms which can weaken or get lost for the absence of a transmission of the
states of suitable energy (routes given by path integrals). Infiltrating the intention
on every path γ and under the condition of permanent field given by the operators
Oc, the transmission of the states will be revitalised by every node, transmitting the
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, which produces one ith-spinor field φi, where the action
I, of the field X, infiltrates and transmits from particle to particle in whole space
Ω Γð Þ, using a configuration given by their Lagrangian L (conscience operator), along
all the trajectories of Ω Γð Þ: Then of a sum of trajectories,

Ð
DF x tð Þð Þ, one has the

sum
Ð
d φ xð Þð Þ, on all the possible field configurations Cn,m:

We can to extend these to whole space Ω Γð Þ⊂M, on all the elections of possible
paths whose statistical weight corresponds to the determined one by the intention
of the field, and realising the integration in paths for an infinity of particles-fields in
TΩ Γð Þ, is had that

I φi xð Þ� � ¼
ð

TΩ Γð Þ

ω φ xð Þð Þ ¼ limN ! ∞
δs!0

1
B

ðþ∞

�∞

dφ1

B
⋯
ðþ∞

�∞

dφn

B
⋯

¼
Y∞

i¼1

ðþ∞

�∞

eiI φi;∂μφi½ �dφi x sð Þð Þ (1)

where B ¼ m
2πℏiδs

� �1=2 is the amplitude of their propagator. Then we have the
corresponding Feynman integral of the volume form ω φ xð Þð Þ, obtaining the real
path of the particle (where we have chosen quantized trajectories, that is to say,Ð
d φ xð Þð Þ: But this superposition of paths is realised under an action whose

corresponding energy Lagrangian is ω φ xð Þð Þ ¼ Iξ xð Þd φ xð Þð Þ:
Then to a configuration on the space-time M, given for C Mð Þ, in a space-time

region where there have been interfered paths in the experiment given by multiple split,
given for Ω Mð Þ, we have the pairing

Ð
: C Mð Þ �Ω ∗ Mð Þ ! R, where Ω ∗ Mð Þ is

some dual complex (‘forms on configuration spaces’), and then the ‘Stokes
theorem’ holds

ð

Ω�C
ω ¼ <I, dω> (2)
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then Eq. (1) can be written as (to m-border points and n-inner points)
ð
I φ xð Þð Þdφ xð Þ ¼

ð
Iqdφ1m1…dφnmn…

¼
ð ð ð

Idφ1mn

� �
…dφnm1

� �
…

(3)

This defines an infiltration in the space-time due to the action I that happens in
the space Ω� C, to each component of the space Ω Γð Þ, with energy conservative
principle expressed for the Lagrangian ω, of Eq. (2). Likewise, in Eq. (3), the
integration of the space is realised with the infiltration of the time, integrating only
spinor elements of the field.

2. Quantum communication link waves

Let , be the space-time constituted by the particles x1 tð Þ, x2 tð Þ, x3 tð Þ,…,
whose states φ1,φ2,φ3,… are such that satisfies Eq. (3); then the information is
transmitted like the quantum wave ϕ, of the state φ, replaced with the state
φ0

i, i ¼ 1, 2, 3,…ð Þ, in the infinite homomorphism (which is of the type
ϕ n ∗mð Þ ¼ ϕ nð Þϕ mð Þ):

ϕ tφ0
1 ∗ tφ0

2 ∗ tφ0
3 ∗ tφ0

4⋯
� � ¼ ϕφ1

tφ0
1

� �
ϕφ2

tφ0
2

� �
ϕφ3

tφ0
3

� �
ϕφ4

tφ0
4

� �
⋯ (4)

where the transmission of the quantum wave is realised on the spinor space
(see spinor technology [6]) of tσ and where tσ is the intertwining technology that is
created in the class σ:

The states of distinguishable particles that are bosons or fermions realise the
arrangement that eliminates an infinity of the states that by their sum of spins are
annulled, remaining only those that realise an effective action. These are annulled
between the perturbed states and those that are affected by scattering. We consider
again the space of configuration Cn,m, equivalent to the complex given for C Mð Þ,
which can be thought as composed for n�hypercubes U, defined by 000…0 boxes.
Then we can define a net of paths that will be able to establish routes of organised
transformations on diagrams of Feynman type (with path integrals with actions
given by Oc and path integrals as Eq. (1)). Likewise the ideal route of the intention
is established, considering the action in every node of the net.

Then these arrangements can happen in the nets designed on a field of particles
that can be arranged in 0000…0 boxes [7], where the action can be calculated in a
point (node of the crystalline net of a field [7]) corresponding to the n� states of
energy φi i ¼ 1, 2, 3,…, nð Þ, having the superposition n the node given for

þ
x½ �U ¼

ð

000⋯0�boxes

dznϕ Xα1Wα01ð Þϕ Xα2Wα02ð Þ⋯ϕ XαnWα0nð Þ (5)

In the quantum zone, the quantum particles field is permanent and intermina-
ble, since matter and energy are equivalent and the electrons are interminable and
thus the photon production also. What gets worn is that there are the linkages
between atoms which can weaken or get lost for the absence of a transmission of the
states of suitable energy (routes given by path integrals). Infiltrating the intention
on every path γ and under the condition of permanent field given by the operators
Oc, the transmission of the states will be revitalised by every node, transmitting the
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same information about every 0000…0 box, we will call this characteristic an
intentionality [8]. However, every particle with regard to others takes their
corresponding position, since they all have the same infiltrated intention, by what
the synergic action is realised.
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Chapter 2

A Novel Quantum Steganography
Scheme Based on ASCII
Ri-Gui Zhou and Jia Luo

Abstract

Based on the novel enhanced quantum representation for quantum image
(NEQR), a new blind quantum steganography scheme is proposed. In this scheme,
an improved quantum representation of text utilizing ASCII is provided that uses
two qubit sequences to store the same quantum text message. The general embed-
ding process of the scheme is as follows: firstly, the cover image of sized 2n � 2n will
be divided into eight blocks of sized 2n�2 � 2n�1, and the secret quantum text of
sized 2n�2 � 2n�1 is scrambled by Gray code transform method. Then, the disorder
quantum text is embedded into the eight blocks of cover image employing the Gray
code as a judgment condition. Meanwhile, the corresponding quantum circuits are
drawn. Through the analysis of all quantum circuits, it can be concluded that the
scheme has a lower complexity, that is, O(n). And the performance of the proposed
scheme is analyzing in terms of simulation results of three items: visual quality,
circuit complexity, and robustness.

Keywords: quantum steganography, quantum text, ASCII, Gray code,
quantum circuit

1. Introduction

With the advantage of quantum physics, quantum computer has demonstrated a
bright prospect over than the classic computer, especially in Grover’s database
searching algorithm [1] and Shor’s prime factor decomposition algorithm [2].

Over the past few decades, teams of researchers have been noticed by quantum
image processing that is a young emerging cross-discipline of image processing and
quantum mechanics. The investigation in this direction is how to construct the
quantum representations to represent images on quantum computer at first. So
various quantum representations have been proposed, such as, Qubit Lattice [3],
entangled image [4], real ket [5], flexible representation of quantum images (FRQI)
[6], a novel enhanced quantum representation of digital images (NEQR) [7], multi-
channel representation for quantum images (MCRQI) [8], a normal arbitrary
quantum superposition state (NAQSS) [9], and a novel quantum representation for
color digital images (NCQI) [10]. Secondly, many kinds of quantum image
processing algorithms were developed, such as geometric transformations [11, 12],
image translation [13–15], image scaling [16–18], image scrambling [19–21], image
segmentation [22], feature extraction [23], edge detection [24], and image
matching [25, 26].
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It is worth pointing out that the protection of network information, especially
the increasing number of multimedia information on the network, has attracted
researcher’s attention. Thus information hiding was came into being a hot issue,
which utilizes the sensory redundancy of the human sense organ to the digital
signal, hiding a message in another ordinary message without changing the essential
characteristics and use value of the ordinary message.

Similarly, quantum information hiding also includes steganography and
watermarking, which have been gradually studied as the two main branches of
quantum information hiding technology. In 2012, Iliyasu et al. proposed a quantum
image watermarking algorithm based on restricted geometric transformations [27].
Zhang et al. introduced a protocol in 2013, that the watermark image was embedded
into the Fourier coefficients of the quantum carrier image [28]. Later on, a dynamic
watermarking scheme for quantum images based on Hadamard transform was
proposed by Song et al. [29]. Two blind steganography algorithms based on LSB
were proposed by Jiang et al. [30]. Miyake proposed a quantum watermarking
scheme using simple and small-scale quantum circuits [31]. In this algorithm, the
gray scale image was first used as a secret image. A watermarking scheme through
Arnold scrambling and LSB was proposed by Zhou et al. [32], in which the quantum
equal circuit was demonstrated. In 2017, Abd-El-Atty et al. proposed a new stega-
nography scheme with Hadamard transformation [33]. In this scheme, the quantum
text message was hided into the cover image. In addition, some algorithms that
adopt color image as cover image have also been reported [34–37]. Wherein, a
quantum copyright protection method based on a new quantum representation of
text was presented by Heidari et al. [34].

In order to reduce the qubits of the representation of text in literature [34], we
introduce an improved quantum representation of text. Then, the quantum text will
be embedded in cover image through utilizing Gray code and quantum gates.
Furthermore, the extracting procedure is absolutely blind and without any other
help from classical computer.

The physical implementation of qubits and gates is difficult, for the same rea-
sons that quantum phenomena are hard to observe in everyday life. One approach
is to implement the quantum computers in superconductors, where the quantum
effects become macroscopic, though at a price of extremely low operation
temperatures.

In a superconductor, the basic charge carriers are pairs of electrons (known as
Cooper pairs), rather than the single electrons in a normal conductor. At every
point of a superconducting electronic circuit (that is a network of electrical ele-
ments), the condensate wave function describing the charge flow is well-defined by
a specific complex probability amplitude. In a normal conductor electrical circuit,
the same quantum description is true for individual charge carriers, however the
various wave functions are averaged in the macroscopic analysis, making it impos-
sible to observe quantum effects. The condensate wave function allows designing
and measuring macroscopic quantum effects. And successive generations of IBM Q
processors have demonstrated the potential of superconducting transmon qubits as
the basis for electrically controlled solid-state quantum computers. But in this
chapter, we focus on the theoretical design of quantum steganography scheme and
describe it in the remaining sections.

The rest of the chapter is organized as follows. Section 2 gives fundamental
knowledge of NEQR, Gray code and quantum equal circuit. The improved quantum
representation of text is provided in Section 3. The proposed embedding and
extracting procedures are depicted in Section 4. In Section 5, simulations and
analysis that include visual quality, capacity, robustness, and computational
complexity are provided. Finally, the conclusion is drawn in Section 6.
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2. Preliminaries

2.1 NEQR

For a gray scale image, a novel enhanced quantum representation of digital
images (NEQR) was proposed in 2013 [7]. A quantum image can be described by
the NEQR model as follows:

Ij i ¼ 1
2n

∑
2n�1

Y¼0
∑
2n�1

X¼0
CYXj i Yj i Xj i ¼ 1

2n
∑

22n�1

YX¼0
⊗
q�1

i¼0
Ci
YX⊗ YXj i (1)

where, YXj i represents the position information and Ci
YX

�� �
encodes the color

information.

YXj i ¼ Yj i Xj i ¼ yn�1yn�2…y0
�� �

xn�1xn�2…x0j i, yi, xi ∈ 0; 1f g, i ¼ 0, 1,…, n� 1

CYXj i ¼ Cq�1
YX Cq�2

YX …C0
yx

���
E
, Ci

YX ∈ 0; 1f g, i ¼ 0, 1,…, q� 1

(2)

Thus, there are qþ 2n qubits being employed to store image information into a
NEQR state for an 2n � 2n image with gray range 0; 2q½ �. An example of an 2 � 2
image with ranged 0; 28 � 1

� �
, i.e., n = 2, q = 8 is demonstrated in Figure 1, in which

the equation indicates that NEQRmodel stores the whole image in the superposition
of the two entangled qubit sequences, encoding the color and position information,
respectively.

Replace the entirety of this text with the main body of your chapter. The main
body is where the author explains experiments, presents and interprets data of one’s
research. Authors are free to decide how the main body will be structured. How-
ever, you are required to have at least one heading. Please ensure that either British
or American English is used consistently in your chapter.

2.2 Gray code

The typical binary Gray Code, called the Gray Code, was originally proposed by
Frank Gray in 1953 for communication purposes and is now commonly used in
analog-to-digital and position-to-digital conversion. In a group of Gray codes, there
is only one different binary number between any two adjacent codes, as well as in
the maximum and minimum numbers. By Gray code transform, the binary code
can be converted into Gray code [21]. Denote n qð Þ ¼ nq�1nq�2…n1n0 as a q-bit
binary code, where ni is a binary bit, the definition of Gray code transform is as
follows:

Figure 1.
A 2 � 2 example image and its representative expression in NEQR.
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Figure 2.
Quantum circuits of (a) Gray code transform and (b) inverse Gray code transform.

Figure 3.
1-bit, 2-bit and 3-bit Gray codes.
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gq�1 ¼ nq�1

gi ¼ ni ⊕ niþ1, i ¼ 0, 1,…q� 2
(3)

and its inverse transform is:

ni ¼ giþ1 ⊕ gi, i ¼ 0, 1,…q� 2

nq�1 ¼ gq�1

(4)

their corresponding quantum circuits are illustrated in Figure 2a and b.
The transformed binary code g qð Þ ¼ gq�1 gq�2… g1 g0 is defined as the q-bit Gray

code of n qð Þ. An example of Gray code where the bit number q = 1, 2, 3 is shown in
Figure 3.

2.3 Quantum equal circuit

In literature [32], Zhou et al. provided a quantum equal circuit to determinewhether
two qubit sequences are equal or not. The quantum circuit is shown in Figure 4,
which compares YXj i and ABj i, where YXj i ¼ Yj i Xj i ¼ yn�1…y0

�� �
xn�1…x0j i and

ABj i ¼ Aj i Bj i ¼ an�1…a0j i bn�1…b0j i, yi, xi, ai, bi ∈0, 1, i ¼ n� 1,…,0. Qubit cj i is
output. If cj i ¼ 1j i, YXj i = ABj i, otherwise, YXj i 6¼ ABj i.

3. The improved representation of quantum text

ASCII (American Standard Code for Information Interchange) is a Latin
alphabet-based computerized coding system that is the most versatile single-byte
coding system available today [38]. The ASCII code uses the specified combination
of 7-bit or 8-bit binary sequence to represent 128 or 256 possible characters. A
standard ASCII code that uses 7-bit binary sequence (a total 8-bit sequence and the
remaining 1-bit is 0) to represent all uppercase and lowercase letters, Arabic
numerals, punctuation marks, and special control characters used in American
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English. Zero to thirty one and 127 (33 in total) are special characters for control or
communication, and the rest are displayable characters. Figure 5 shows a table of
characters that can be displayed.

Through analysis of the quantum text representation model proposed in litera-
ture [34], it is known that the model uses a seven-qubit sequence to store one
character in the text message. In our proposed scheme, an improved quantum
representation of text based on ASCII is proposed. Like NEQR model, the model
including text message and position information. The text message f Y;Xð Þ on the
corresponding coordinates Y;Xð Þ is encoded using ASCII of 8-bit binary sequence
T7
YXT

6
YX⋯T2

YXT
1
YXT

0
YX, Ti

YX ∈ 0; 1f g, i ¼ 0, 1,…, 7, this quantum text-
representation model can be expressed as in Eq. (5) for a 2n � 2m text.

Figure 5.
ASCII of displayable characters.
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Tj i ¼ 1
2nþm=2

∑
2n�1

Y¼0
∑

2m�1

X¼0
f Y;Xð Þj i Yj i Xj i ¼ 1

2nþm=2
∑

2nþm�1

YX¼0
⊗
7

i¼0
Ti
YX⊗ YXj i (5)

Figure 6 illustrates an example of a 2 � 4 text and its representative expression,
where eight qubits are desired to store the text message and three qubits to store
the position information. Therefore, this model just needs 8þ nþm qubits to
represent a 2n � 2m text, namely there are 2nþm symbols be stored. It is can be
captured according to [34] which fifty-six qubits and 7 � 2nþm qubits are required
to represent the text in this example and a text of 2nþm symbols, respectively.

In order to embed the text information into quantum image, firstly, the text
information needs to be transformed into a quantum state. The preparation proce-
dure will now be described.

Step 1: this step is to prepare 8þ nþm qubits that all are with state 0j i. The
initial state ψj i0 can be expressed as in Eq. (6):

ψj i0 ¼ 0j i⊗nþmþ8 (6)

Step 2: two single-qubit gates, I and H (shown in Eq. (7)), are used to transform
ψj i0 to the intermediate state ψj i1, which is the superposition of all the characters of
an empty text. The unitary operation U1 can be written in Eq. (8):

I ¼ 1 0

0 1

� �
, H ¼ 1 ffiffi

2
p=

1 1

1 �1

� �
(7)

U1 ¼ I⊗8⊗H⊗ nþmð Þ (8)

The operation U1 is setting on the ψj i0 as shown in Eq. (9), and the position
information is prepared in ψj i1.

U1 ψj i0
� � ¼ I 0j ið Þ⊗8⊗ H 0j ið Þ⊗ nþmð Þ

¼ 1
2nþm=2

0j i⊗8⊗ ∑
2nþm�1

i¼0
ij i

¼ 1
2nþm=2

∑
2n�1

Y¼0
∑

2m�1

X¼0
0j i⊗8 YXj i

¼ ψj i1

(9)

Step 3: In this step, 2nþm sub-operations used to store the text message value for
every position. In position Y;Xð Þ, the unitary operation UYX is shown below:

UYX ¼ I⊗ ∑
2n�1

j¼0, i¼0
∑
2m�1

ji 6¼YX
jij i jih j

 !
þ ΩYX⊗ YXj i YXh j (10)

Figure 6.
A 2 � 4 text and its representative expression.
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where, ΩYX is a unitary operation as shown in Eq. (11), which is manipulating on
ψj i1 for altering digital representation of characters to the quantum state.

ΩYX ¼ ⊗
7

i¼0
Ωi

YX

Ωi
YX : 0j i ! 0⊕ Ti

YX

�� � (11)

And if Ti
YX ¼ 1, Ωi

YX is a (n + m)-CNOT gate, otherwise if Ti
YX ¼ 0 then Ωi

YX is a
quantum identity gate. Therefore, the text message value in position (Y, X) is
preparing by employing unitary operationΩYX :

ΩYX 0j i⊗8 ¼ ⊗
7

i¼0
Ωi

YX 0j i� � ¼ ⊗
7

i¼0
0⊕ Ti

YX

�� � ¼ ⊗
7

i¼0
Ti
YX

�� � ¼ f Y;Xð Þj i (12)

Applying UYX on intermediate state ψj i1, the transformation is shown in
Eq. (13).

UYX ψj i1
� � ¼ UYX

1
2n

∑
2n�1

j¼0
∑
2m�1

i¼0
0j i⊗8 jij i

 !

¼ 1
2n

UYX ∑
2n�1

j¼0, i¼0
∑
2m�1

ji 6¼YX
0j i⊗8 jij i þ 0j i⊗8 YXj i

 !

¼ 1
2n

∑
2n�1

j¼0, i¼0
∑
2m�1

ji 6¼YX
0j i⊗8 jij i þΩYX 0j i⊗8 YXj i

 !

¼ 1
2n

∑
2n�1

j¼0, i¼0
∑
2m�1

ji 6¼YX
0j i⊗8 jij i þ f Y;Xð Þj i YXj i

 !

(13)

To store all the values to the quantum state, the whole operation U that consists
of 2nþm sub-operations and shown in Eq. (14) is necessary. The final state ψj i2 that
is transformed from ψj i1 is the improved representation of quantum text.

U ¼
Y2n�1

Y¼0

Y2m�1

X¼0

UYX

U ψj i1
� � ¼ U

1
2n

∑
2n�1

j¼0
∑
2m�1

i¼0
0j i⊗8 YXj i

 !

¼ 1
2n

∑
2n�1

j¼0
∑
2m�1

i¼0
ΩYX 0j i⊗8 YXj i

¼ 1
2n

∑
2n�1

j¼0
∑
2m�1

i¼0
f Y;Xð Þj i YXj i ¼ ψj i2

� �

(14)

4. Proposed scheme

This section will discuss the particulars of embedding and extracting procedures
about the proposed steganography scheme that hides a secret text into a cover
grayscale image. Assume that the sizes for cover image and secret text are 2n � 2n

and 2n�2 � 2n�1, respectively, the quantum representation can be formulated in
Eqs. (15) and (16).
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Cj i ¼ 1
2n

∑
22n�1

YX¼0
⊗
7

i¼0
Ci
YX⊗ YXj i, Ci

YX ∈ 0; 1f g (15)

Tj i ¼ 1
22n�3=2

∑
22n�3�1

YX¼0
⊗
7

i¼0
Ti
YX⊗ YXj i, Ti

YX ∈ 0; 1f g (16)

The general framework for the proposed scheme is shown in Figure 7, from
which we can see that it is delineated into the classical and quantum domains. The
preparation interface can transform classic image data into quantum states, which
realizes the function of preparing the quantum image [7]. After the quantum image
is stored in quantum states, our proposed quantum image steganography scheme
can be implemented to transform the original quantum states to the desired states
through the designed embedding circuits. Then, the quantum measurement opera-
tion is utilized to retrieve the processed image information. And once identified, the
stego image is sent to the receiver by the public channel. The extraction operations
are similarly for the receiver.

4.1 Embedding procedure

The embedding procedure in the proposed scheme is as follows.

1. Transform a classical cover image with 2n � 2n size and eight bits gray scale
into a quantum image Cj i by NEQR, and transform a secret text with size
2n�2 � 2n�1 into a quantum text Tj i by ASCII expression.

2. Scramble the secret text Tj i to be a meaningless text T̂
�� � by Gray code

transforming method.

3. The cover image will be divided into eight blocks of the same size and the
secret text will be divided into eight bit-planes.

4.The divided eight bit-planes are embedded into eight blocks one by one.

Figure 7.
The general framework of the proposed scheme.
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4.1.1 Scrambling

For purpose of improving the security of secret text, the text message of Tj i
will be scrambled by Gray code transform before the embedding procedure.
As mentioned in Subsection 2.2, in the eight qubits which store the text message,
seven CNOT gates are used according to Gray code transform method, while the
qubits representing for position information are not changed by quantum gates, the
corresponding circuit is demonstrated in Figure 8.

4.1.2 Partitioning

In the proposed scheme, the 2n � 2n cover image is divided into 4� 2 blocks
sized 2n�2 � 2n�1. We define these blocks as Bij, where ij i ¼ yn yn�1

�� �
and jj i ¼ xnj i

are called control coordinates because if they are restricted as a specific value, then
one of blocks will be selected. For example, if their values are equal to 00j i and 0j i,

Figure 8.
Scrambling by Gray code transform.

Figure 9.
An example of partition.
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then 2n�2 � 2n�1 pixels in the top-left corner, that is, the first block B000 is desig-
nated. For quantum text, the binary length of text message is eight, i.e., the text
can be separated into eight bit-planes. Assume that the highest bit is embedded in
B000, the second highest bit is embedded in B001, and so on. An example of partition
with cover image size of 23 � 23 and secret text size of 21 � 22 is illustrated in
Figure 9.

4.1.3 Embedding

After dividing the cover image, the quantum equal (QE) circuit is used to
compare the coordinates of a block and quantum text. Then, the stego image Sj i is
obtained after embedding process. More specifically, taking one of the blocks as an
illustration, if the coordinates yn�3yn�4…y0

�� �
xn�2xn�3…x0j i of Cj i is equal to the

coordinates of T̂
�� �, T̂

i
���
E
is embedded in C0

�� �
by the following pseudo-code.

If T̂
i

���
E
= 1j i

If GRAY C7
YXC

6
YXC

5
YX

� �
is even

SWAP C0
YX; 1

� �

Else if GRAY C7
YXC

6
YXC

5
YX

� �
is odd

SWAP C0
YX;0

� �
End

If T̂
i

���
E
= 0j i

If GRAY C7
YXC

6
YXC

5
YX

� �
is even

SWAP C0
YX;0

� �

Else if GRAY C7
YXC

6
YXC

5
YX

� �
is odd

SWAP C0
YX; 1

� �
End

where the function GRAY ið Þ is the Gray code value of i, and the function
SWAP i; jð Þ is to swap the value of i and j. The corresponding embed block circuit
is shown in Figure 10a and b presents the integrated embedding circuit that
contains the selection of the block of cover image, the comparison of the coordi-
nates, and the embedding process of the bit-planes of secret text into the LSB of
cover image.

4.2 Extraction procedure

Like all the information hiding papers, only the receiver can extract the message.
But it is worth pointing out the receiver only uses the stego image to extract the
secret text in our scheme that means it is a blind scheme. The extracting procedure
can be described as follows.

1. Extract and reorganize the bit plane from the stego image to obtain the
disordered text T̂

�� �.

2. Descramble T̂
�� � by using inverse Gray code transform in order to obtain

original secret text Tj i.
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4.2.1 Extraction

As can be seen from the above, the eight bit-planes of the secret text can be
extracted from the eight blocks of the stego image. Accordingly, we can consider
one block as an example. If the position of the stego image and the auxiliary blank
quantum text are equal, and GRAY S7YXS

6
YXS

5
YX

� �
is even and C0

YX ¼ 1 or

GRAY S7YXS
6
YXS

5
YX

� �
is odd and C0

YX ¼ 0, then T̂
i

���
E
¼ 1j i. The corresponding circuit

is shown in Figure 11a, and a whole extracting circuit that combines the extraction
of all eight blocks together is exposed in Figure 11b.

4.2.2 Descrambling

Due to the operators used in embedding process are unitary, for this step of
extracting process, we can use the inverse transpose of operators used in the
embedding process. Figure 12 affords the quantum circuit to extract the secret
image Tj i from T̂

�� �.

Figure 10.
Embedding circuit: (a) specific embedding block circuit and (b) the whole circuit.
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Figure 11.
Extracting circuit: (a) specific extracting block circuit and (b) the whole circuit.

Figure 12.
Inverse transform.
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5. Simulations and analysis

In this section, some simulations and analysis of the results and properties of the
proposed scheme are demonstrated. All the simulations are based on a classical
computer equipped with software Matlab R2014b. The secret text of size 64 � 128
used in our proposed scheme is full of “Quantum Text and Quantum Image.” And
all the cover images are with size of 256 � 256, and shown in Figure 13.

In general quantum image steganography scheme, the peak-signal-to-noise ratio
(PSNR) is one of the most employed techniques to compare the fidelity of the stego
image and the cover image. However, Iliyasu et al. explained that these available
classical metrics are insufficient and/or ill-suited to effectively quantify the fidelity
between two or more quantum images [39]. And in Refs. [39, 40], a wholly
quantum-based metric to assess fidelity between quantum images (QIFM) is pro-
posed. By using a statistical analysis they established that the proposed QIFMmetric
had a better correlation with digital image quality assessments of congruity than the
other quantum image quality measures. And the formulation of the QIFM metric is
the important in ensuring that applications sensitive to the peculiarities of quantum
computation are formulated for effective quantum image processing (QIP). Before
this, inspired to Ref. [41] that proposed a method to analyze the similarity between
two quantum images of the same size based on the flexible representation of quan-
tum images, a quantum image matching algorithm was introduced in [26], which
sums up all the grayscale differences between two quantum images. In this chapter,
we use the above two algorithms to assess the similarity of two images.

5.1 Visual quality

To verify the visual quality of the proposed scheme, we use the algorithm
introduced in [26] to compare the congruity of the stego image and the cover
image. Here, we briefly describe the algorithm as follows and the details can be
acquired in [26].

Quantum stego image is directly mapped with quantum cover image, i.e., the
quantum register representing each corresponding pixel of the quantum template
image is subtracted from that of the quantum reference image by running a quan-
tum subtractor. According to the quantum measurement results, all the grayscale
difference can be summed. The smaller the sum, the higher the similarity between
two quantum images, that is, the better visual quality of the stego image.

Table 1 shows the sum of all the grayscale differences between the stego image
and the cover image, in which the secret text 1 is embedded.

Compared with the value 5,189,090 of Lena with watermark in Ref. [26], we can
see that the values of the sum all the grayscale differences between cover image and
stego image in our proposed scheme are smaller.

Figure 13.
Cover images used in the proposed scheme.
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5.2 Robustness

In a noise-free environment, the proposed scheme can extract an intact secret
text. However, the text extracting procedure is not always performed in a noiseless
environment. The fidelity of the extracted text from the stego image under noise
(simulate with salt and pepper noise) is verified, that is, using the QIFM metric. In
this chapter, we give an outline of the steps of QIFM metric. For more details of the
concepts and principles of QIFM, the reader can referred to [40].

Based on a pixel threshold (p) that assigns a value of zero or one to the
pixel when 0≤ p < 127 or 128≤ p< 255, respectively. The content of both the
cover and stego image is converted into their binary versions. Then the binary
detail between cover image Ic and stego image Is is evaluated using the
following equation:

Γ ¼ IDc � IDs (17)

where the ID c or sð Þ for an N ¼ n� n pixel image is defined in:

ID c or sð Þ ¼

∑ nbc or sð Þ � nwc or sð Þ
� �

N
; if nbc or sð Þ 6¼ nwc or sð Þ

∑ nbc or sð Þ � nwc or sð Þ
� �

N
þ 1; otherwise

:

8>>>><
>>>>:

(18)

Here, the notations nbc and nwc for the cover image and nbs and nws for the stego
image, which are referred to the number of white (0) and black (1) pixels in the
cover and stego images.

Next, we count the number of pixel correspondences, D, which is defined as the
number of pixels in cover image corresponding with pixels in stego image. And
then, the total pixel-wise variation B is computed by the equation:

B ¼ ∑BER
8N

(19)

where BER denotes the bit error rate.
Finally, the fidelity of two images expressed in the form of a percentage is

quantified by equation:

F ¼ Dþ 1� Bð Þ � Γ
N

� 100 (20)

As can be found from Table 2, four frequently-used cover images are used here
as examples, when the value of the noise densities is set to 0.1. The average value of

Cover image Stego image Sum of differences

Lena Stego-Lena 4,026,525

Airplane Stego-airplane 4,260,325

Cameraman Stego-cameraman 4,455,338

Pepper Stego-pepper 4,461,076

Table 1.
Sum of all the grayscale differences between cover image and stego image.

25

A Novel Quantum Steganography Scheme Based on ASCII
DOI: http://dx.doi.org/10.5772/intechopen.86413



5. Simulations and analysis

In this section, some simulations and analysis of the results and properties of the
proposed scheme are demonstrated. All the simulations are based on a classical
computer equipped with software Matlab R2014b. The secret text of size 64 � 128
used in our proposed scheme is full of “Quantum Text and Quantum Image.” And
all the cover images are with size of 256 � 256, and shown in Figure 13.

In general quantum image steganography scheme, the peak-signal-to-noise ratio
(PSNR) is one of the most employed techniques to compare the fidelity of the stego
image and the cover image. However, Iliyasu et al. explained that these available
classical metrics are insufficient and/or ill-suited to effectively quantify the fidelity
between two or more quantum images [39]. And in Refs. [39, 40], a wholly
quantum-based metric to assess fidelity between quantum images (QIFM) is pro-
posed. By using a statistical analysis they established that the proposed QIFMmetric
had a better correlation with digital image quality assessments of congruity than the
other quantum image quality measures. And the formulation of the QIFM metric is
the important in ensuring that applications sensitive to the peculiarities of quantum
computation are formulated for effective quantum image processing (QIP). Before
this, inspired to Ref. [41] that proposed a method to analyze the similarity between
two quantum images of the same size based on the flexible representation of quan-
tum images, a quantum image matching algorithm was introduced in [26], which
sums up all the grayscale differences between two quantum images. In this chapter,
we use the above two algorithms to assess the similarity of two images.

5.1 Visual quality

To verify the visual quality of the proposed scheme, we use the algorithm
introduced in [26] to compare the congruity of the stego image and the cover
image. Here, we briefly describe the algorithm as follows and the details can be
acquired in [26].

Quantum stego image is directly mapped with quantum cover image, i.e., the
quantum register representing each corresponding pixel of the quantum template
image is subtracted from that of the quantum reference image by running a quan-
tum subtractor. According to the quantum measurement results, all the grayscale
difference can be summed. The smaller the sum, the higher the similarity between
two quantum images, that is, the better visual quality of the stego image.

Table 1 shows the sum of all the grayscale differences between the stego image
and the cover image, in which the secret text 1 is embedded.

Compared with the value 5,189,090 of Lena with watermark in Ref. [26], we can
see that the values of the sum all the grayscale differences between cover image and
stego image in our proposed scheme are smaller.

Figure 13.
Cover images used in the proposed scheme.

24

Advances in Quantum Communication and Information

5.2 Robustness

In a noise-free environment, the proposed scheme can extract an intact secret
text. However, the text extracting procedure is not always performed in a noiseless
environment. The fidelity of the extracted text from the stego image under noise
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QIFM values is around 91, which is considered that the extracted text have
a good fidelity.

5.3 Circuit complexity

The circuit complexity depends on the number of the elementary quantum
gates. Thus, we take C-NOT gate as the basic unit. For our proposed scheme, the
circuit complexity consists of two parts: embedding and extracting. In embedding
part, the scrambling circuit complexity is 7. The embedding circuit is composed of
eight QE circuits with three control qubits and eight embedding blocks with one
control qubit. As the literature [42] pointed out, only 4k� 8ð Þ 2-C-NOT gates are
needed to construct one k-C-NOT gate. Again, one SWAP gate is equivalent to three
C-NOT gates. The complexity of embedding circuit is:

8� 4n� 4� 4� 8ð Þ þ 4� 2n� 8ð Þ½ � þ 8� 16� 3� 4� 5� 8ð Þ½ �
¼ 320n� 64þ 4608 ¼ 320nþ 4544

(21)

In extracting part, the complexity of descrambling circuit is 7, and the extracting
circuit is consist of eight QE circuits with three control qubits and eight extracting
blocks with one control qubit. The complexity of extracting circuit is:

8� 4n� 4� 4� 8ð Þ þ 4� 2n� 8ð Þ½ � þ 8� 8� 4� 5� 8ð Þ½ �
¼ 320n� 64þ 768 ¼ 320nþ 704

(22)

Therefore, the circuit complexity of the proposed scheme is 640nþ 5262ð Þ,
i.e., O nð Þ.

6. Conclusion

This chapter proposes a new grayscale image steganography scheme which
using NEQR representation to represent a 2n � 2n cover image and presenting an
improved representation of quantum text to store secret text with 2n�1þn�2

symbols. The Gray code of the highest three qubits of the gray value of the cover
image is used as a judgment condition in embedded procedure. The acquisition
of secret text is a process of extracting and reorganizing and inversely
scrambling eight bit-planes, and it is worth mentioning that the process is
absolutely blind. In addition, simulation results about the visibility quality and
robustness of the proposed scheme are provided. And the circuit complexity is
analyzed at last.

Stego image QIFM values of two texts

Stego-Lena 91.0899

Stego-airplane 91.5049

Stego-cameraman 91.6392

Stego-pepper 91.1998

Table 2.
QIFM values of the extracted text and their original secret text.
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Chapter 3

Quantum Algorithms for Fluid 
Simulations
René Steijl

Abstract

This chapter describes results of a recent investigation aiming to assess the 
potential of quantum computing and suitably designed algorithms for future com-
putational fluid dynamics applications. For quantum computers becoming available 
in the near future, it can be expected that applications of quantum computing 
follow the quantum coprocessor model, where selected parts of the computational 
task for which efficient quantum algorithms exist are executed on the quantum 
hardware. For example, in computational fluid dynamics algorithm, this hybrid 
quantum/classical approach is discussed, and in particular it is shown how the 
approximate quantum Fourier transform (AQFT) can be used in the Poisson solvers 
of the considered method for the incompressible-flow Navier-Stokes equations. 
The analysis shows that despite the inevitable errors introduced by applying AQFT, 
the method produces meaningful results for three-dimensional example problems. 
A second example of a quantum algorithm for flow simulations is then described. 
This method based on kinetic modeling of the flow was developed to reduce the 
information transfer between quantum and classical hardware in the quantum 
coprocessor model. It is shown that this quantum algorithm can be executed fully 
on quantum hardware during a simulation. The conclusion summarizes further 
challenges for algorithm developments and future work.

Keywords: quantum algorithms, computational fluid dynamics, rarefied flows, 
kinetic modeling

1. Introduction

In recent years, the field of quantum computing [1] has developed into an active 
and diverse field of research, and significant progress has been made in a number of 
important areas. For a relatively small number of applications, quantum algorithms 
have been developed that provide a significant speedup relative to classical meth-
ods. Shor’s algorithm for factoring composite integers and Grover’s algorithm for 
quantum search were key developments in establishing quantum computing. More 
recently, significant progress has been made in the area of quantum chemistry and 
quantum physics. Beyond those two fields, only recently have quantum computing 
applications appeared in other areas of science and engineering, e.g., work in com-
putational electromagnetics [2, 3], mixing in turbulent flow [4], and computational 
fluid dynamics [5]. More general applications have been developed which take 
advantage of the unique capabilities of quantum computing platforms, e.g., meth-
ods for the solution of linear systems of equations [6] and Poisson equation [7].
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In recent years significant progress has been made in designing and construct-
ing quantum computers. Currently available quantum computers are relatively 
small-scale and have become known as noisy intermediate-scale quantum (NISQ ) 
computers. These machines have a limited number of qubits (expected to increase 
to 50–100 in coming years), a limited connectivity between these qubits, a small set 
of available quantum gates, and typically very little or no quantum error correction.

This chapter describes results of a recent investigation aiming to assess the 
potential of quantum computing and suitably designed algorithms for future com-
putational fluid dynamics application, particularly for NISQ-type quantum hard-
ware. In this work, the quantum circuit model is used for a “universal” or “digital” 
quantum computer, i.e., work on adiabatic quantum computing is not considered 
here. In the absence of the required quantum hardware, large-scale parallel simula-
tions on parallel classical computers are required in developing such algorithms. 
In this work the recently developed quantum simulator [5] included in the MΦC 
multi-physics CFD framework is used [8, 9].

In the near future, the most likely scenario for the introduction of quantum 
computing hardware is through the quantum coprocessor model, i.e., where a 
quantum processing unit (QPU) is loosely coupled to a classical computer with one 
or more CPUs [10]. In current designs, the quantum processor requires storage at 
low temperatures in a cryostat leading to a distinct physical separation between 
the classical and quantum hardware. Coupling takes place by exchanging clas-
sical information. In application of this hybrid quantum/classical approach, the 
quantum processor acts like a coprocessor with the quantum processor dealing 
with selected computationally demanding tasks. The quantum processor receives 
information from the CPU, and this is used to initialize the quantum state in the 
quantum processor. During the quantum simulation, the quantum state is trans-
formed by application of quantum gates in quantum circuits. Then measurement 
operations are used to extract classical information from this quantum state, and 
this is subsequently passed to the CPU. Since in quantum mechanics a measurement 
leads to the (partial) collapse of the quantum state, in the hybrid classical/quantum 
approach, typically multiple realizations of the quantum state are needed to obtain 
classical information with acceptable levels of noise and uncertainty. It is important 
to recognize that, since initializing a particular quantum state in quantum computer 
can be a significant challenge, this hybrid approach can only be expected to lead to 
significant computational speedups in case the quantum simulation is significantly 
faster for the selected problem than conventional solution methods.

As an example of this hybrid classical/quantum approach, the author intro-
duced a quantum computing application in which the vortex-in-cell method was 
used to solve the incompressible-flow Navier-Stokes equations in a regular domain 
[5]. In this algorithm, the Poisson solvers dominating CPU time requirements are 
based on the quantum computing equivalent of the fast Fourier transform, i.e., 
the quantum Fourier transform. In this chapter, this algorithm and its applica-
tion to example flow problems are investigated further. Specifically, the effect of 
applying an approximate QFT instead of the full QFT is analyzed for different 
levels of approximation or truncating of rotation gates in the quantum circuit 
implementation.

The second part of this chapter describes a more recent investigation into the 
development of quantum algorithms relevant for computational aerodynamics 
based on modeling at the kinetic level. The key innovation in these developments is 
the design targeting execution of the algorithm fully on the quantum processor. In 
particular, at the start of the simulation, multiple quantum states in the quantum 
processor would be initialized. Then, the quantum algorithms would perform 
a series of unitary transformations. Only at the end of the simulation would 
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measurements be performed to extract the required classical. A key question this 
study aims to answer is for which applications this approach is feasible.

This chapter is organized as follows. Section 2 describes key principles of quan-
tum computing relevant to the quantum algorithms for fluid simulations described 
here. Section 3 describes the hybrid quantum/classical implementation of the 
vortex-in-cell method along with a number of example applications. The quantum 
discrete-velocity algorithm for kinetic flow modeling is described in Section 4. 
Conclusions and future research directions are presented in Section 5.

2. Elements of quantum computing relevant in current work

The fundamental unit of quantum computation is the qubit [1]. Whereas a 
classical bit is confined to existing in either the 0 or 1 state, a qubit can be in a state 
of superposition, i.e., it exists in both states simultaneously. Upon measuring the 
qubit, the quantum state collapses to either of these two states, and the qubit is 
no longer in a state of superposition. The state of a qubit is defined through a pair 
of complex numbers [1]. A collection of  nq  qubits in a coherent state is termed a 
quantum register of size  nq  here. Its quantum state is defined by the wave function 
|Ψ> resulting from the tensor product of the quantum states of each qubit in the 
coherent register. The superposition in this coherent register then creates 2nq differ-
ent states that can be found upon measurement of the quantum state. In simulating 
this quantum state on a classical computer, a storage space of 2nq complex numbers 
is required.

In the present work, the quantum circuit model of quantum computing is 
used. In this case, the unitary operations on a quantum state allowed by quantum 
mechanics are represented by a series of quantum (logic) gates acting on the 
quantum state. A quantum logic gate is an elementary quantum computing device 
that performs a fixed unitary operation on selected qubits in a fixed period of time. 
Written in a matrix form, unitary means that the determinant of the transformation 
equals one.

2.1 Mapping a computational problem onto the quantum state vector

The quantum state |Ψ> for a register with  nq  coherent qubits is represented by a 
Hilbert space of dimension 2nq. In a quantum computer, different possibilities exist 
for the physical implementation of qubits, e.g., the “spin” of an electron (with the 
two possible states being “spin-up” and “spin-down”) or the plane of polarization 
of linearly polarized photon has been used. The discrete energy levels in an atom 
excited by laser pulses present an alternative to electron-spin and photon-based 
qubit implementations.

We will now describe how this quantum state can be used to represent the 
storage space required for the computational problems of interest here, represent-
ing discretized partially differential equations. As a first step, consider a function 
f discretized on a (regular) mesh with N mesh points. It follows that   log  2   N  qubits 
would suffice to create the required number of degrees of freedom in the quantum 
state vector.

However, it is important to stress that the quantum state vector only represents 
the likelihood that upon measurement the quantum state collapses into a particular 
state [1]. In other words, with  nq =  log  2   N , we cannot extract the full information for 
all N degrees of freedom using a single realization of this quantum state. However, 
for as long as this classical information is not needed, the quantum state has the 
required number of degrees of freedom. This superposition-based principle for 
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tum computing relevant to the quantum algorithms for fluid simulations described 
here. Section 3 describes the hybrid quantum/classical implementation of the 
vortex-in-cell method along with a number of example applications. The quantum 
discrete-velocity algorithm for kinetic flow modeling is described in Section 4. 
Conclusions and future research directions are presented in Section 5.
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qubit, the quantum state collapses to either of these two states, and the qubit is 
no longer in a state of superposition. The state of a qubit is defined through a pair 
of complex numbers [1]. A collection of  nq  qubits in a coherent state is termed a 
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ent states that can be found upon measurement of the quantum state. In simulating 
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Written in a matrix form, unitary means that the determinant of the transformation 
equals one.
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The quantum state |Ψ> for a register with  nq  coherent qubits is represented by a 
Hilbert space of dimension 2nq. In a quantum computer, different possibilities exist 
for the physical implementation of qubits, e.g., the “spin” of an electron (with the 
two possible states being “spin-up” and “spin-down”) or the plane of polarization 
of linearly polarized photon has been used. The discrete energy levels in an atom 
excited by laser pulses present an alternative to electron-spin and photon-based 
qubit implementations.

We will now describe how this quantum state can be used to represent the 
storage space required for the computational problems of interest here, represent-
ing discretized partially differential equations. As a first step, consider a function 
f discretized on a (regular) mesh with N mesh points. It follows that   log  2   N  qubits 
would suffice to create the required number of degrees of freedom in the quantum 
state vector.

However, it is important to stress that the quantum state vector only represents 
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for as long as this classical information is not needed, the quantum state has the 
required number of degrees of freedom. This superposition-based principle for 
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storage of discrete data can be extended to multidimensional problems as well. For 
example, 24 qubits suffice to store a single discretized function on a 2563 regular 
mesh. In application in which multiple variables are to be stored in each mesh point, 
as in the discrete-velocity method discussed in the second part of this chapter, we 
add further qubits to the quantum register. Specifically, for each qubit added in the 
coherent register, the number of degrees of freedom is doubled. Once a mapping 
of the considered computational problem onto the quantum state vector has been 
designed, calculations are then performed through application of quantum gates as 
in the quantum circuit model.

2.2 Approximate quantum Fourier transform (AQFT)

The ability to implement the quantum Fourier transform (QFT) efficiently on 
a quantum computer is of paramount importance for many quantum algorithms. 
Figure 1 shows the “standard” quantum circuit implementation of the QFT for an 
example register with 6 qubits. In Figure 1, “H” represents the one-qubit Hadamard 
gate, and the “Rk” gates are controlled rotation gates over an angle defined by index 
“k,” i.e.,  2π /  2   k  . In this circuit and all subsequent quantum circuits shown in this 
chapter, the qubit register is represented vertically, with the leftmost qubit in the 
register at the top. The horizontal direction determines the sequence of gates that 
are applied to the quantum state. In the QFT example shown, it can be seen that 
the qubit indices have been reversed in the output state (right-hand side) relative 
to the input, to represent that this standard QFT circuit returns the discrete Fourier 
transform in bit-reversed ordering.

A particular challenge is presented by the controlled rotation gates particularly 
those involving small angles. The QFT can be implemented approximately by 
removing all rotation gates with angles smaller than a certain threshold value, 
resulting in the approximate QFT (AQFT). In particular for fault-tolerant imple-
mentations, this is desirable as it greatly reduces the gate count. In the following, we 
define the approximation or “band-limiting” in the AQFT as follows. The rotation 
gates are eliminated above a limit value “k,” i.e., for an angle smaller than 2 π /  2   k  , the 
rotation gate is not included in the quantum circuit.

3. Hybrid quantum/classical vortex-in-cell method

The vortex-in-cell method is a well-studied hybrid particle-mesh method for 
incompressible flows and is particularly well suited for flows in regular domains 
such that efficient Poisson solvers can be used. In the present work, the Fourier 

Figure 1. 
Quantum circuit for QFT on six-qubit register.
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analysis approach to solving the problem in a fully periodic domain is used, using 
the QFT for the required discrete Fourier transforms.

The vortex-in-cell (VIC) method solves the incompressible-flow Navier-Stokes 
equations, transformed into the Helmholtz equations for vorticity evolution [5]:

    ∂ ω →   ___ ∂ t   +  u →     ∂ ω →   ___ 
∂ x →  

   =  ( ω →   . ∇)  u →   + νΔ ω →  ;  ω →   = ∇ x  u →    (1)

In simulations using the VIC, the flow evolves through a (large) number of time 
steps. During each of these time steps, the velocity field is recomputed using solu-
tions of three Poisson problems for stream function   A 

→
   :

  ∆ A 
→

   = −  ω →  ;  u →   = ∇ x  A 
→

    (2)

This part of the VIC is of particular interest here, as it represents the part that 
would be performed by the quantum processor in the quantum coprocessor model.

Figure 2. 
Vortex-in-cell simulation of leapfrogging vortex rings. Effect of mesh refinement is shown. “Noiseless” 
simulation using full QFT.
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equations, transformed into the Helmholtz equations for vorticity evolution [5]:

    ∂ ω →   ___ ∂ t   +  u →     ∂ ω →   ___ 
∂ x →  

   =  ( ω →   . ∇)  u →   + νΔ ω →  ;  ω →   = ∇ x  u →    (1)

In simulations using the VIC, the flow evolves through a (large) number of time 
steps. During each of these time steps, the velocity field is recomputed using solu-
tions of three Poisson problems for stream function   A 

→
   :

  ∆ A 
→

   = −  ω →  ;  u →   = ∇ x  A 
→

    (2)

This part of the VIC is of particular interest here, as it represents the part that 
would be performed by the quantum processor in the quantum coprocessor model.

Figure 2. 
Vortex-in-cell simulation of leapfrogging vortex rings. Effect of mesh refinement is shown. “Noiseless” 
simulation using full QFT.



Advances in Quantum Communication and Information

36

Figure 2 shows an example of a VIC simulation of two leapfrogging vortex rings, 
i.e., flow structures of fundamental importance in fluid mechanics. The lower 
vortex ring is stronger than the ring above it, and it will therefore convect upward 
faster, leading to the interaction of the vortex rings as shown. The iso-surface rep-
resents vorticity strength, i.e., a direct indicator of the “strength” of the considered 
vortex. Results are compared for two different meshes, 1283 and 2563, to highlight 
the dependency of the solution on the chosen mesh size. Also, in the shown simula-
tion, no quantum errors were simulated, and the full QFT was used. If we now 
replace the QFT with the AQFT, the results shown in Figures 3 and 4 are obtained. 
In Figure 3, the “k” limit in the QFT is set to five for both meshes, showing that for 
the finer mesh this leads to unacceptable errors, while the coarser-mesh simulation 
still produces worthwhile results. If the “k” limit for the finer mesh is increased 
from 5 to 6, i.e., more controlled rotation gates are included in the AQFT circuit, the 
simulation on the finer mesh can also be made to produce similarly useful results. 
These example results show what level of approximation in the QFT is tolerable for 
application of the VIC method. For other QFT-based CFD solvers, a similar sensi-
tivity study would need to be conducted.

Figure 3. 
Vortex-in-cell simulation of leapfrogging vortex rings. For two different mesh resolutions, the effect of applying 
AQFT is shown (“k” limit is 5).
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4. Quantum algorithm for discrete-velocity method

In computational fluid dynamics, the most widely used methods involve solving 
the Navier-Stokes equations for a continuum fluid, i.e., where fluid density, veloc-
ity components, and energy in each location in the computational domain are to be 
found from conservation equations. The vortex-in-cell method used in the previous 
section employs the Navier-Stokes equations in a transformed form involving vortic-
ity rather than velocity, but importantly it still uses the continuum flow assumption.

An alternative approach to the Navier-Stokes-based modeling is a description 
of the flow at a more detailed level, i.e., at the kinetic level [11]. Instead of govern-
ing equations for mass, momentum, and energy conservation, the flow is now 
described by the Boltzmann equation governing a particle distribution function in 
state space (or 3D velocity space for a 3D monatomic gas flow) for each location in 
the considered domain [10].

For a monatomic gas, the distribution function  f ( x, →    c →  ; t)   with   x →    defining the 
coordinates in (physical) space and   c →    the molecular velocity (defined in “velocity 
space”) is governed by the Boltzmann equation:

Figure 4. 
Vortex-in-cell simulation of leapfrogging vortex rings. For 1283 mesh, AQFT (“k” limit 5) is used. For 2563 
mesh, “k” limit in AQFT is 6.
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    ∂f __ ∂t   +  c →     ∂f ___ 
∂ x →  

   = Q (f, f)   (3)

The distribution function defines for each point   x →    the likelihood that molecules 
have velocity   c →   . On the right-hand side of the equation, the collision term  Q  (f, f)   
represents the effect of collisions between particles [12]. For each point in space, 
we can take moments of the distribution function to obtain the local fluid density, 
velocity components, and energy.

The key advantage of this approach is that non-continuum flows, i.e., flows for 
which the density is so low that we cannot assume it to act as a continuum, can also 
be modeled. However, the main problem is the large computational cost when using 
a direct discretization approach due to the high dimensionality, i.e., for a 3D flow 
problem, we have a six-dimensional solution space (or seven when including time).

A further main challenge is the cost of evaluating the collision term. For the 
free-molecular flows considered here, the collision term can be discarded, and we 
will use the collisionless Boltzmann equation instead.

In the discrete-velocity method used here, the velocity space is discretized using 
a uniformly spaced Cartesian mesh. A maximum molecular velocity magnitude is 
defined,   c  max   , so that the left and right domain boundaries in velocity space are at  
−  c  max    and  + c  max   , respectively, with a uniform spacing Δc separating each point in 
velocity space. These limits are problem dependent.

The discrete-velocity approach used here has a number of characteristics facili-
tating a quantum implementation:

1. A uniformly spaced Cartesian mesh is used for the spatial discretization as well 
as for the discretization of the velocity space.

2. In case solid objects are present in the computational domain, these are rec-
tangular, and its edges align with the mesh lines in the mesh. Specifically, solid 
bodies can be defined by “tagging” selected groups of cells in the mesh.

3. A constant velocity-space discretization is used in each point in space, i.e., the 
velocity-space boundaries defined earlier as well as the number of discrete 
velocities are identical in each cell.

4. The convection part of the Boltzmann equation (i.e., the second term on 
the left-hand side in the shown equation) along with gas-solid interactions 
determines the time evolution of the distribution function in the absence of 
interparticle collisions.

5. The time-integration method used here is based on the reservoir technique 
[13], such that during the time integration the convection step always exactly 
involves the distribution function defined in a cell of computational mesh 
to move to a cell that is a nearest neighbor. This is commonly referred to as 
“streaming” of data.

In the examples shown, problems are restricted to two-dimensional flows. For 
this case, the collisionless Boltzmann equation originally defined for 3D can be 
reduced to two kinetic equations for two reduced distribution functions:

    ∂f __ ∂t   +  c →     ∂f ___ 
∂ x →  

   = 0;   ∂g ___ ∂t   +  c →     ∂g ___ 
∂ x →  

   = 0  (4)
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where the velocity and coordinate vectors are now defined in 2D.
Inspired by the previous work on the Dirac equation [14], an efficient quantum 

circuit implementation of the streaming operations in x- and y-direction on a 
Cartesian 2D mesh can be created as shown in Figure 5. The example shows how a 
12-qubit register is used for a discretized function with 6 qubits defining the indices 
of 64 grid points in x- and y-coordinate directions. The circuits with the filled 
circles define streaming to “right” neighbors, i.e., when each control qubits has the 
|1> state, the target qubit gets negated (“X” symbol used here). Similarly, the left 
streaming operation employs multiple-control NOT gates with target qubits being 
negated when each control qubit is in state |0>.

For the streaming operations in quantum discrete-velocity method, further 
extensions are needed. First, the quantum register needs to be extended relative to 
that shown in Figure 5 to account for the storage of two discretized reduced distribu-
tions defined in the discretized velocity space. The additional distribution function is 
accounted for using an additional qubit termed “g” in the following quantum circuit 
diagrams. The number of additional qubits needed for the discrete-velocity mesh 
clearly depends on the number of discrete velocities used. For example, for a 16 × 16 
discrete-velocity mesh, we add 8 qubits (four for each direction in state space). The 
qubits are denoted by the “u0,”…, “v0,”… qubits in the quantum circuits. Finally, to 
account for solid objects, we use an additional qubit (“BC” in the diagrams) set to |1> 
to denote a cell within fluid and |0> for a cell within a solid. For a 64 × 64 Cartesian 
mesh and a 16 × 16 discrete-velocity mesh, Figure 6 shows the quantum circuit 
used to simulate the free-molecular flow around a rectangular body, for which the 
evolution of the flow field starting from an initial uniform flow is shown in Figure 7. 
The key feature in the quantum circuits shown in Figure 6 is the extended number 
of control qubits, i.e., beyond the checks on the qubits corresponding to spatial 
coordinates, control qubits also involve the “BC” qubit (fluid/solid flag) as well as 
the qubits related to the discrete-velocity indices. This least feature originates from 
the need to stream only data associated with selected discrete velocities in the used 
time-integration method.

Figure 5. 
Quantum circuit implementation of “left streaming” and “right streaming” in x- and y-direction on a 64 × 64 
Cartesian mesh.
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∂ x →  

   = Q (f, f)   (3)
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4.1 Quantum circuit implementation of specular-reflection boundary conditions

A key aspect of the flows simulated by the quantum algorithm described here 
are gas-solid interactions. In this work, specular-reflection boundary conditions are 
assumed. This means that upon hitting a solid surface, a gas particle will bounce off 
this surface with the wall-normal velocity component effectively getting reversed 
and the tangential-flow component being preserved. In Figure 7, the time evolution 
of a Mach 2 free-molecular flow is shown, starting from an initial flow at uniform 
velocity everywhere.

As can be seen in Figure 7, the specular-reflection boundary conditions gradually 
make the velocity vectors align with the solid wall such that there is no longer a flow 
into the solid body. This is the physically correct behavior. In the quantum register, 

Figure 6. 
Quantum circuit implementation of streaming operations for discrete-velocity method (with 16 × 16 velocity 
mesh). Two-dimensional domain with 64 × 64 Cartesian mesh.
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the indexing for the velocity-mesh data is designed such that a change of the sign of 
the discrete velocity implies a bit negation of qubits representing the index of the 
considered discrete velocity. As an example, Figure 8 shows the quantum circuit 
implementation of the specular reflection for a rectangular body. In this case, only 
16 × 16 discrete velocities are used for clarity. It can be seen that control qubits are 
used to “select” cells in space for which to apply the boundary condition. A further 
control qubit involves the “BC” qubit representing the solid/fluid flag. The negation 
operation (“X”) is applied to the qubits representing the velocity-mesh index to 
create the “change of sign” of the considered discrete-velocity data. This circuit is 
shown as an illustration of the quantum algorithm design approach used here.

4.2 Circuit implementations using ancilla qubits

Although the circuits shown in Figure 6 perform the correct convection operations, 
an important practical constraint needs to be considered. For the quantum computer 
implementations achieved so far and those foreseen for the near future, the kind of 
multi-qubit-controlled NOT operations used here cannot be implemented. A small set of 
native gates will be available which most likely includes NOT, CNOT, and the Toffoli gate.

Figure 7. 
Discrete-velocity simulation of Mach 2 flow around rectangular body. 64 × 64 Cartesian mesh, velocity-space 
mesh with 64 × 64 discrete velocities.
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The solution around this limitation is the introduction of ancilla qubits, which can 
be regarded as the quantum equivalence of additional workspace in the memory of a 
classical computer. Then circuits involving multi-qubit operations involving a large 
number of control gates can be transformed into circuits with more qubits and a larger 
number of gate operations, however now with a smaller number of control qubits. As 
is typical in this context, we assume that the ancilla qubits are initially in |0>, and since 
these are to be reused multiple times, the transformed circuits need to reset the ancilla 
qubits of this state at the end of the operations. For the quantum circuits implementing 
streaming in positive x-direction considered previously, Figure 9 shows the required 
circuit transformations for the cases of 1, 2, or 3 ancilla qubits. Increasing the number 
of qubits will make the circuits more demanding to implement, so in the actual imple-
mentation there is an important trade-off between gate complexity (i.e., within the set 
of native gates available) and total number of qubits. For the 64 × 64 two-dimensional 
mesh and 16 × 16 discrete velocities considered in Figure 6, the transformed circuits 
show that with three ancilla qubits, the maximum number of control gates is reduced 
to four in a five-qubit-controlled negation gate. However, for most practical hardware 
implementations, further transformations would be required.

Figure 8. 
Quantum circuit implementation of specular-reflection boundary conditions for rectangular body. 64 × 64 
Cartesian mesh, 16 × 16 discrete-velocity mesh.
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5. Conclusions

This chapter presented two different quantum algorithms with possible applica-
tions in computational fluid dynamics. Beyond their very different areas of applica-
tion, the key differences are the computational model with regard the quantum 
coprocessor model of quantum computing. The hybrid quantum/classical algorithm 
for the vortex-in-cell method involves repeated exchanges of information between 
classical and quantum hardware, i.e., at each time step in the time integration. In 
contrast, the quantum algorithm implementing a discrete-velocity method for 
kinetic flow modeling can be performed on the quantum processor for the duration 
of the simulation, with classical information exchange only required at the start and 
end of the simulation.

This work addressed a number of key challenges that remain to be investigated 
further. Firstly, the need for further efficient quantum algorithms as well as a fur-
ther understanding of how to apply the quantum coprocessor model for this type of 
flow simulations was investigated. Secondly, the measurement-based extraction of 

Figure 9. 
Quantum circuit implementation of streaming operation. Circuit transformations are shown for addition of 1, 
2, and 3 ancilla qubits.
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classical information fundamentally changes the way quantum algorithms for CFD 
application will most likely be used. Finally, obtaining detailed information on the 
full flow field will be a challenge, so applications for which only certain character-
istics of the solution are desired would present a good choice for future applications.
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classical information fundamentally changes the way quantum algorithms for CFD 
application will most likely be used. Finally, obtaining detailed information on the 
full flow field will be a challenge, so applications for which only certain character-
istics of the solution are desired would present a good choice for future applications.

Acknowledgements

A part of the simulation results presented were obtained using the EPSRC-
funded ARCHIE-WeSt High Performance Computer (www.archie-west.ac.uk), 
EPSRC grant no. EP/K000586/1.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

45

Quantum Algorithms for Fluid Simulations
DOI: http://dx.doi.org/10.5772/intechopen.86685

References

[1] Nielsen MA, Chuang IL. Quantum 
Computation and Quantum 
Information: 10th Anniversary Edition. 
2nd ed. Cambridge, UK: Cambridge 
University Press; 2010

[2] Sinha S, Russer P. Quantum 
computing algorithm for 
electromagnetic field simulation. 
Quantum Information Processing. 
2010;9(3):385-404. DOI: 10.1007/
s11128-009-0133-x

[3] Scherer A, Valiron B, Mau SC, 
Alexander S, van den Berg E, Chapuran 
TE. Concrete resource analysis of the 
quantum linear-system algorithm 
used to compute the electromagnetic 
scattering cross section of a 2D target. 
Quantum Information Processing. 
2017;16(3):1-65. DOI: 10.1007/
s11128-016-1495-5

[4] Xu G, Daley AJ, Givi P, Somma RS.  
Turbulent mixing simulation via a 
quantum algorithm. AIAA Journal. 
2018;56(2):687-699. DOI: 10.2514/1.
J055896

[5] Steijl R, Barakos GN. Parallel 
evaluation of quantum algorithms 
for computational fluid dynamics. 
Computers & Fluids. 2018;173:22-28. 
DOI: 10.1016/.compfluid.2018.03.080

[6] Harrow AW, Hassidim A, Lloyd S.  
Quantum algorithm for linear systems 
of equations. Physical Review Letters. 
2009;15:150502. DOI: 10.1103/
PhysRevLett.103.150502

[7] Cao Y, Papageorgiou A, Petras I, 
Traub J, Kais S. Quantum algorithm 
and circuit design solving the 
Poisson equation. New Journal 
of Physics. 2013;15:013021. DOI: 
10.1088/1367-2630/15/1/013021

[8] Britt KA, Humble TS. High-
performance computing with quantum 

processing units. ACM Journal on 
Emerging Technologies in Computing 
Systems. 2017;1(1):1-39. DOI: 
10.1145/3007651

[9] Steijl R, Barakos GN. Coupled 
Navier-Stokes-molecular dynamics 
simulations using a multi-physics flow 
simulation framework. International 
Journal for Numerical Methods in 
Fluids. 2010;62:1081-1106. DOI: 
10.1002/fld.2641

[10] Steijl R, Barakos GN. Coupled 
Navier-Stokes/molecular dynamics 
simulations in nonperiodic domains 
based on particle forcing. International 
Journal for Numerical Methods in 
Fluids. 2012;69:1326-1349. DOI: 
10.1002/fld.2053

[11] Cercignani C. The Boltzmann 
Equation and its Applications. 2nd ed. 
New York: Springer; 1987

[12] Vincenti WG, Kruger CH. 
Introduction to Physical Gas Dynamics. 
2nd ed. New York: Wiley; 1967

[13] Alouges F, De Vuyst F, Le Coq G, 
Lorin E. The reservoir technique: A 
way to make Godunuv-type scheme 
zero to very low diffuse. Application 
to Colella-Glaz solver. European 
Journal of Mechanics-B/Fluids. 
2008;27(6):643-664. DOI: 10.1016/j.
euromechflu.2008.01.001

[14] Fillion-Gordeau F, MacLean S,  
Laflamme R. Algorithm for the solution 
of the Dirac equation on digital 
quantum computers. Physical Review 
A. 2017;95(4):042343. DOI: 10.1103/
PhysRevA.95.042343



Chapter 4

Non-Gaussian Entanglement and
Wigner Function
Mustapha Ziane and Morad El Baz

Abstract

A measure of non-Gaussian entanglement in continuous variable (CV) systems
based on the volume of the negative part of the Wigner function is proposed. We
analyze comparatively this quantity with a numerical evaluation of the negativity of
the partial transpose (NPT) considering a system of Bell states formed in the
coherent state basis (quasi-Bell states).

Keywords:Wigner function, negativity, non-Gaussian state, nonclassicality,
non-Gaussianity, quasi-Bell states, coherent states

1. Introduction

Continuous variable (CV) quantum optical systems are well-established tools for
both theoretical and experimental investigations of quantum information
processing (QIP) [1, 2]. Entangled states represent key resources, both for quantum
computers and for many communication schemes [1, 3], an can be realized with
Gaussian two-mode states; these states are relatively easy to work with theoretically
and are also commonly produced in a laboratory. It has been successfully applied to
implement various important protocols, such as quantum teleportation [4–6],
quantum dense coding [7–9], and entanglement swapping [10]. This advancement
comes from the development of Gaussian optical operations, such as beam splitting,
phase shifting, squeezing, displacement, and homodyne detection. Recently, it
became evident that the understanding of entanglement behavior beyond Gaussian
systems is a necessity [11–13]. Furthermore, recent theoretical investigations have
shown some limits to the Gaussian operations. For example, the no-go theorem
relating to the distillation of entanglement shard by distant parties using only
Gaussian local operations and classical communications (LOCC) [14, 15].
Moreover, on the theoretical level, the study of entanglement in many-body
systems has been limited to Gaussian states [16–19] where the quantification of
quantum correlations (QC) reduces to the study of the covariance matrix, but the
non-Gaussian entanglement doesn’t have such a simplified approach.

The problem of quantifying entanglement in non-Gaussian systems, in a way
that is independent of particular external parameters, hasn’t solved yet; it is our
main objective in this paper. An entanglement measure E of the state ρ should
satisfy some criteria [20] to be an entanglement monotone. Many quantities have
been proposed as a quantifier of entanglement in discrete variables (DV) and CV
Gaussian states. Recently, however, two entanglement measures that are much
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more amenable to evaluation have been proposed, the negativity of the partial
transpose (NPT) and its logarithmic extension [21].

In this chapter, we are interested in establishing a direct measure of
entanglement in non-Gaussian systems. This measure is based on the Wigner
representation in the phase space of the non-Gaussian states. That is, they are
defined in terms of the quantification of the degree of the negativity of Wigner
function (NWF) [22, 23]. The most distinctive feature of this entanglement
measure is the ease of calculated with a numerical integration.

2. Two-mode quasi-Bell state: an entangled non-Gaussian state

The simplest example of a non-Gaussian state is the single-photon state. There
are also other examples that can be generated by excitations of Gaussian states
[24, 25]. Here we are going to use quasi-classical state that has been extensively
studied for its nonclassical proprieties and violation of Bell inequalities; it is the
superposition of two-mode standard coherent states (SCS). Let us consider two
modes of electromagnetic fields A and B with corresponding annihilation operators
â and b̂. Two-mode coherent states are defined by ∣α, βi ¼ Da αð ÞDb βð Þ∣0,0i, where
∣0,0i is the two-mode vacuum state and Di αð Þ is the displacement operator of the
mode i i ¼ A;Bð Þ. The state ∣α, βi can be expressed into the form

∣α, βi ¼ e� αj j2þ βj j2ð Þ=2 ∑
∞

n,m

αnβnffiffiffiffiffiffiffiffiffiffi
n!m!

p ∣n,mi, (1)

where ∣n1, n2i are the two-mode Fock states. The quasi-Bell coherent states
(QBS) are defined by the following superpositions of two-mode coherent states:

∣ψ�i ¼ N� jα; βð i � j � α;�βiÞ, (2)

∣ϕ�i ¼ N� jα;�βð i � j � α; βiÞ, (3)

where N� ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 exp �2 αj j2 � 2 βj j2

� �
þ 2

r
is the normalization factor.

The Wigner function W R̂; α; β
� �

of the state (1) is given by

W R̂; α; β
� � ¼ 1

π
exp f α; q1; p1

� �þ f β; q2; p2
� �� �

, (4)

where R̂ ¼ q1; p1; q2; p2
� �T is the quadrature operators vector and

f x; y; zð Þ ¼ �2 xj j2 þ ffiffiffi
2

p
x ∗ þ xð Þyþ i

ffiffiffi
2

p
x� x ∗ð Þz� y2 � z2. For the quasi-Bell

entangled coherent states Eq. (2), the Wigner function is given by [26, 27].

W�
QCS R̂; α; β
� � ¼ N2

α,β,� W R̂1; α; α
� �

W R̂2; β; β
� ��

�W R̂1; α;�α
� �

W R̂2; β;�β
� �

�W R̂1;�α; α
� �

W R̂2;�β; β
� �

þW R̂1;�α;�α
� �

W R̂2;�β;�β
� ��

,

(5)

where R̂1 and R̂2 are the quadrature operators vectors of the first and second
modes and W R̂i; x; y

� �
is the Wigner function of one-mode coherent state with

i ¼ 1, 2; x; yf g ¼ �α;�βf g satisfies the normalization condition
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R R R R
R̂W R̂; α; β;

� �
dR̂ ¼ 1. Hence the doubled volume of the integrated negative part

of the Wigner function of the state (2) may be written as

δ ψ�ð Þ ¼
ZZZZ

R̂

W�
QCS R̂; α; β
� ����

���dR̂ � 1: (6)

By definition, the quantity δ is equal to 0 for coherent and squeezed vacuum
states, for which W is nonnegative. In this work we shall treat δ as a parameter
characterizing the properties of the state under consideration.

It is clear from expression (5) and the plot in Figure 1 that the Wigner
function of the quasi-Bell state (2) is non-Gaussian. In order to characterize this
non-Gaussianity, several measures of the degree of non-Gaussianity were proposed
[28, 29]. According to [29], the degree of non-Gaussianity of state ρ is defined by

δNG ρð Þ ¼ S ρ∥τð Þ: (7)

where S ρ1∥ρ2ð Þ is the quantum relative entropy between states ρ1 and ρ2.
Here τ is the reference Gaussian state with the same first and second moments of ρ.
This property of reference state τ leads to Tr ρ ln τ½ � ¼ Tr τ ln τ½ �, so that

δNG ρð Þ ¼ S τð Þ � S ρð Þ, (8)

where S ρð Þ is the Von Neumann entropy of the state ρ. Also S τð Þ ¼ h dþð Þþ
h d�ð Þ, where

h xð Þ ¼ xþ 1
2

� �
ln xþ 1

2

� �
� x� 1

2

� �
ln x� 1

2

� �
(9)

and d2� ¼ 1
2 Δ δð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ δð Þ2 � 4I4

q� �
are the symplectic eigenvalues of the

covariance matrix σ of the reference Gaussian state τ. Here Δ δð Þ ¼ I1 þ I2 þ 2I3,
where I1 ¼ det Að Þ, I2 ¼ det Bð Þ, I3 ¼ det Cð Þ, and I4 ¼ det σð Þ are the four local
symplectic invariants of the covariance matrix:

σ ¼ A C
C† B

� �
, (10)

where

σij ¼ 1
2

Ri;Rj
� �� �� Rih i Rj

� �
: (11)

For the considered states (2), we suppose that the two fields have the same mode
(α ¼ β); we find

σψþ ¼

uþ 0 rþ 0

0 vþ 0 sþ
rþ 0 uþ 0

0 sþ 0 vþ

0
BBB@

1
CCCA, (12)

σψ� ¼

u� 0 r� 0

0 v� 0 s�
r� 0 u� 0

0 s� 0 v�

0
BBB@

1
CCCA, (13)
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Figure 1.
Wigner function of quasi-Bell states (2). (a) Wigner function of ψþ for αj j ¼ 0. (b) Wigner function of ψþ for
αj j ¼ 2. (c) Wigner function of ψþ for αj j ¼ 1. (d) Wigner function of ψþ for αj j ¼ 2. (e) Wigner function of
ψ� for αj j ¼ 0:5. (f) Wigner function of ψ� for αj j ¼ 1. (g) Wigner function of ψ� for αj j ¼ 1:5. (h) Wigner
function of ψ� for αj j ¼ 2.
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where we have defined

u� ¼ N2
α,β,� 4α2 � Γ2 þ 1

� �
, r� ¼ 4α2N2

α,β,�, (14)

v� ¼ N2
α,β,� ∓4α2Γ2 ∓ Γ2 þ 1

� �
, s� ¼ ∓4Γ2α2N2

α,β,�, (15)

with Γ ¼ αj � αh i ¼ Exp � αj j2
2

� �
. Figure 2 shows the behavior of non-

Gaussianity of states (2) in terms of αj j. These figures show that non-Gaussianity
increases with increasing αj j (this behavior will be discussed in the fourth section).

3. Numerical evaluation of negativities (NPT and NWF)

In this section, we briefly review the NPT as a computable entanglement
measure that possesses the proprieties of an entanglement monotone given in [21].
The NPT, N ρ̂ð Þ of a state ρ̂ is defined as the absolute value of the sum of the
negative eigenvalues of the partial transpose of ρ̂ denoted ρ̂PT . We may write it as

N ρ̂ð Þ ¼ 1
2
Tr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ̂PT
� �2q

� ρ̂PT
� �

¼ ∥ρ̂PT∥� 1
2

, (16)

where ∥:∥ denotes the trace norm [21].
The quasi-Bell coherent state (2) is defined in a non-orthonormal basis, and it is

typically not possible to obtain an analytical expression for the negativity. However,
as shown in the following, one can compute it numerically. First, we expand the
quasi-Bell state (2) in the Fock basis:

ρ̂� ¼ ∑
n1, n2,m1,m2

ρ�n1,n2,m1,m2
∣m1i n1j⊗jm2h i n2∣,h (17)

where

ρ�n1,n2,m1,m2
¼ N2

0e
�2 αj j α n1þn2ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
n1!n2!

p þ �αð Þ m1þm2ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m1!m2!

p
 !

: (18)

Figure 2.
Non-Gaussianity versus αj j. (a) for states ψþ and (b) for state ψ�.
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where we have defined

u� ¼ N2
α,β,� 4α2 � Γ2 þ 1

� �
, r� ¼ 4α2N2

α,β,�, (14)

v� ¼ N2
α,β,� ∓4α2Γ2 ∓ Γ2 þ 1

� �
, s� ¼ ∓4Γ2α2N2

α,β,�, (15)

with Γ ¼ αj � αh i ¼ Exp � αj j2
2

� �
. Figure 2 shows the behavior of non-

Gaussianity of states (2) in terms of αj j. These figures show that non-Gaussianity
increases with increasing αj j (this behavior will be discussed in the fourth section).

3. Numerical evaluation of negativities (NPT and NWF)
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The NPT, N ρ̂ð Þ of a state ρ̂ is defined as the absolute value of the sum of the
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N ρ̂ð Þ ¼ 1
2
Tr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ̂PT
� �2q

� ρ̂PT
� �

¼ ∥ρ̂PT∥� 1
2

, (16)

where ∥:∥ denotes the trace norm [21].
The quasi-Bell coherent state (2) is defined in a non-orthonormal basis, and it is

typically not possible to obtain an analytical expression for the negativity. However,
as shown in the following, one can compute it numerically. First, we expand the
quasi-Bell state (2) in the Fock basis:

ρ̂� ¼ ∑
n1, n2,m1,m2

ρ�n1,n2,m1,m2
∣m1i n1j⊗jm2h i n2∣,h (17)

where

ρ�n1,n2,m1,m2
¼ N2

0e
�2 αj j α n1þn2ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
n1!n2!

p þ �αð Þ m1þm2ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m1!m2!

p
 !

: (18)

Figure 2.
Non-Gaussianity versus αj j. (a) for states ψþ and (b) for state ψ�.
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The partial transpose of this state with respect to mode two is

ρ̂� ¼ ∑
n1, n2,m1,m2

ρ�n1,m2,m1,n2 ∣m1i n1j⊗jm2h i n2∣:h (19)

The eigenvalues are obtained by numerical diagonalization of the partial trans-
pose density matrix (19). With this result, we can obtain the NPT straightforwardly
using Eq. (16), and Figure 3a and b shows the numerical values of this NPT.

4. Discussion

In this section, we will discuss the different behaviors of the non-Gaussian
entanglement and the variation of the negativity of the WF for the bipartite system
considered early in terms of the coherent state amplitude αj j.

Figure 2 shows the variation of the degree of non-Gaussianity for the states
in Eq. (2) as a function of coherent state amplitude αj j. We see that the non-
Gaussianity δNG measured by (8) equal to 0 for small values of αj j increases with
increasing values of the parameter αj j to larger values much higher than 1 and does
not establish in a maximum value. On the other hand, the NPT plots are shown in
Figure 3a and b for the state (2) equal to 0 for αj j ¼ 0 and increase with increasing
values of the parameter αj j to reach its maximum value that is, equal to 1 for
αj j ≳ 1:3. Furthermore, it is seen that the entanglement for large values of α reaches
its maximum value. It is worthwhile noting that, at the limit of large values of the
parameter α, the coherent states ∣αi and ∣� αi become orthogonal; thus the
behavior of quasi-Bell state (2) is, as expected, exactly that of the Bell state.

Figure 3.
Negativity of the partial transpose versus αj j: for the quasi-Bell state ψþ (a) and ψ� (b). Negativity of the
Wigner function versus αj j: for the quasi-Bell state ψþ (c) and ψ� (d).
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The plot in Figure 3c and d shows the behavior of the NWF as a function of αj j
for the non-Gaussian system (2). These two plots show that the NWF δWF has the
same behavior as the NPT. This allows to show that they behave identically and they
have the same inflection points. Which confirms that the NWF is a direct comput-
able measure of non-Gaussian bipartite entanglement that posses the proprieties of
an entanglement quantifier [21].

For our measure, 1≥ δWF ≥0, equal to zero when α became null and the state in
Eq. 2 is now nothing but a two-vacuum product state, and it is maximal for large
values of α where the state (2) is maximally entangled (Bell state).

5. Conclusion

In this work, we have evaluated the negativity of Wigner function and the
negativity of the partial transpose in non-Gaussian states formed by two modes of
field coherent states. We have shown that the negative parts of the Wigner function
can be used as a detector of non-Gaussian entanglement. Interestingly, as used in
this work, the degree of Wigner function negativity can be used as a direct quanti-
fier of non-Gaussian bipartite entanglement.

This work allows us to describe the best characterization of the non-Gaussian
Wigner function and the important use of its negativity in bipartite non-Gaussian
systems, which gives more efficiency in CV quantum information theory, particu-
larly in quantum computing [30], because the Wigner function can be measured
experimentally [31, 32], including the measurements of its negative values [33]. The
interest put on such experiments has triggered a search for operational definitions
of the Wigner functions, based on the experimental setup [34, 35]. It does represent
a major step forward in the detection and the quantification of non-Gaussian
entanglement in bipartite systems.
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Chapter 5

Quantum Walks in Quasi-Periodic
Photonics Lattices
Dan Trung Nguyen, Daniel A. Nolan and Nicholas F. Borrelli

Abstract

We present construction rules for a new class of quasiperiodic photonics lattices
(QPL) to realize localized quantum walks (LQWs) deterministically. The new qua-
siperiodic structures are constructed symmetrically with Fibonacci, Thue-Morse,
and other quasiperiodic sequences. Our construction rules allow us to build the
symmetrical quasiperiodic photonics lattices. As a result, LQWs with symmetrical
probability distributions can be realized in these QPLs. Furthermore, the proposed
QPLs are composed with different waveguides providing both on- and off-diagonal
deterministic disorders. We show LQWs in the proposed QPLs are highly program-
mable and controllable.

Keywords: quantum walks, localized quantum walks, photonics lattices,
quasiperiodic, Fibonacci sequence, Thue-Morse sequence

1. Introduction

Quantum walks (QWs) have been used to construct exponential speedup quan-
tum algorithms [1–3] and quantum simulations [4, 5], to implement universal gates
for quantum computers [6, 7], etc. For the last few decades, scientists have made
tremendous progress on research and development of those areas which are the
most promising for solving problems that are intractable by classical computers.
Among different schemes (or approaches) quantum photonics has the advantage of
highly advanced technology that can easily generate and manipulate almost any
desired photons—the walkers, even in room-temperature conditions. Discrete-time
QWs (DTQW) have been demonstrated using beam splitter arrays [8, 9], and
continuous-time quantum walks (CTQWs) have been investigated both theoreti-
cally and experimentally in evanescently coupled parallel waveguide arrays [10–17].
Integrated photonics lattices consisting of evanescently coupled waveguides are
perfectly suited for investigation of CTQWs, and in fact, laser-written waveguides
were the first systems used to demonstrate quantum walks on a line with coherent
light [10–13]. In those photonics lattices, the walking process occurs in the region of
evanescent-coupled waveguides. As a result, spacing between waveguides in those
lattices is close enough, typically on the order of several micrometers to ensure
evanescent coupling to occur. It is well established both theoretically and experi-
mentally that in a uniform and/or periodic array of coupled waveguides (photonics
lattices), the probability distribution of single-photon QWs spreads across the
waveguide lattice by coupling from one waveguide to its neighbors in a pattern
characterized by two strong “ballistic” lobes [11, 12].
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In contrast to the normal QWs in periodic photonics lattices (PLs), quantum
walks can be localized in disordered ones. This phenomenon belongs to a more
general concept commonly known as Anderson localization (AL). Moreover, AL is
usually discussed in terms of coherent evolution in the presence of a randomly
disordered medium. By breaking the order of structures and/or the periodicity of
the QWs’ evolution through spatially and temporally randomizing operations,
localized QWs (LQWs) have been realized theoretically and experimentally [15–17].
For the last decade, there have been increased interests and efforts on exploration of
LQWs for applications. The research works have been inspired by proposals of
employing LQWs for quantum communications, such as secure transmission of
quantum information [18], and quantum memory [19]. Besides, LQWs in photonics
lattices are also a very effective approach to simulate the AL using quantum optics.

Anderson predicted that the wave function of a quantum particle can be local-
ized in the presence of a static disordered potential in his famous paper [20]. As a
result, evolution of a quantum particle with its dual wave-particle nature through a
disordered medium can be strongly suppressed, depending on the degree of the
disorder. More generally, in a static disordered medium, destructive interferences
among different propagating paths of a quantum particle could generate AL.
Although AL has been widely studied in quantum solid-state physics, localization of
light has recently been explored with potentially important applications [21]. One
unique phenomenon is that deviations from periodicity may result in higher com-
plexity and many surprising effects would arise. For decades, such deviations have
been investigated in optics in the realization of photonic quasicrystals: a class of
structures made from optical elements that are arranged in different patterns but
lack translational symmetry. A quasiperiodic structure is neither a periodic nor a
random system, so it could be considered as an intermediate between the order and
disorder systems. Furthermore, it has been demonstrated that quasiperiodic crystals
can also lead to the localization of light [22–24]. Examples of such quasiperiodic
structures constructed with the Fibonacci sequence include one-dimensional (1D)
Fibonacci quasiperiodic dielectric multilayers [25], semiconductor quantum wells
[26], 2D quasicrystals [27], and 3D quasicrystals [28].

It is important to stress here that AL has been conventionally realized in ran-
domly disordered systems, and the effect of disorder-induced localization is quanti-
fied by averaging over a large number of realizations on many systems having the
same degree of disorder. Similarly, LQWs in integrated photonics lattices have been
realized on many randomly disordered waveguide lattices. The results of LQWs are
averaged over all realizations in those waveguide lattices that are well controlled in
a defined range of randomness of the disorder. Experimentally, it is not simple as is
shown in [15]. Note that an experimental method has been proposed to determine
localized modes systematically in 1D-disordered waveguide lattices [16], and the
method is useful for investigating LQWs in randomly disordered lattices. As men-
tioned earlier, optically quasiperiodic structures or quasicrystals can provide deter-
ministic disorders deviated from periodicity. Localization of light has been realized
deterministically in those quasicrystals [23–25], and there is no need to average over
a large number of structures. In that spirit, we propose a new class of quasiperiodic
photonics lattices (QPL) to realize LQWs deterministically. As presented in this
chapter, the new class of QPLs could be useful for quantum communication appli-
cations as proposed recently in [18, 19]. The new quasiperiodic structures are
constructed symmetrically with Fibonacci, Thue-Morse, and other quasiperiodic
sequences. Benefits of using the new class of QPL for realizing LQWs are twofold:
(i) LQWs can be realized deterministically and therefore are highly programmable
and optimizable, and (ii) it is much simpler for realization of LQWs in comparison
with random disordered systems as there is no need to do averaging over many
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realizations. Furthermore, our simple construction rules allow us to create symmet-
ric QPLs. Consequently, LQWs with symmetric probability distributions can be
realized deterministically in these structures. The proposed QPLs are simple and
straightforward to make but would be potentially useful for many research areas in
quantum communication as will be discussed in this chapter.

The chapter is organized as follows. Section 1 is the introduction. The new
concept of QPLs based on Fibonacci and Thue-Morse sequences is described in
Section 2. In Section 3, simulation results of QWs in periodic photonics lattices
(PPLs) and LQWs in the new class of photonics lattices—the quasiperiodic photonics
lattices (QPLs)—are presented. Section 4 is the discussion and conclusion.

2. Periodic and quasiperiodic photonics lattices

In this section, we will present the general construction of photonics lattices
(PLs) that will be used for our numerical investigation of single-photon quantum
walks (QWs). Figure 1 shows diagrams of several PLs that are the subject of our
investigation. Figure 1(a) and (b) shows diagrams of two different types of PPLs:
type-I consists of identical waveguide PPLs (IPPL), and type-II are lattices of two
(or more) different waveguide PPLs (DPPL). Figure 1(c) and (d) shows two
different QPLs, one with the Fibonacci sequence or Fibonacci QPLs (FQPL) and the
other with the Thue-Morse sequence or Thue-Morse QPLs (TMQPL).

In Figure 1, the structures are arrays of single-mode (SM) waveguides having
core diameter a, center-to-center distance between cores d, and index difference
between core and clad Δn. In the structures composed of two different waveguides
as in the cases of DPPL, FQPL, and TMQPL, each waveguide is characterized by
V-number. For example, waveguides A and B are characterized by VA = πaANAA/λ
and VB = πaBNAB/λ, respectively, where aA(B) stands for core diameter and NAA(B)

is the numerical aperture of waveguide A(B). Note that the numerical aperture NA
can be determined by the index difference between core and clad Δn, and we will
use Δn to characterize waveguides in our calculations. For example, the IPPL shown

Figure 1.
Diagrams of different photonics lattices of single-mode waveguides having diameter a and center-to-center
distance d. (a) IPPL with all cores have the same index difference Δn. (b) DPPL is composed of two different
cores A (blue) and B (yellow) having ΔnA and ΔnB, respectively. (c) Sixth-order FQPL of 39 cores composed of
A and B waveguides. (d) Fourth-order TMQPL of 29 waveguides composed of A and B waveguides. The red
arrows indicate the position of the input signal. The construction rules for FQPL and TMQPL are explained in
the text.
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It is important to stress here that AL has been conventionally realized in ran-
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fied by averaging over a large number of realizations on many systems having the
same degree of disorder. Similarly, LQWs in integrated photonics lattices have been
realized on many randomly disordered waveguide lattices. The results of LQWs are
averaged over all realizations in those waveguide lattices that are well controlled in
a defined range of randomness of the disorder. Experimentally, it is not simple as is
shown in [15]. Note that an experimental method has been proposed to determine
localized modes systematically in 1D-disordered waveguide lattices [16], and the
method is useful for investigating LQWs in randomly disordered lattices. As men-
tioned earlier, optically quasiperiodic structures or quasicrystals can provide deter-
ministic disorders deviated from periodicity. Localization of light has been realized
deterministically in those quasicrystals [23–25], and there is no need to average over
a large number of structures. In that spirit, we propose a new class of quasiperiodic
photonics lattices (QPL) to realize LQWs deterministically. As presented in this
chapter, the new class of QPLs could be useful for quantum communication appli-
cations as proposed recently in [18, 19]. The new quasiperiodic structures are
constructed symmetrically with Fibonacci, Thue-Morse, and other quasiperiodic
sequences. Benefits of using the new class of QPL for realizing LQWs are twofold:
(i) LQWs can be realized deterministically and therefore are highly programmable
and optimizable, and (ii) it is much simpler for realization of LQWs in comparison
with random disordered systems as there is no need to do averaging over many
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realizations. Furthermore, our simple construction rules allow us to create symmet-
ric QPLs. Consequently, LQWs with symmetric probability distributions can be
realized deterministically in these structures. The proposed QPLs are simple and
straightforward to make but would be potentially useful for many research areas in
quantum communication as will be discussed in this chapter.

The chapter is organized as follows. Section 1 is the introduction. The new
concept of QPLs based on Fibonacci and Thue-Morse sequences is described in
Section 2. In Section 3, simulation results of QWs in periodic photonics lattices
(PPLs) and LQWs in the new class of photonics lattices—the quasiperiodic photonics
lattices (QPLs)—are presented. Section 4 is the discussion and conclusion.

2. Periodic and quasiperiodic photonics lattices

In this section, we will present the general construction of photonics lattices
(PLs) that will be used for our numerical investigation of single-photon quantum
walks (QWs). Figure 1 shows diagrams of several PLs that are the subject of our
investigation. Figure 1(a) and (b) shows diagrams of two different types of PPLs:
type-I consists of identical waveguide PPLs (IPPL), and type-II are lattices of two
(or more) different waveguide PPLs (DPPL). Figure 1(c) and (d) shows two
different QPLs, one with the Fibonacci sequence or Fibonacci QPLs (FQPL) and the
other with the Thue-Morse sequence or Thue-Morse QPLs (TMQPL).

In Figure 1, the structures are arrays of single-mode (SM) waveguides having
core diameter a, center-to-center distance between cores d, and index difference
between core and clad Δn. In the structures composed of two different waveguides
as in the cases of DPPL, FQPL, and TMQPL, each waveguide is characterized by
V-number. For example, waveguides A and B are characterized by VA = πaANAA/λ
and VB = πaBNAB/λ, respectively, where aA(B) stands for core diameter and NAA(B)

is the numerical aperture of waveguide A(B). Note that the numerical aperture NA
can be determined by the index difference between core and clad Δn, and we will
use Δn to characterize waveguides in our calculations. For example, the IPPL shown

Figure 1.
Diagrams of different photonics lattices of single-mode waveguides having diameter a and center-to-center
distance d. (a) IPPL with all cores have the same index difference Δn. (b) DPPL is composed of two different
cores A (blue) and B (yellow) having ΔnA and ΔnB, respectively. (c) Sixth-order FQPL of 39 cores composed of
A and B waveguides. (d) Fourth-order TMQPL of 29 waveguides composed of A and B waveguides. The red
arrows indicate the position of the input signal. The construction rules for FQPL and TMQPL are explained in
the text.
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in Figure 1(a) is a regular array of 39 identical SM waveguides with a = 4 μm,
d = 8 μm, and Δn = 0.0035. The DPPL of 39 cores in Figure 1(b) is a periodic array
of two different waveguides A (blue) and B (yellow) with ΔnA = 0.0045 and
ΔnB = 0.0035, respectively. Both A and B have the same a = 4 μm and d = 8 μm.
Those parameters are used in all numerical simulations in this work. Figure 1 also
shows a Fibonacci QPL of 39 waveguides of sixth order and a Thue-Morse QPL of 29
waveguides of fourth order. Both FQPL and TMQPL are constructed with two
different waveguides A and B whose properties are defined above.

Below we will describe the construction rules for our quasiperiodic photonics
lattices based on Fibonacci and Thue-Morse sequences. It is worth mentioning that
these rules have been first proposed to construct one-dimensional Fibonacci quasi-
periodic multiple dielectric layers [22–25] and Fibonacci quasiperiodic arrays of
waveguides [29, 30]. In general Fibonacci QPLs and Thue-Morse QPLs (TMQPL)
are constructed recursively with Fibonacci and Thue-Morse sequences, respec-
tively, starting with two different single-mode waveguides A and B. We can easily
write down the formulae of the elements and their corresponding structures as in
Figure 2 for the first-order elements of FQPLs and TQPLs in the upper and lower
panels, respectively.

We now define a new jth-order quasiperiodic photonics lattice as [29, 30]

Fj ¼ SjSj�1⋯S2S1S2⋯Sj�1Sj, (1)

where S1, S2 … Sj are Fibonacci and Thue-Morse elements defined in Figure 2.
As an example, Figure 1(c) is a diagram of the sixth-order Fibonacci QPL with
39 cores. It is clear from Figures 1 and 2 that the photonics lattices constructed with
Eq. (1), with Sj being the elements of Fibonacci and Thue-Morse sequences, are
quasiperiodic and symmetrical.

In general, we can apply the same rules, e.g., Eq. (1), to construct symmetrical
quasiperiodic photonics lattices based on other quasiperiodic sequences, such as the

Figure 2.
First-order elements of FQPLs (upper) and TMQPLs (lower) composed by two waveguides A and B.
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Rudin-Shapiro sequence, etc. Details of the new construction rules and the meaning
of the deterministic disordered nature of such QPL can be seen in [29, 30]. Next, in
Section 3, we will first present the method to simulate single-photon QWs in those
PLs using the beam propagation method (BPM). We will then show in detail our
simulations of QWs in IPPLs and DPPLs in comparison with FQPLs and TMQPLs.
Especially, we will show unique localized quantum walks in FQPLs and TMQPLs
with symmetrical probability distribution.

3. Localized quantum walks in quasiperiodic photonics lattices

The most well-known example of classical random walks on a line consist of a
walker (e.g., a particle) walking to either the left or right depending on the out-
comes of an unbiased toasting coin (probability system) with two mutually exclu-
sive results, i.e., the walker moves according to a probability distribution. At each
step of the walking process, an unbiased coin is tossed, and the walker makes
consecutive left-or-right decisions depending on the result of the coin (up or
down), respectively. For classical random walks, it is well known that both 1D and
2D distributions are Gaussian distributions [31]. For the quantum version of the
random walk—the quantum walks (QWs)—the main components of discrete-time
quantum walks (DTQWs) are a quantum particle, “the walker,” a quantum coin,
evolution operators for both walker and quantum coin, and a set of observables.
QWs can also be in another form that has no classical counterpart, such as the
CTQWs which have been extensively investigated in photonics lattices [10–17].
In contrast to DTQWs, CTQWs (QWs for short in the following) have no coin
operations, and the walking evolutions are defined entirely in a position space
where continuous coupling between vertices or lattice sites is required. Integrated
photonics lattices consisting of evanescently coupled 1D and 2D arrays of wave-
guides are perfectly suited for the investigation of QWs. In such structures, spacing
between waveguides typically is on the order of several micrometers or is in strong
coupling regimes for evanescent couplings to occur.

In this chapter, we will restrict ourselves to the single-photon QWs in both
periodic and quasiperiodic PLs. First, we would like to emphasize that single-
photon QWs do not behave any differently from classically coherent wave
propagation and the distribution of light intensity corresponds to the probability
distribution of photons that can be detected [32]. It is important to stress, however,
that in multiple-photon QWs (indistinguishable or entangled photons), truly
nonclassical features will appear. Although single-photon QWs have limited
features, the effects are still very important not only for understanding but also for
quantum applications.

Let us briefly describe how single-photon QWs can be modeled mathematically
and realized experimentally in PLs. Below, we follow the description from Refs.
[11, 12, 32] which are excellent references on QWs in PLs. In general, the
Hamiltonian description of the problem of quantum walks in a PL can be written as

H ¼ ℏ∑
n

βna
†
nan þ∑

m
κnma†nam

� �
(2)

where a†n(anÞ is the creation (annihilation) operator of a photon in the
nth-waveguide, βn is the propagation constant of the nth-waveguide, and κnm is the
coupling coefficient between nearest neighbor sites n = m � 1. The propagation of a
single photon can be described by the Heisenberg equation as below:
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of two different waveguides A (blue) and B (yellow) with ΔnA = 0.0045 and
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write down the formulae of the elements and their corresponding structures as in
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39 cores. It is clear from Figures 1 and 2 that the photonics lattices constructed with
Eq. (1), with Sj being the elements of Fibonacci and Thue-Morse sequences, are
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Rudin-Shapiro sequence, etc. Details of the new construction rules and the meaning
of the deterministic disordered nature of such QPL can be seen in [29, 30]. Next, in
Section 3, we will first present the method to simulate single-photon QWs in those
PLs using the beam propagation method (BPM). We will then show in detail our
simulations of QWs in IPPLs and DPPLs in comparison with FQPLs and TMQPLs.
Especially, we will show unique localized quantum walks in FQPLs and TMQPLs
with symmetrical probability distribution.

3. Localized quantum walks in quasiperiodic photonics lattices

The most well-known example of classical random walks on a line consist of a
walker (e.g., a particle) walking to either the left or right depending on the out-
comes of an unbiased toasting coin (probability system) with two mutually exclu-
sive results, i.e., the walker moves according to a probability distribution. At each
step of the walking process, an unbiased coin is tossed, and the walker makes
consecutive left-or-right decisions depending on the result of the coin (up or
down), respectively. For classical random walks, it is well known that both 1D and
2D distributions are Gaussian distributions [31]. For the quantum version of the
random walk—the quantum walks (QWs)—the main components of discrete-time
quantum walks (DTQWs) are a quantum particle, “the walker,” a quantum coin,
evolution operators for both walker and quantum coin, and a set of observables.
QWs can also be in another form that has no classical counterpart, such as the
CTQWs which have been extensively investigated in photonics lattices [10–17].
In contrast to DTQWs, CTQWs (QWs for short in the following) have no coin
operations, and the walking evolutions are defined entirely in a position space
where continuous coupling between vertices or lattice sites is required. Integrated
photonics lattices consisting of evanescently coupled 1D and 2D arrays of wave-
guides are perfectly suited for the investigation of QWs. In such structures, spacing
between waveguides typically is on the order of several micrometers or is in strong
coupling regimes for evanescent couplings to occur.

In this chapter, we will restrict ourselves to the single-photon QWs in both
periodic and quasiperiodic PLs. First, we would like to emphasize that single-
photon QWs do not behave any differently from classically coherent wave
propagation and the distribution of light intensity corresponds to the probability
distribution of photons that can be detected [32]. It is important to stress, however,
that in multiple-photon QWs (indistinguishable or entangled photons), truly
nonclassical features will appear. Although single-photon QWs have limited
features, the effects are still very important not only for understanding but also for
quantum applications.

Let us briefly describe how single-photon QWs can be modeled mathematically
and realized experimentally in PLs. Below, we follow the description from Refs.
[11, 12, 32] which are excellent references on QWs in PLs. In general, the
Hamiltonian description of the problem of quantum walks in a PL can be written as

H ¼ ℏ∑
n

βna
†
nan þ∑

m
κnma†nam

� �
(2)

where a†n(anÞ is the creation (annihilation) operator of a photon in the
nth-waveguide, βn is the propagation constant of the nth-waveguide, and κnm is the
coupling coefficient between nearest neighbor sites n = m � 1. The propagation of a
single photon can be described by the Heisenberg equation as below:
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da†k
dz

¼ � i
ℏ

a†k;H
� � ¼ i βka

†
k þ κk,kþ1a

†
kþ1 þ κk,k�1a

†
k�1

� �
(3)

As described in detail in Refs. [11, 12, 32], since the system is conservative, and
the Hamiltonian is explicitly time independent, we may formally integrate Eq. (3)
to obtain the input-output relation for the mode operators as

a†k zð Þ ¼ ∑
N

j¼1
Uj,ka

†
j 0ð Þ (4)

For the special case of a single photon coupled into site k of a uniform waveguide
array (κk,kþ1 ¼ κk,k�1 ¼ κ, and β ¼ βkÞ, one can show that the probability amplitude
at site j is analytically described by

Uk, j ¼ i k�jð Þ exp iβzð ÞJk�j 2κzð Þ, (5)

where Jk�j zð Þ is a Bessel function of the first kind and order (k-j). When a single
photon is coupled to waveguide k, it will evolve to waveguide j with a probability

ηj ¼ Uk, j zð Þ�� ��2 ¼ J2k�j 2κzð Þ. From the solution of the single-photon QWs, e.g.,
Eq. (5), it is clear that the photon distribution spreads across the lattice by coupling
from one waveguide to its neighbors in a unique pattern that is typically character-
ized by two strong “ballistic” lobes [12, 32].

It is worth noting that such analytical solutions, e.g., Eq. (5) above, can be
obtained only in uniformly regular PLs consisting of identical SM waveguides. In
general, simulations of QWs in different PLs, even in the periodic arrays that are
composed of different waveguides, are not simple and become extremely difficult
in irregular PLs. Simulation of LQWs in randomly disordered structures becomes
more challenging even just only for the single-photon QW problems. Here we
present an effective approach to simulate single-photon QWs. As stated earlier,
single-photon QWs do not behave any differently from classically coherent wave
propagation, and the distribution of light intensity corresponds to the probability
distribution of photons. Therefore, we can use the beam propagation method
(BPM), one of the most effective methods of light propagation simulation in com-
plicated structures for simulating single-photon QWs in different and irregular PLs.
The method of BPM has been well developed for decades [33, 34], and commercial
software is available. Below, we describe briefly the BPM, and we show the results
of BPM simulation of QWs in periodic PLs, in quasiperiodic FQPLs, and also in
randomly disordered PLs.

The wave equation in paraxial approximation for the slowly varying electric
field that propagates along the z-axis in a general structure can be written as
[33–35]:

d
dz

E x; y; zð Þ ¼¼ D̂ þ V̂
� �

E x; y; zð Þ (6)

The diffraction D̂ and inhomogeneous operators V̂ are given by:

D̂ ¼ i
2k

∂
2

∂x2
þ ∂

2

∂y2

� �
, V̂ ¼ ikΔn x; y; zð Þ � α x; y; zð Þð Þ (7)

In Eq. (7) k ¼ n0k0 ¼ n0ω
c ¼ 2πn0=λ where n0 is the background or reference

refractive index and λ is the free-space wavelength, Δn ¼ n x; y; zð Þ � n0 is the
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refractive index profile relative to the reference refractive index, and λ is the power
absorption/loss of the waveguide. A small propagation step is implemented using
the following approximation:

E x; y; zþ Δzð Þ ¼ e D̂þV̂ð ÞΔzE x; y; zð Þ≈ eD̂Δz=2eV̂ΔzeD̂Δz=2E x; y; z
� �

(8)

where exp D̂Δz=2
� �

means taking a half step of diffraction alone and exp V̂Δz
� �

means taking the whole step of linear propagation alone. This approximation
operation is third-order accurate in the propagation step size, and the change by
each step is required to be small when compared to unity. The BPM solution, e.g.,
Eq. (8), can be solved very effectively by fast Fourier transformation (FFT) algo-
rithm [33, 34]. The method has been successfully applied to simulate Er/Yb co-
doped multicore fiber amplifiers [35] and Yb-doped multicore fiber lasers [36]. We
have developed our own MATLAB programs, and the simulation results of single-
photon QWs in different PLs are presented in the following paragraphs.

Figure 3 shows simulation results of single-photon QWs in the photonics lattices
that are described in Figure 1. Figure 3(a) and (b) shows QWs in periodic lattices:
an IPPL with 39 identical SM waveguide B (Δn = 0.0035) and a DPPL with 39 SM
waveguides A (Δn = 0.0045) and B (Δn = 0.0035). Figure 3(c) and (d) shows QWs
in quasiperiodic lattices, sixth-order FQPL with 39 waveguides A and B, and fourth-
order TMQPL with 29 waveguides A and B as described in Figure 2 and Eq. (1). All
waveguides have the same core size of 4 μm, center-to-center separation d = 8 μm,
and λ = 1.55 μm. The simulation results of QWs for each waveguide structure in
Figure 3 show in the order from bottom to top: top-view, front-view, and proba-
bility distribution of photon at the end of the walks.

The results in Figure 3 show probability distributions of photons of QWs in
IPPL structures spread across the lattice by coupling from one waveguide to its
neighbors in a pattern characterized by two strong “ballistic” lobes [11, 12, 32].
Interestingly, QWs in DPPLs also have those two lobes at the edges of the wave-
guide lattice but have no localization. Note that DPPLs are composed of two
different waveguides A and B that are used to construct the FQPLs and TMQPLs. In
contrast with periodic lattices IPPL and DPPL, the simulation results show clearly
LQWs in quasiperiodic lattices FQPL and TMQPL. Furthermore, LQWs with the

Figure 3.
QWs in periodic photonics lattices IPPL (a) and DPPL (b) and in quasiperiodic lattices FQPL (c) and
TMQPL (d). From bottom to top: top-view, front-view, and probability distribution of photon (in the same
scale). Lattices (a), (b), and (c) have 39 cores, and (d) has 29 cores. Red arrows indicate the position of input
signal.
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†
k þ κk,kþ1a

†
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As described in detail in Refs. [11, 12, 32], since the system is conservative, and
the Hamiltonian is explicitly time independent, we may formally integrate Eq. (3)
to obtain the input-output relation for the mode operators as

a†k zð Þ ¼ ∑
N

j¼1
Uj,ka

†
j 0ð Þ (4)

For the special case of a single photon coupled into site k of a uniform waveguide
array (κk,kþ1 ¼ κk,k�1 ¼ κ, and β ¼ βkÞ, one can show that the probability amplitude
at site j is analytically described by

Uk, j ¼ i k�jð Þ exp iβzð ÞJk�j 2κzð Þ, (5)

where Jk�j zð Þ is a Bessel function of the first kind and order (k-j). When a single
photon is coupled to waveguide k, it will evolve to waveguide j with a probability

ηj ¼ Uk, j zð Þ�� ��2 ¼ J2k�j 2κzð Þ. From the solution of the single-photon QWs, e.g.,
Eq. (5), it is clear that the photon distribution spreads across the lattice by coupling
from one waveguide to its neighbors in a unique pattern that is typically character-
ized by two strong “ballistic” lobes [12, 32].

It is worth noting that such analytical solutions, e.g., Eq. (5) above, can be
obtained only in uniformly regular PLs consisting of identical SM waveguides. In
general, simulations of QWs in different PLs, even in the periodic arrays that are
composed of different waveguides, are not simple and become extremely difficult
in irregular PLs. Simulation of LQWs in randomly disordered structures becomes
more challenging even just only for the single-photon QW problems. Here we
present an effective approach to simulate single-photon QWs. As stated earlier,
single-photon QWs do not behave any differently from classically coherent wave
propagation, and the distribution of light intensity corresponds to the probability
distribution of photons. Therefore, we can use the beam propagation method
(BPM), one of the most effective methods of light propagation simulation in com-
plicated structures for simulating single-photon QWs in different and irregular PLs.
The method of BPM has been well developed for decades [33, 34], and commercial
software is available. Below, we describe briefly the BPM, and we show the results
of BPM simulation of QWs in periodic PLs, in quasiperiodic FQPLs, and also in
randomly disordered PLs.

The wave equation in paraxial approximation for the slowly varying electric
field that propagates along the z-axis in a general structure can be written as
[33–35]:

d
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The diffraction D̂ and inhomogeneous operators V̂ are given by:
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∂
2

∂x2
þ ∂

2

∂y2

� �
, V̂ ¼ ikΔn x; y; zð Þ � α x; y; zð Þð Þ (7)

In Eq. (7) k ¼ n0k0 ¼ n0ω
c ¼ 2πn0=λ where n0 is the background or reference

refractive index and λ is the free-space wavelength, Δn ¼ n x; y; zð Þ � n0 is the
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refractive index profile relative to the reference refractive index, and λ is the power
absorption/loss of the waveguide. A small propagation step is implemented using
the following approximation:

E x; y; zþ Δzð Þ ¼ e D̂þV̂ð ÞΔzE x; y; zð Þ≈ eD̂Δz=2eV̂ΔzeD̂Δz=2E x; y; z
� �

(8)

where exp D̂Δz=2
� �

means taking a half step of diffraction alone and exp V̂Δz
� �

means taking the whole step of linear propagation alone. This approximation
operation is third-order accurate in the propagation step size, and the change by
each step is required to be small when compared to unity. The BPM solution, e.g.,
Eq. (8), can be solved very effectively by fast Fourier transformation (FFT) algo-
rithm [33, 34]. The method has been successfully applied to simulate Er/Yb co-
doped multicore fiber amplifiers [35] and Yb-doped multicore fiber lasers [36]. We
have developed our own MATLAB programs, and the simulation results of single-
photon QWs in different PLs are presented in the following paragraphs.

Figure 3 shows simulation results of single-photon QWs in the photonics lattices
that are described in Figure 1. Figure 3(a) and (b) shows QWs in periodic lattices:
an IPPL with 39 identical SM waveguide B (Δn = 0.0035) and a DPPL with 39 SM
waveguides A (Δn = 0.0045) and B (Δn = 0.0035). Figure 3(c) and (d) shows QWs
in quasiperiodic lattices, sixth-order FQPL with 39 waveguides A and B, and fourth-
order TMQPL with 29 waveguides A and B as described in Figure 2 and Eq. (1). All
waveguides have the same core size of 4 μm, center-to-center separation d = 8 μm,
and λ = 1.55 μm. The simulation results of QWs for each waveguide structure in
Figure 3 show in the order from bottom to top: top-view, front-view, and proba-
bility distribution of photon at the end of the walks.

The results in Figure 3 show probability distributions of photons of QWs in
IPPL structures spread across the lattice by coupling from one waveguide to its
neighbors in a pattern characterized by two strong “ballistic” lobes [11, 12, 32].
Interestingly, QWs in DPPLs also have those two lobes at the edges of the wave-
guide lattice but have no localization. Note that DPPLs are composed of two
different waveguides A and B that are used to construct the FQPLs and TMQPLs. In
contrast with periodic lattices IPPL and DPPL, the simulation results show clearly
LQWs in quasiperiodic lattices FQPL and TMQPL. Furthermore, LQWs with the

Figure 3.
QWs in periodic photonics lattices IPPL (a) and DPPL (b) and in quasiperiodic lattices FQPL (c) and
TMQPL (d). From bottom to top: top-view, front-view, and probability distribution of photon (in the same
scale). Lattices (a), (b), and (c) have 39 cores, and (d) has 29 cores. Red arrows indicate the position of input
signal.
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symmetrical probability distribution can be realized in quasiperiodic structures
constructed symmetrically, e.g., Eq. (1). It is worth noting that conventional LQWs
have been realized in randomly disordered structures in which symmetrical LQWs
are impossible to achieve. On the other hand, LQWs have recently been proposed
for secure quantum memory applications [19]. To achieve symmetrically distrib-
uted LQWs, the authors of [19, 37] have proposed to use temporally disordered
operations in spatially ordered systems. However, their approach requires multiple
quantum coins for temporally disordered operation which could be extremely
difficult in practice.

As mentioned earlier in the introduction, AL has been conventionally realized in
randomly disordered systems, and the effect of disorder-induced localization is
quantified by averaging over a large number of realizations on many systems
having the same degree of disorder. The results of LQWs are averaged over all
realizations in those waveguide lattices that are well controlled in a defined range of
randomness of the disorder, and experimental realization is not simple as is shown
in [15]. Meanwhile, quasiperiodic systems or quasicrystals provide deterministic
disorder deviated from periodicity resulting in localization of light deterministically
in those systems [22–25], meaning there is no need to do averaging over many
samples or systems. Benefits of using the new class of QPL for realizing LQWs are
twofold: (i) LQWs can be realized deterministically and therefore are highly pro-
grammable and optimizable, and (ii) it is much simpler for the realization of LQWs
than random disordered systems as there is no need to do averaging over many
realizations. Furthermore, our simple rules allow us to construct quasiperiodic
FQPLs and TMQPLs symmetrically. As a result, symmetrical LQWs can be realized
deterministically in these QPLs. The proposed QPLs in general, and FQPLs and
TMQPLs in particular, are simple and straightforward to make but would be
potentially useful for different applications in quantum communication.

Figure 4 below illustrates realizations of LQWs in randomly disordered pho-
tonics lattices. Figure 4 shows simulation results of single-photon QWs in IPPLs of
49 identical SM waveguides: IPPL without random disorder (a) and examples of
QWs in IPPLs with randomly disordered waveguide positions Δi ¼ 0:1d (b–d). All
waveguides have the same core size of 4 μm, index difference between core and
cladding Δn = 0.0035, center-to-center separation d = 8 μm, and Δ = 1.55 μm. Note
that in Figure 4, the probability distributions of all cases are plotted in the same
scale so that the differences between periodic and quasiperiodic lattices and also
between the two QPLs can be clearly seen. It is worth noting that the results from
BPM simulation of QWs in regular lattices of identical waveguides (IPPL) are the
same as the well-known analytical solutions of Eq. (5). The BPM simulations show
that photon distribution spread across the lattice by evanescent coupling from one
waveguide to its nearest neighbors are characterized by two strong “ballistic” lobes
[12, 32]. Meanwhile, the results in Figure 4(b)–(d) show localizations of QWs in
randomly disordered IPPLs are completely different even with the same degree of
random disorder in those structures. The results of LQWs in randomly disordered
IPPLs are examples of the need to do averaging over a large number of realizations
for quantifying LQWs in randomly disordered systems.

As can be seen from Figures 3 and 4, LQWs in quasiperiodic structures of
FQPLs and TMQPLs are controllable in contrast with the ones in spatially random
disordered structures. Furthermore, LQWs with the symmetrical probability distri-
bution can be conveniently realized in our new class of quasiperiodic photonics
lattices. It is important to note that the authors in Ref. [19] have recently proposed a
new scheme that employs symmetrical LQWs for storage and retrieving quantum
information for quantum memory applications. The authors proposed using tem-
porally disordered operations in spatially ordered systems to achieve symmetrically
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distributed LQWs for quantum memory. However, their scheme using multiple
quantum coins for temporally disordered operation would be extremely difficult in
practice. As can be seen in Figures 4 and 5 in this section, symmetrical LQWS can
be realized conveniently in our proposed FQPLs and TMQPLs and in other QPLs as
well that can be used for similar applications.

At this point, we want to stress that localization of light has been investigated
theoretically and experimentally in 1D and 2D arrays of identical waveguides that
are constructed with the Fibonacci sequence in distances [38, 39]. The quasiperiodic
arrays of waveguides considered in those works are defined as the Fibonacci
elements in Figure 2; however, the waveguides A and B were defined as the two
distances 1 (unit) and τ = 1.618 (golden ratio of the Fibonacci sequence) between
identical SM waveguides [37, 38]. Since the quasiperiodic properties of these

Figure 5.
Quasiperiodic elements based on the Fibonacci spacing sequence (FSS) with two fundamental distances A and B
between nearest identical waveguides. Three arrows indicate different input cores 11, 12, and 13 used in
simulation (core 1 is the first from the left).

Figure 4.
QWs in IPPLs of 49 identical SM waveguides with and without spatially random disorder. (a) IPPL without
disorder of waveguide positions; (b, c, d) IPPLs with random disorder of positions of 10%. From bottom to top:
top-view, front-view, and 3D probability distribution of photon (in the same scale). Upper: diagram of array of
waveguides.
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symmetrical probability distribution can be realized in quasiperiodic structures
constructed symmetrically, e.g., Eq. (1). It is worth noting that conventional LQWs
have been realized in randomly disordered structures in which symmetrical LQWs
are impossible to achieve. On the other hand, LQWs have recently been proposed
for secure quantum memory applications [19]. To achieve symmetrically distrib-
uted LQWs, the authors of [19, 37] have proposed to use temporally disordered
operations in spatially ordered systems. However, their approach requires multiple
quantum coins for temporally disordered operation which could be extremely
difficult in practice.
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randomness of the disorder, and experimental realization is not simple as is shown
in [15]. Meanwhile, quasiperiodic systems or quasicrystals provide deterministic
disorder deviated from periodicity resulting in localization of light deterministically
in those systems [22–25], meaning there is no need to do averaging over many
samples or systems. Benefits of using the new class of QPL for realizing LQWs are
twofold: (i) LQWs can be realized deterministically and therefore are highly pro-
grammable and optimizable, and (ii) it is much simpler for the realization of LQWs
than random disordered systems as there is no need to do averaging over many
realizations. Furthermore, our simple rules allow us to construct quasiperiodic
FQPLs and TMQPLs symmetrically. As a result, symmetrical LQWs can be realized
deterministically in these QPLs. The proposed QPLs in general, and FQPLs and
TMQPLs in particular, are simple and straightforward to make but would be
potentially useful for different applications in quantum communication.

Figure 4 below illustrates realizations of LQWs in randomly disordered pho-
tonics lattices. Figure 4 shows simulation results of single-photon QWs in IPPLs of
49 identical SM waveguides: IPPL without random disorder (a) and examples of
QWs in IPPLs with randomly disordered waveguide positions Δi ¼ 0:1d (b–d). All
waveguides have the same core size of 4 μm, index difference between core and
cladding Δn = 0.0035, center-to-center separation d = 8 μm, and Δ = 1.55 μm. Note
that in Figure 4, the probability distributions of all cases are plotted in the same
scale so that the differences between periodic and quasiperiodic lattices and also
between the two QPLs can be clearly seen. It is worth noting that the results from
BPM simulation of QWs in regular lattices of identical waveguides (IPPL) are the
same as the well-known analytical solutions of Eq. (5). The BPM simulations show
that photon distribution spread across the lattice by evanescent coupling from one
waveguide to its nearest neighbors are characterized by two strong “ballistic” lobes
[12, 32]. Meanwhile, the results in Figure 4(b)–(d) show localizations of QWs in
randomly disordered IPPLs are completely different even with the same degree of
random disorder in those structures. The results of LQWs in randomly disordered
IPPLs are examples of the need to do averaging over a large number of realizations
for quantifying LQWs in randomly disordered systems.

As can be seen from Figures 3 and 4, LQWs in quasiperiodic structures of
FQPLs and TMQPLs are controllable in contrast with the ones in spatially random
disordered structures. Furthermore, LQWs with the symmetrical probability distri-
bution can be conveniently realized in our new class of quasiperiodic photonics
lattices. It is important to note that the authors in Ref. [19] have recently proposed a
new scheme that employs symmetrical LQWs for storage and retrieving quantum
information for quantum memory applications. The authors proposed using tem-
porally disordered operations in spatially ordered systems to achieve symmetrically
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distributed LQWs for quantum memory. However, their scheme using multiple
quantum coins for temporally disordered operation would be extremely difficult in
practice. As can be seen in Figures 4 and 5 in this section, symmetrical LQWS can
be realized conveniently in our proposed FQPLs and TMQPLs and in other QPLs as
well that can be used for similar applications.

At this point, we want to stress that localization of light has been investigated
theoretically and experimentally in 1D and 2D arrays of identical waveguides that
are constructed with the Fibonacci sequence in distances [38, 39]. The quasiperiodic
arrays of waveguides considered in those works are defined as the Fibonacci
elements in Figure 2; however, the waveguides A and B were defined as the two
distances 1 (unit) and τ = 1.618 (golden ratio of the Fibonacci sequence) between
identical SM waveguides [37, 38]. Since the quasiperiodic properties of these

Figure 5.
Quasiperiodic elements based on the Fibonacci spacing sequence (FSS) with two fundamental distances A and B
between nearest identical waveguides. Three arrows indicate different input cores 11, 12, and 13 used in
simulation (core 1 is the first from the left).

Figure 4.
QWs in IPPLs of 49 identical SM waveguides with and without spatially random disorder. (a) IPPL without
disorder of waveguide positions; (b, c, d) IPPLs with random disorder of positions of 10%. From bottom to top:
top-view, front-view, and 3D probability distribution of photon (in the same scale). Upper: diagram of array of
waveguides.
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elements are determined by the Fibonacci sequences in spacing of waveguides, they
can be classified as PLs with the Fibonacci spacing sequence (FSS). It is important,
however, to point out that there are important differences between our proposed
QPLs and the lattices of Fibonacci spacing sequence FSS in [38, 39]. The FSS lattices
are constructed with the Fibonacci spacing sequence of all identical waveguides. As
a result, the FSS lattices have a quasiperiodic distribution of coupling coefficients or
off-diagonal deterministic disorder since all waveguides are identical. Meanwhile,
our proposed QPLs are constructed with quasiperiodic sequences in general and in
particular with the Fibonacci and Thue-Morse sequences with two different wave-
guides. Therefore, in general, our proposed QPLs, FQPLs, and TMQPLs have both
propagation constants, and coupling coefficients are quasiperiodic distributions. In
other words, the QPLs have both on- and off-diagonal deterministic disorders.
Experimentally, localizations have been realized in on-diagonal disordered lattices
[16] and in off-diagonal disordered arrays of waveguides [17]. Our proposed QPLs
in general, and in particular the FQPLs and TMQPLs, would offer systems possessed
both on- and off-diagonal deterministic disorders for the investigation of different
properties. Furthermore, the new proposed jth-order QPLs is constructed as an
orderly sequence chain of all quasiperiodic elements up to jth order, and the
construction rules are convenient to make QPLs symmetric as presented earlier in
this section.

As an example, we show in Figure 5 the concept of quasiperiodic lattices based
on FSSs with two fundamental distances A = 1 (unit) and B = τ.

In Figure 6, we show simulation results of QWs in the eighth-order FSS element
with 22 waveguides for three different inputs. It is clear from Figure 6 that locali-
zations of QWs can also be realized in this lattice. The results show the behavior of
the QWs is very different depending on the input position. The results confirm

Figure 6.
LQWs in the eighth-order FSS element of 22 waveguides with different input cores as shown in diagram on top.
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important findings of our work above that LQWs can be realized in deterministic
disordered QPLs.

It is worth noting that the quasiperiodic properties of the FSS elements are
originated from the quasiperiodic distribution in spacing of waveguides, not
because of the golden ratio τ. Therefore, we do not need to restrict ourselves to the
ratio τ = 1.618 between distances A and B as in [38, 39] for realization of localiza-
tions in these structures. This is important since we now have more freedom in
choosing these two fundamental distances. Figure 7 shows results of LQWs in
the eighth-order FSS element but with a different ratio τ = 1.5, 1.618 (golden ratio),
and 1.7.

The simulation results of the eighth-order FSS element with different ratios τ
show an unsymmetrical probability distribution of photons. However, the photon
distribution looks quite symmetrical near the input, core-11 (core order is from the
left to the right). That is because the cores are symmetrical near the input but
unsymmetrical for others that are father from the input. It is worth mentioning here
that the distances for completion of QW process (QW distance or DQW for short)
are slightly different for different ratios of τ as shown in Figure 7. That is because
couplings between nearest cores are dependent on core-to-core distances. The
results in Figure 7 are with τ = 1.5 and DQW = 4.5 mm, τ = 1.62 and DQW = 4.56 mm,
and τ = 1.7 and DQW = 4.62 mm.

Finally, the wavelength dependence of QWs in photonics lattices is well-known
[29, 30], and that is another interesting and controllable property in such systems.
We show in Figure 8 the simulation results of wavelength-dependent QWs in DPPL
(left panel) and LQWs in FQPL (right panel). Note that both DPPL and FQPL in
Figure 8 are composed of the same 39 A and B waveguides, but one is periodic
(DPPL), and the other is quasiperiodic lattice (FQPL).

Figure 7.
LQWs in eighth-order FSS element of 22 waveguides with different ratio τ between A and B (core 11 is input).
τ = 1.5 (left), 1.618 (middle), and 1.7 (right).
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on FSSs with two fundamental distances A = 1 (unit) and B = τ.

In Figure 6, we show simulation results of QWs in the eighth-order FSS element
with 22 waveguides for three different inputs. It is clear from Figure 6 that locali-
zations of QWs can also be realized in this lattice. The results show the behavior of
the QWs is very different depending on the input position. The results confirm
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important findings of our work above that LQWs can be realized in deterministic
disordered QPLs.

It is worth noting that the quasiperiodic properties of the FSS elements are
originated from the quasiperiodic distribution in spacing of waveguides, not
because of the golden ratio τ. Therefore, we do not need to restrict ourselves to the
ratio τ = 1.618 between distances A and B as in [38, 39] for realization of localiza-
tions in these structures. This is important since we now have more freedom in
choosing these two fundamental distances. Figure 7 shows results of LQWs in
the eighth-order FSS element but with a different ratio τ = 1.5, 1.618 (golden ratio),
and 1.7.

The simulation results of the eighth-order FSS element with different ratios τ
show an unsymmetrical probability distribution of photons. However, the photon
distribution looks quite symmetrical near the input, core-11 (core order is from the
left to the right). That is because the cores are symmetrical near the input but
unsymmetrical for others that are father from the input. It is worth mentioning here
that the distances for completion of QW process (QW distance or DQW for short)
are slightly different for different ratios of τ as shown in Figure 7. That is because
couplings between nearest cores are dependent on core-to-core distances. The
results in Figure 7 are with τ = 1.5 and DQW = 4.5 mm, τ = 1.62 and DQW = 4.56 mm,
and τ = 1.7 and DQW = 4.62 mm.

Finally, the wavelength dependence of QWs in photonics lattices is well-known
[29, 30], and that is another interesting and controllable property in such systems.
We show in Figure 8 the simulation results of wavelength-dependent QWs in DPPL
(left panel) and LQWs in FQPL (right panel). Note that both DPPL and FQPL in
Figure 8 are composed of the same 39 A and B waveguides, but one is periodic
(DPPL), and the other is quasiperiodic lattice (FQPL).

Figure 7.
LQWs in eighth-order FSS element of 22 waveguides with different ratio τ between A and B (core 11 is input).
τ = 1.5 (left), 1.618 (middle), and 1.7 (right).
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The difference between QW distances DQW in the same structure but different
wavelengths is originated from the different couplings. For the same lattice of SM
waveguides, the shorter the wavelength, the weaker the evanescent couplings
between the nearest cores. As a result, the light takes a longer distance to fully
couple from one core to the other. This property would give us another parameter
to control and optimize the QWs in both PLs and QPLs.

4. Conclusions

As stated earlier, QWs and LQWs are important for many applications in quan-
tum computing and quantum communication. In particular, recent investigations
show symmetrical LQWs can be potentially employed for storage and retrieve
quantum information for a secure quantum memory. The authors in Ref. [19] have
pointed out that symmetrical LQWs are required for quantum memory applica-
tions. Because it is impossible to achieve symmetrical LQWs in spatially randomly
disordered systems, the authors proposed temporally disordered operations using
multiple quantum coins. Furthermore, the concept of localization due to temporally
disordered operations has been later expanded to consider multiple quantum coins
with quasiperiodic sequences that include Fibonacci, Thue-Morse, and Rudin-
Shapiro sequences [37]. Although the idea of employing symmetrical LQWs for
quantum memory is very interesting and worthy of further exploration, we would
like to stress that experimental implementation of QWs is not simple even with only
one quantum coin; therefore the idea of using multiple quantum coin operations
would be extremely difficult in practice.

As presented in this chapter, our results show that symmetrical QPLs can be
conveniently constructed with quasiperiodic sequences. As a result, symmetrical
LQWs can be achieved in the proposed QPLs in general and in particular in FQPLs
and TMQPLs. The results are significant in two aspects:

Figure 8.
Wavelength-dependent QWs in DPPL (left) and sixth-order FQPL (right). Both DPPL and FQPL are
composed of the same A and B waveguides defined above, and both have 39 cores.
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i. Symmetrical LQWs can be achieved in QPLs. That way is much simpler than
using temporal disorder due to multiple quantum coin operations.

ii. The proposed QPLs are deterministic disordered systems; therefore the
systems are controllable and optimizable in contrast with randomly
disordered systems.

We therefore believe that the quasiperiodic photonics lattices in general and in
particular the proposed FQPLs and TMQPLs would have advantages for applica-
tions that require symmetrical LQWs, especially in comparison with the cases in
which multiple quantum coins are used.

In conclusion, in this work we have presented construction rules of a new class
of quasiperiodic photonics lattices constructed with Fibonacci and Thue-Morse
sequences to realize deterministic LQWs. We would like to stress here that the
construction rules can be applied to other quasiperiodic sequences such as Rudin-
Shapiro and other sequences to realize deterministic LQWs. Although the structures
of the proposed QPLs are straightforward to make, the outcome results of LQWs
are programmable and predictable, in contrast with randomly disordered systems.
We have also presented an effective method of simulation of single-photon QWs in
complicated structures based on beam propagation method (BPM). Furthermore,
results of LQWs in the proposed symmetrical QPLs and in the Fibonacci spacing
sequence (FSS) lattices are presented in detail. The unique features of QPLs that are
of potential use for applications requiring symmetrical LQWs have also been
discussed.

Finally, as stated earlier single-photon QWs play an important role not only for
understanding the QWs effects and quantum simulations but also in many quantum
applications. However, the application of single-photon states in general is limited
in comparison with multiphoton states. Although our simulation results in this work
are about single-photon QWs, the underlying results of our work show that sym-
metrical LQWs in the proposed QPLs can still be potentially important in general
for quantum applications. For example, the advantage of the QPL scheme relates to
the fact that the output photons localized around a particular output waveguide can
be predictable and controllable with an important wavelength dependence. Also,
regarding quantum communications in general, we can design the output localized
around a particular waveguide using the concept of QPLs of different waveguides
that can also enable low loss unique components. For example, low loss wavelength
filters that are not possible with periodic structures but only with quasiperiodic
structures can be realized.
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The difference between QW distances DQW in the same structure but different
wavelengths is originated from the different couplings. For the same lattice of SM
waveguides, the shorter the wavelength, the weaker the evanescent couplings
between the nearest cores. As a result, the light takes a longer distance to fully
couple from one core to the other. This property would give us another parameter
to control and optimize the QWs in both PLs and QPLs.

4. Conclusions

As stated earlier, QWs and LQWs are important for many applications in quan-
tum computing and quantum communication. In particular, recent investigations
show symmetrical LQWs can be potentially employed for storage and retrieve
quantum information for a secure quantum memory. The authors in Ref. [19] have
pointed out that symmetrical LQWs are required for quantum memory applica-
tions. Because it is impossible to achieve symmetrical LQWs in spatially randomly
disordered systems, the authors proposed temporally disordered operations using
multiple quantum coins. Furthermore, the concept of localization due to temporally
disordered operations has been later expanded to consider multiple quantum coins
with quasiperiodic sequences that include Fibonacci, Thue-Morse, and Rudin-
Shapiro sequences [37]. Although the idea of employing symmetrical LQWs for
quantum memory is very interesting and worthy of further exploration, we would
like to stress that experimental implementation of QWs is not simple even with only
one quantum coin; therefore the idea of using multiple quantum coin operations
would be extremely difficult in practice.

As presented in this chapter, our results show that symmetrical QPLs can be
conveniently constructed with quasiperiodic sequences. As a result, symmetrical
LQWs can be achieved in the proposed QPLs in general and in particular in FQPLs
and TMQPLs. The results are significant in two aspects:

Figure 8.
Wavelength-dependent QWs in DPPL (left) and sixth-order FQPL (right). Both DPPL and FQPL are
composed of the same A and B waveguides defined above, and both have 39 cores.
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i. Symmetrical LQWs can be achieved in QPLs. That way is much simpler than
using temporal disorder due to multiple quantum coin operations.

ii. The proposed QPLs are deterministic disordered systems; therefore the
systems are controllable and optimizable in contrast with randomly
disordered systems.

We therefore believe that the quasiperiodic photonics lattices in general and in
particular the proposed FQPLs and TMQPLs would have advantages for applica-
tions that require symmetrical LQWs, especially in comparison with the cases in
which multiple quantum coins are used.

In conclusion, in this work we have presented construction rules of a new class
of quasiperiodic photonics lattices constructed with Fibonacci and Thue-Morse
sequences to realize deterministic LQWs. We would like to stress here that the
construction rules can be applied to other quasiperiodic sequences such as Rudin-
Shapiro and other sequences to realize deterministic LQWs. Although the structures
of the proposed QPLs are straightforward to make, the outcome results of LQWs
are programmable and predictable, in contrast with randomly disordered systems.
We have also presented an effective method of simulation of single-photon QWs in
complicated structures based on beam propagation method (BPM). Furthermore,
results of LQWs in the proposed symmetrical QPLs and in the Fibonacci spacing
sequence (FSS) lattices are presented in detail. The unique features of QPLs that are
of potential use for applications requiring symmetrical LQWs have also been
discussed.

Finally, as stated earlier single-photon QWs play an important role not only for
understanding the QWs effects and quantum simulations but also in many quantum
applications. However, the application of single-photon states in general is limited
in comparison with multiphoton states. Although our simulation results in this work
are about single-photon QWs, the underlying results of our work show that sym-
metrical LQWs in the proposed QPLs can still be potentially important in general
for quantum applications. For example, the advantage of the QPL scheme relates to
the fact that the output photons localized around a particular output waveguide can
be predictable and controllable with an important wavelength dependence. Also,
regarding quantum communications in general, we can design the output localized
around a particular waveguide using the concept of QPLs of different waveguides
that can also enable low loss unique components. For example, low loss wavelength
filters that are not possible with periodic structures but only with quasiperiodic
structures can be realized.
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Chapter 6

Design of 4-Bit 4-Tap FIR Filter
Based on Quantum-Dot Cellular
Automata (QCA) Technology with
a Realistic Clocking Scheme
Ismail Gassoumi, Lamjed Touil, Bouraoui Ouni
and Abdellatif Mtibaa

Abstract

The increasing demand for efficient signal processors necessitates the design of
digital finite duration impulse response FIR filter which occupies less area and
consumes less power. FIR filters have simple, regular and scalable structures. This
paper represents designing and implementation of a low-power 4-tap FIR filter
based on quantum-dot cellular automata (QCA) by using a realistic clocking
scheme. The QCADesigner software, as widely used in QCA circuit design and
verification, has been used to implement and to verify all of the designs in this
study. Power dissipation result has been computed for the proposed circuit using
accurate QCADesigner-E software. The proposed QCA FIR achieves about 97.74%
reduction in power compared to previous existing designs. The outcome of this
work can clearly open up a new window of opportunity for low-power signal
processing systems

Keywords: QCA technology, QCA designer, FIR filter, low power, QCA pro

1. Introduction

Recently, the design of high-performance digital circuits meeting area, power
and speed metrics has become a challenge. On one side, several digital signal
processing applications are based on complex algorithm which requires great com-
putational power per silicon area. On the other side, there are stringent portability
and energy requirements which further complicate the design task. Therefore,
achieving the required computational throughput with minimum energy consump-
tion has become the key design goal, as it contributes to the total power budget as
well as reliability of target application. So far, VLSI industry has been successfully
following Moore’s law. Simultaneous reduction in critical dimensions and operating
voltage of CMOS transistors yields higher speed and packaging density while
decreasing the silicon area and power consumption [1]. However, this trend of
successive transistor scaling cannot continue for long, as the CMOS technology
is reaching its fundamental physical limits and entails many challenges [2–4].
Low-power digital design is being investigated at all levels of design abstraction.
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At device level, a number of CMOS alternatives are summarized in International
Technology Roadmap for Semiconductors (ITRS) report such as quantum-dot
cellular automata (QCA), single-electron transistor (SET), carbon nanotube field-
effect transistors (CNTFET) and resonant tunneling diodes (RTD) [5]. The use of
(QCA) on the nanoscale has a promising future because of its ability to achieve high
performance in terms of device density, clock frequency and power consumption
[6–9]. Essentially, QCA offers potential advantages of ultralow-power dissipation.
QCA is expected to achieve very high device density of 1012 device/cm2 and
switching speeds of 10 ps and a power dissipation of 100 W/cm2 [10]. These
features, which are not offered by CMOS devices, can open new opportunities to
save power in mobile systems design. In addition, they can make the proposed QCA
approach useful for signal and image processing systems applied on portable com-
munication devices where real-time processing and low-power consumption are
needed in today’s world in order to extend battery life. Several attempts are made
towards the cost-effective realization of QCA circuit in [11–19]. Whereas QCA
technology has advantages over CMOS technology, various limitations are identi-
fied. Its include placing long lines of cells among clocking zones which leads to
thermal fluctuation issue and increases delay of the circuit. Recently, a universal,
scalable, and efficient (USE) clocking scheme [20] is a proposed technique to
overcome the mentioned limitations. This scheme can design feedback paths with
different loop sizes. It is regular and flexible enough to allow placement and
routing, besides avoiding thermodynamic effects due to long wires. On the other
hand, for designing several digital signal processors (DSP), finite impulse response
(FIR) filter is widely used as a critical component. For their guaranteed linear
phase and stability, the FIR filter is used for the conception of very highly efficient
hardware circuits. Theses circuits perform the key operation in various recent
mobile computing and portable multimedia applications. We denote high-
efficiency video coding (HEVC), channel equalization, speech processing,
software-defined radio (SDR) and others. Indeed, an efficient FIR filter design
essentially improves the performance of a complex DSP system. This fact pushed
designers to search for new methods to grant low-power consumption for FIR filter
[21–28]. QCA logic design circuit is stimulated by its applications in low-power
electronic design. It has lately attracted significant attention. All these above factors
motivate us to investigate a new architecture around QCA by using USE clocking
scheme, which can efficiently perform FIR operation.

The main concern of this paper is to present a new design for FIR filter based on
QCA technology which yields significant reduction in terms of power. This paper is
organized as follows. Section 2 presents the background of FIR filter structures.
Section 3 indulges the preliminaries of QCA technology. Section 4 discusses the FIR
filter power optimization by QCA technology. Section 5 shows the discussions and
results of the proposed FIR filter-based technology. Finally, conclusions are drawn
in Section 6.

2. Background of FIR filter structures

FIR filters are important building blocks among the various digital signal
processing applications. Recently, due to the popularity of the portable battery-
powered wireless communication systems, low-power and high-performance
digital filter designs become more and more important.

An nth order FIR filter performs N-point linear convolution of input sequence
with filter coefficients for new input sample. The transfer function of the linear
invariant (LTI) FIR filter can be expressed as the following equation:
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y nð Þ ¼
XN�1

k¼0

hkx n� kð Þ (1)

where N represents the length of the filter, hk is the Kth coefficient, and x n� kð Þ
is the input data at time instant n� kð Þ.

The z transform of the data output is

Y zð Þ ¼ H zð Þ:X zð Þ (2)

where H (z) is the transfer function of the filter, given by

H Zð Þ ¼
XN

k¼0

hkZ�k (3)

Several architectures have been proposed in the last recent years. A filter can be
implemented in direct form (DF) or transposed direct form (TDF) [29]. The trans-
posed form and the direct form of a FIR filter are equivalent. It’s easy to prove that,
in direct form, the word length of each delay element is equal to the word length of
the input signal. However, in the transposed form, each delay element has a longer
word length than that in the direct form. The transposed structure reduces the
critical path delay, but it uses more hardware. DF FIR filter is area-efficient, while
the TDF filter is delay-efficient. In this paper, the architecture of the proposed FIR
filter is presented. It is based on the transposed direct form FIR filter structure as
shown in Figure 1. This structure comprises adders, D flip-flops, and multipliers.

3. QCA review

The QCA approach, introduced in 1993 by Lent et al. [6], is able to replace devices
based on field-effect transistor (FET) on nanoscale. This nanotechnology was con-
ceived based on some of Landauer’s ideas regarding energy-efficient and robust digital
devices [30]. It consists of an array of cells. Each cell contains four quantumdots at the
corner of a square which can hold a single electron per dot. Only two electrons
diametrically opposite are injected into a cell due to Coulomb interaction [31].
Through Coulombic effects, two possible polarizations (labeled�1 and 1) can be
shaped. These polarizations are represented by binary “0” and binary “1” as shown in
Figure 2. Figure 3 shows the propagation of logic “0” and logic “1,” respectively, from
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y nð Þ ¼
XN�1

k¼0

hkx n� kð Þ (1)

where N represents the length of the filter, hk is the Kth coefficient, and x n� kð Þ
is the input data at time instant n� kð Þ.
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Y zð Þ ¼ H zð Þ:X zð Þ (2)

where H (z) is the transfer function of the filter, given by

H Zð Þ ¼
XN

k¼0

hkZ�k (3)
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input to the output in QCA binary wires due to the Coulombic repulsion. Generally, in
neighboring cells, the coulombic interaction between electrons is used to implement
many logic functions which are controlled by the clocking mechanism [32].

A majority and inverter gates are the fundamental logic gates in the QCA
implementations which are composed of some QCA cells as shown in Figure 4 [7, 33].
Furthermore, the majority gate acts as an AND gate and OR gate just by setting one
input permanently to 0 or 1. It has a logical function that can be expressed by Eq. (4):

MV a, b, cð Þ ¼ ABþ BCþ AC (4)

3.1 QCA clocking

The clocking system is an important factor for the dynamics of QCA. Its princi-
pal functions are the synchronization of data flows and the implementation of

Figure 2.
Two different polarizations of quantum-dot cell.

Figure 3.
QCA binary wires.

Figure 4.
Standard gates: Inverter gate (a) and majority gate (b, c).
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adiabatic cell operation which enables QCA circuits with high energy efficiency
[34]. Generally, QCA clocking is presented with four different phases which are
switch, hold, release and relax as illustrated in Figure 5. During the switch phase,
which actual computations are occurred, the barriers are raised, and a cell is
affected by the polarization of its adjacent cells, and a distinctive polarity is
obtained. During the hold phase, the barriers are high, and the polarization of the
cell is retained. During the release phase, the barriers are lowered, and the cell loses
the polarity. During the relax phase, the cell is non-polarized [35].

Over recent years, various clocking schemes have been proposed, but they have
introduced some difficulties such as long paths for feedbacks [35]. Recently, USE
clocking scheme is a proposed technique for clocking and timing of the QCA
circuits. It may be implemented using actual fabrication technologies of integrated
circuits. This scheme can design feedback paths with different loop sizes, and its
routing is flexible [20]. It defines a grid of clock zones, which are consecutively
numbered from 1 to 4 as depicted in Figure 6. This grid ensures the correct
arrangement for the clock zones. Much information about the clocking circuitry are
mentioned in [20].

Figure 5.
QCA clock zones.

Figure 6.
QCA USE structure.
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4. QCA FIR implementation

The proposed QCA FIR filter consists of three principal components:

• A D flip-flop to implement a simple delay

• A multiplier to implement the coefficients

• An adder to sum the nodes at the end of each tap

4.1 QCA D flip-flop

Flip-flop is a circuit that may be used to store state information (“0” or “1” logic
value). Here, the structure of the proposed D flip-flop is illustrated in Figure 7a
which includes three majority gates and one inverter gate. The logic equation of
the D flip-flop is represented by the following equation:

Q tð Þ ¼ CLk:Dþ CLk:Q t�1ð Þ

Figure 7b illustrates the proposed QCA flip-flop. It includes 79 cells with an area
of 0.15 μm2. It takes five clock periods for the inputs to reach the output, and first
meaningful output comes on the sixth clock.

4.2 QCA 4 � 4 multiplier

Multiplier plays an important role in DSP systems. In divers’ DSP application, it
is not needed to utilize all output bits of multiplier. As in most of the FIR imple-
mentation, the FIR output can also be obtained using only the MSB bits of the
multiplier output [29]. In literature, there are various algorithms of multiplier such
as array multiplier, parallel multiplier and booth multiplier [36–39], which con-
sumed more area and could not meet the criteria of propagation delay. This problem
has been overcome in this paper by making use of Vedic multiplier which is much
faster with minimum propagation delay [40–43]. To design the QCA circuit, we
have used the version of the circuit proposed in [44]. Figure 8 demonstrates the
schematic of 4-bit Vedic multiplier architecture where A ¼ A3A2 …A0 and B ¼
B3B2 …B0 are the inputs and the outputs signal for the multiplication result are P ¼
P7P6… …P0. The implementation of this multiplier can be done by using four 2 � 2
Vedic multiplier blocks and three 4-bit adder blocks.

Figure 7.
Proposed (a) logical diagram and (b) QCA layout of D flip-flop.
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4.2.1 QCA 4-bit parallel adder

The 4-bit adder performs computing function of the FIR filter. Therefore, the
half and the full adder are used to construct the 4-bit binary adder. The proposed

Figure 8.
Block diagram of 4-bit Vedic multiplier.

Figure 9.
Proposed (a) logical diagram, (b) QCA layout and (c) timing graph of half adder circuit.
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half adder is composed by three majority gates and one inverter gate. Figure 9
shows the block diagram and the QCA layout of the proposed half adder. It consists
of 232 cells covering an area of 0.76 μm2. It needs 16 clock phases to generate the
sum and carry outputs. In addition, the proposed full adder consists of three major-
ity gates and two inverters. Figure 10 depicts the block diagram and the QCA layout
of the proposed full adder. For the proposed QCA full adder, the required number
cells is 349, and the required area is 0.76 μm2. It requires 16 clock phases. The
parallel adder layout in size of 4-bit is depicted in Figure 11. It is designed by
cascading one-half adder and three 1-bit adders. In this way, the carry out (Cout) is
then transmitted to the carry in (Cin) of the next higher-order bit. The final
outcome creates a sum of 4 bits plus a carry out (Cout 4). This design uses 2735 cells
in its structure. It consists of a circuit area of 11.46 μm2. This circuit has a critical
path length of 61 clock zones which is designated by a blue dashed line.

4.2.2 QCA 2 � 2 vedic multiplier

The block diagram of 2 � 2 bit Vedic multiplier is shown in Figure 12. Firstly,
B0 is multiplied with A0; the generated partial product is considered as an LSB of
final product.

Secondly, B0 is multiplied with A1,and B1 is multiplied with A0. To add the
generated partial products (B0*A1+ A0*B1), a QCA half adder is required, which
generates a 2-bit result (Carry and S1), in which S1 is considered as the second bit of
the final product and Carry is saved as pre-carry for the next step.

Figure 10.
Proposed (a) logical diagram, (b) QCA layouts and (c) simulation result of full adder circuit.
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Finally, B1 is multiplied with A1, and the overall product term will be obtained
for 2 � 2 Vedic multiplier. Here, four majority gates and two half adder circuits are
used, and the output will be four bits (s0, s1, s2 and s3).

Figure 12.
2 � 2 block diagram.

Figure 11.
Proposed QCA layouts of 4-bit parallel binary full adder.
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The proposed 2 � 2 multiplier takes only 1683 QCA cells with a region of
8.42 μm2.The simulated result of the proposed Vedic multiplier confirms that the
expected operation is correctly achieved with 60 clock zones delay as depicted in
Figure 13.

Parameter Value

Number of samples 12,800

Convergence tolerance 0.001000

Radius of effect 65,000000 (nm)

Relative permittivity 12,900,000

Clock low 3800000e-023

Clock high 9800000e-022

Clock shift 0,000000e+000

Clock amplitude factor 2,000,000

Layer separation 11,500,000

Maximum iterations per sample 100

Table 1.
Bistable approximation parameter model.

Figure 13.
The QCA implementation of 2 � 2 multiplier.
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4.3 QCA adder

Since the FIR output can be obtained using only the MSB bits of the Vedic
multiplier output, for the proposed structure of FIR filter, we need a 4-bit QCA
adder. The same 4-bit adder designed above is used in this subsection (Table 1).

5. Results and discussions

The complete QCA FIR design is implemented using the functional units
discussed in the previous section. The implementation and the simulation of the
proposed hardware designs are achieved by using QCADesigner 2.0.3 tool [45]. The
coherence vector simulation engine is used for this purpose. Table 2 depicts the
simulation parameters. In the first step, the sub-module schematic and layout is
completed and verified by functional simulations.

These designs have been implemented using a free and a regular USE clock
scheme. In addition, we have successfully demonstrated that sub-module design of
FIR unit properly satisfies all logic and timing constraints by using the 4 � 4 USE
grid with a square dimension of 5 � 5 QCA cells. In this direction, with a well-
defined methodology and regular timing zones, this design is a standard candidate
for fabrication. We note that our proposed entire system requires a huge number of
QCA cells mostly due to the long wires necessary to delay compensation. Since the
proposed FIR circuit based on QCA technology has started to bloom, we have only
compared the full adder module with regular standard scheme circuits. Table 2
shows a comparison of the proposed full adder with some existing designs [35, 46].
The proposed full adder has 1.13, 56.9 and 11% improvements, respectively, in
terms of cell count, area occupation and circuit latency as compared to that
reported in [35].

In QCA technology, the power consumption of any circuit depends on the
number of majority and inverter gates [47]. Therefore, this technology reduces
more power than CMOS technology. The consumption of FIR unit in QCA-18 nm
technology is valuing 1.6 mW. This value is carried out using QCADesigner-E
software [48].

However, the QCA FIR circuit requires 97.74% lesser power consumption than
the previous existing designs [49]. In addition, the proposed design of FIR filter can
operate at a higher frequency (upper than 1 GHz) than the conventional solution,
and it can be useful for future digital signal processing applications for providing
excellent processing speed. The overall performance of the proposed QCA design is
therefore superior to the existing techniques in terms of power consumption. In this
way, we think that this work forms an essential step in the building of QCA circuits
for low-power design in this area.

Influence of temperature variations on the polarization of the proposed design
has also been investigated. Figure 14 illustrates the effect of polarization on output
of FIR circuit due to temperature variations. QCADesigner tool is used to observe
this effect. By increasing temperature the AOP of any output cell of the QCA circuit

Design Cell count Area (μm2) Clock no. cycle

Full adder [35]
Full adder [46]
Proposed full adder

353
324
349

1.764
0.77
0.76

18
18
16

Table 2.
Comparison of various full adders.
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is decreased. Therefore, between 1 K and 7 K, the FIR circuit works efficiently. Over
7 K, the circuit falls down radically and produces incompatible outputs.

6. Conclusion

Design of low-power high-speed FIR filter is always a challenge for DSP appli-
cations. In this article, a novel design of FIR filter architecture in the QCA technol-
ogy has been presented. The functionality of the proposed circuits has been verified
with QCADesigner version 2.0.3 software. The proposed QCA FIR achieves up to
1 GHz frequency and consumes 1.6 mW power. By comparison of previous designs
and the proposed design, it could be concluded that the proposed design has appro-
priate features and performance. Therefore, this work will provide better silicon
area utilization, maximization of clock speed and very low-power consumption
than traditional VLSI technology. It should be an important step towards high-
performance and low-power design in this field. Future extensions, such as various
applications based on this QCA FIR unit, could be investigated.
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Figure 14.
Effect of polarization on output of FIR filter due to temperature.
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is decreased. Therefore, between 1 K and 7 K, the FIR circuit works efficiently. Over
7 K, the circuit falls down radically and produces incompatible outputs.

6. Conclusion

Design of low-power high-speed FIR filter is always a challenge for DSP appli-
cations. In this article, a novel design of FIR filter architecture in the QCA technol-
ogy has been presented. The functionality of the proposed circuits has been verified
with QCADesigner version 2.0.3 software. The proposed QCA FIR achieves up to
1 GHz frequency and consumes 1.6 mW power. By comparison of previous designs
and the proposed design, it could be concluded that the proposed design has appro-
priate features and performance. Therefore, this work will provide better silicon
area utilization, maximization of clock speed and very low-power consumption
than traditional VLSI technology. It should be an important step towards high-
performance and low-power design in this field. Future extensions, such as various
applications based on this QCA FIR unit, could be investigated.
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Chapter 7

DFT Study on Interaction of 
Estrone and Imidazolium-Based 
Hydrophobic Ionic Liquids
Sai Saravanan Ambi Venkataramanan and 
Ramalingam Anantharaj

Abstract

Affinity of estrone on imidazolium-based hydrophobic ionic liquids was com-
puted at the B3LYP/6-31G(d) level. Columbian interactions and other closed-shell 
interactions, in general, were observed to be pivotal to the binding of the EDC 
species on visualizing the optimized structures as well as probing the proximity of 
electronegative and electropositive groups between estrone and ionic liquids. The 
interaction strength was also studied using calculation of binding energy values of 
each system. [BMIM]+[PF6]− was found to be the most binding ionic liquid. Estrone 
was found to be highly bonded in the vicinity of [PF6]− species with a binding 
energy of −9.57 kcal/mol. The Ionic Liquids under study, [BMIM]+[NTF2]− and 
[BMIM]+[BF4]−, also illustrated promising binding nature with binding energies 
of −7.63 and −8.61 kcal/mol. AIM analysis was carried out to validate the nature of 
intermolecular interactions by calculating the topological properties at (3,−1) bond 
critical points.

Keywords: DFT, endocrine disrupting compounds, computational quantum 
chemistry, molecular interaction

1. Introduction

Chemical substances that inhibit the reception sites in endocrine systems in 
our body are collectively termed as endocrine-disrupting compounds (EDCs). 
These carcinogens are proliferating in large quantities in all forms of water media, 
ranging from domestic water to ocean streams [1]. Although these contaminations 
are extremely minimal in quantity, such as in the order of ppm, these prove to be a 
significant competitive inhibitor and obstruct the transmission of endocrine hor-
mones to certain parts of our bodies leading to a diverse array of problems, includ-
ing development of cancerous tissues and abnormal change in sexual orientation of 
a person altogether. Recent research works in the domain of wastewater treatment 
have shed some light on this issue stating that most wastewater discharge plants and 
sewage treatment plants currently being operated in the industry are also affected 
by exposure to EDCs [2].

Ionic liquids have been reported as novel green solvents in various domains rang-
ing from catalysis [3] to extraction [4], owing to its ease in screening of these solvents 
by subtle manipulation of thermodynamic variables. A review publication by Tomasi 
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et al. [5] presents a theoretical study of quantum mechanical continuum solvation 
models which is developed to overcome computational costs which attribute via 
explicit introduction of solvent molecules over the solute phase. Multiple articles have 
been presented using hydrophobic ionic liquids and DES for extraction of potential 
endocrine descriptors such as diethylstilbestrol, bisphenol-A, and dichlorodiphenyl-
trichloroethane (DDT) [6]. However, less emphasis is shed toward compounds such 
as estrone and other estrogen-based endocrine-disrupting compounds, in general.

Ab initio-based quantum chemistry methods attempt to solve the Schrödinger 
equation to extract intricate details such as electron distribution, underlying 
molecular interaction, as well as reactivity in a proposed virtual environment. 
Recent advancements in computational facilities have paved way to run these simu-
lations in a much faster means and have also enabled theoretical chemists to solve a 
range of problems in disciplines ranging from spectroscopy [7] to solvent extraction 
[8]. In this work, we use ab initio calculations using benchmarked computational 
procedures to study the interacting behavior of estrone and ionic liquids such as 
[BMIM]+[NTF2]−, [BMIM]+[PF6]−, and [BMIM]+[BF4]−. This study is meant to be 
a primer for understanding the affinity of estrone so as to theoretically validate if 
the solvent is a potential extractor when commercially employed in standard liquid-
liquid extraction procedures.

2. Computational section

2.1 Overview of computational quantum chemistry

Density functional theory (DFT) is one of the most commonly employed 
methods to solve Schrödinger’s equation by proposing a few justifiable approxima-
tions. In contradiction to the wave function methods used earlier, this method is 
the perfect adaptation for solving large systems involving a huge network of atoms 
and molecules. Since many rudimentary terms are overlapping in both the methods, 
the most primitive Hartree-Fock (HF) theory is used to explain the terms in a more 
elegant manner.

The energy computed from this method will take into account the potential 
energy of electrons and nuclei based on the relative positions with respect to each 
other as well as the average kinetic energy of electrons in every orbital. Assuming 
Born-Oppenheimer approximation, the relative velocity of nuclei is considered 
insignificant and so does its contribution in the kinetic energy of the system. The 
columbic interaction of electrons with respect to each other is brought about by 
assuming a mean field wherein each electron interacts with the averaged field of all 
the other electrons.

Kohn and Sham’s work, in particular, attracted many researchers working in the 
field of DFT as they attempted to use the standard self-consistent field method to 
obtain the exchange-correlation energies as well apart from the basic Columbian 
energies obtained from HF theory [9]. Therefore, owing to their contribution, 
DFT is also colloquially referred to as Kohn-Sham (KS) formalism. Perdew et al. 
[10] proposed the advancements in the field of DFT functionals to that of a lad-
der, where every step leads to a better approximation and, hence, accuracy. The 
drawback of DFT method is that it can be used only for ground state computations 
as well as does not, by itself, reveal a detailed picture of electronic distribution 
owing to which, the optimized structure may not show any key resemblance 
when compared with other higher accurate methods. However, HF assumes linear 
combination of atomic orbital (LCAO) which helps to elucidate primitive picture 

97

DFT Study on Interaction of Estrone and Imidazolium-Based Hydrophobic Ionic Liquids
DOI: http://dx.doi.org/10.5772/intechopen.86821

of electrons in the molecule and, hence, can be used as an input for the method of 
higher accuracy, such as the configuration interaction method, which are collec-
tively termed as post-HF methods.

DFT methods used in the present scenario describe the changes in total energy 
of the system, via exchange and correlation of electrons and electrons and nuclei 
using hybrid functionals. These sets of mathematical functions utilize a subset 
of exact exchange from HF, while the remaining uses predefined functions from 
each individual pure functional [11]. The most commonly used hybrid functional, 
obtained as a result of this implementation, is the B3LYP hybrid functional. As for 
the basis is concerned, standard 6-31G(d) basis set is invoked though higher accu-
rate ECP sets are available [12] simply due to the fact that various literature studies 
in ionic liquids akin to that of ours have obtained better results using this model 
chemistry in conjunction with B3LYP.

2.2 Computational details and methodology

The interacting monomers, namely, estrone and each of the three ionic liquids 
[BMIM]+[NTF2]−, [BMIM]+[PF6]−, and [BMIM]+[BF4]−, were constructed using 
Gaussview6 [13] and were optimized separately at the B3LYP/6-31G(d) level using 
Gaussian16 program [14] to find the corresponding geometry and energy at the 
ground state. Since all the bonding parameters of the monomers are unknown, 
none of them were restricted under optimization.

The estrone is then introduced selectively to various regions in the vicinity of 
the ionic liquid such as near the electropositive and electronegative moieties, the 
imidazolium ring, and the cation and anion groups of ionic liquid to search for all 
possible interaction sites of the EDC. All these optimized systems can be visualized 
as various minima in the potential energy surface (PES), and only the properties 
and structure corresponding to the global minimum are presented for discussion.

The absence of imaginary frequencies at all optimized ground states justified 
that the proposed geometry is a minimum in the PES and not a transition state (TS) 
intermediate.

The keyword “output = wfn” is invoked along with the default settings to create.
wfn extension file which is then used in multiwfn package to calculate topological 
properties at all bond critical points.

3. Results and discussion

3.1 Optimized structures of the complex at the B3LYP/6-31G(d) level

Optimized structures of estrone/ionic liquid complexes are depicted in Figure 1. 
Estrone was found closer to the anion species, especially just near the electronega-
tive atoms having most negative partial charges in all the three cases. For instance, 
in the case of [BMIM]+[NTF2]− and estrone, apart from O▬H and F▬H interac-
tions which are visible from the proximity of the groups at the optimized structure, 
it can be seen that there is a substantial difference in the partial atomic charges 
of S(1.125e) and C(−0.394e) at one end followed by partial atomic charges 0.6e 
and −0.49e on the carbon-bearing fluoride and hydrogen atoms on [NTF2]− and 
estrone, respectively. While in the other case such as [BMIM]+[BF4]− and estrone, 
the vicinity of the bromine and fluoride is not justified by oppositely polarized 
moieties in estrone, however, also not indicative of an open-shell or covalent 
interaction as well simply because all the outer shell electrons of the atoms involved 
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higher accuracy, such as the configuration interaction method, which are collec-
tively termed as post-HF methods.

DFT methods used in the present scenario describe the changes in total energy 
of the system, via exchange and correlation of electrons and electrons and nuclei 
using hybrid functionals. These sets of mathematical functions utilize a subset 
of exact exchange from HF, while the remaining uses predefined functions from 
each individual pure functional [11]. The most commonly used hybrid functional, 
obtained as a result of this implementation, is the B3LYP hybrid functional. As for 
the basis is concerned, standard 6-31G(d) basis set is invoked though higher accu-
rate ECP sets are available [12] simply due to the fact that various literature studies 
in ionic liquids akin to that of ours have obtained better results using this model 
chemistry in conjunction with B3LYP.

2.2 Computational details and methodology

The interacting monomers, namely, estrone and each of the three ionic liquids 
[BMIM]+[NTF2]−, [BMIM]+[PF6]−, and [BMIM]+[BF4]−, were constructed using 
Gaussview6 [13] and were optimized separately at the B3LYP/6-31G(d) level using 
Gaussian16 program [14] to find the corresponding geometry and energy at the 
ground state. Since all the bonding parameters of the monomers are unknown, 
none of them were restricted under optimization.

The estrone is then introduced selectively to various regions in the vicinity of 
the ionic liquid such as near the electropositive and electronegative moieties, the 
imidazolium ring, and the cation and anion groups of ionic liquid to search for all 
possible interaction sites of the EDC. All these optimized systems can be visualized 
as various minima in the potential energy surface (PES), and only the properties 
and structure corresponding to the global minimum are presented for discussion.

The absence of imaginary frequencies at all optimized ground states justified 
that the proposed geometry is a minimum in the PES and not a transition state (TS) 
intermediate.

The keyword “output = wfn” is invoked along with the default settings to create.
wfn extension file which is then used in multiwfn package to calculate topological 
properties at all bond critical points.

3. Results and discussion

3.1 Optimized structures of the complex at the B3LYP/6-31G(d) level

Optimized structures of estrone/ionic liquid complexes are depicted in Figure 1. 
Estrone was found closer to the anion species, especially just near the electronega-
tive atoms having most negative partial charges in all the three cases. For instance, 
in the case of [BMIM]+[NTF2]− and estrone, apart from O▬H and F▬H interac-
tions which are visible from the proximity of the groups at the optimized structure, 
it can be seen that there is a substantial difference in the partial atomic charges 
of S(1.125e) and C(−0.394e) at one end followed by partial atomic charges 0.6e 
and −0.49e on the carbon-bearing fluoride and hydrogen atoms on [NTF2]− and 
estrone, respectively. While in the other case such as [BMIM]+[BF4]− and estrone, 
the vicinity of the bromine and fluoride is not justified by oppositely polarized 
moieties in estrone, however, also not indicative of an open-shell or covalent 
interaction as well simply because all the outer shell electrons of the atoms involved 



Advances in Quantum Communication and Information

98

Figure 1. 
Optimized structures of [BMIM]+[NTF2]− and estrone (a), [BMIM]+[BF4]− and estrone (b), and 
[BMIM]+[PF6]− and estrone (c) complexes at the B3LYP/6-31G(d) level.
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are already satisfied while, at the same time, not providing any window of oppor-
tunity for extending the coordination due to the absence of d-type orbitals in their 
individual atomic structure. These results suggest that electrostatic interactions 
and other closed-shell interactions between atoms of complimentary polarities are 
predominant when compared to the effects of covalent interactions and π cloud 
effects contributed via imidazolium ring.

3.2 Interaction energy calculations

The schematic representation for complex formation is given by Eq. (1):

  A + B → A⋯B   (1)

in which A, B, and A ⋯ B represent the estrone, ionic liquid, and estrone/ionic 
liquid complex, respectively.

Interaction energy calculations give a numerical estimate of the ability of the 
EDC to interact with the ionic liquid by means of chemisorptions occurring at the 
molecular level. These values are determined by Eq. (2):

   ∆ E  int   =  E  A⋯B   −  [ E  A   +  E  B  ]    (2)

These interaction energy values are tabulated in Table 1. It is to be noted that the 
values presented here include the zero-point correction.

Negative values indicate good interaction behavior of estrone in the presence 
of the ionic liquid. In comparison, it can be seen that [BMIM]+[PF6]− and estrone 
system bind the complex with stronger interaction strength contributing to the 
highest negative binding energy of −9.57 kcal/mol.

Model chemistry: B3LYP/6-31G*

Molecule/system Total electronic 
energy (Hartrees)

System Interaction energy

(Hartrees) (kcal/mol)

[BMIM]+[NTF2]− −2250.231194 [BMIM]+[NTF2]− 
and estrone

−0.012152 −7.63

Estrone −849.256955 [BMIM]+[PF6]− and 
estrone

−0.015246 −9.57

[BMIM]+[PF6]− −1363.714993 [BMIM]+[BF4]− and 
estrone

−0.013718 −8.61

[BMIM]+[NTF2]− 
and estrone

−3099.500301

[BMIM]+[PF6]− and 
estrone

−2212.987194

[BMIM]+[BF4]− −847.587891

[BMIM]+[BF4]− and 
estrone

−1696.858564

Total electronic energy of various species in Hartrees is also provided for reference, all results obtained at the 
B3LYP/6-31G(d) level.
*Denotes addition of (d) polarizable function to the 6-31G Basis set.

Table 1. 
Interaction energy of various estrone/ionic liquid systems in Hartrees and kcal/mol.



Advances in Quantum Communication and Information

98

Figure 1. 
Optimized structures of [BMIM]+[NTF2]− and estrone (a), [BMIM]+[BF4]− and estrone (b), and 
[BMIM]+[PF6]− and estrone (c) complexes at the B3LYP/6-31G(d) level.

99

DFT Study on Interaction of Estrone and Imidazolium-Based Hydrophobic Ionic Liquids
DOI: http://dx.doi.org/10.5772/intechopen.86821

are already satisfied while, at the same time, not providing any window of oppor-
tunity for extending the coordination due to the absence of d-type orbitals in their 
individual atomic structure. These results suggest that electrostatic interactions 
and other closed-shell interactions between atoms of complimentary polarities are 
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[BMIM]+[BF4]− −847.587891

[BMIM]+[BF4]− and 
estrone
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Total electronic energy of various species in Hartrees is also provided for reference, all results obtained at the 
B3LYP/6-31G(d) level.
*Denotes addition of (d) polarizable function to the 6-31G Basis set.

Table 1. 
Interaction energy of various estrone/ionic liquid systems in Hartrees and kcal/mol.
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Figure 2. 
Optimized structures of [BMIM]+[NTF2]− and estrone (a), [BMIM]+[PF6]− and estrone (b), and 
[BMIM]+[BF4]− and estrone (c) complexes at the B3LYP/6-31G(d) level containing (3,−1) bond critical points 
(in orange). Color code: white, hydrogen; red, oxygen; yellow, carbon; royal blue, nitrogen; light blue, fluorine; 
pink, boron; brown, phosphorous; and dark yellow, sulfur; orange, (3,−1) bond critical point.
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3.3 Atoms in molecule (AIM) analysis

(3,−1) Bond critical points (BCPs) obtained from atoms in molecule (AIM) 
analysis are presented as the representation index of the electronic interaction and 
distribution between a given bond pair in this study. Multiwfn software is used to 
calculate the topological properties of bond critical points and perform complete 
AIM analysis [9]. Figure 2 gives a visual representation of (3,−1) BCPs of estrone/
ionic liquid complexes. Previous literature studies proposed that the non-covalent 
interacting nature can alternatively be described by examining the ratio of 
Lagrangian kinetic energy (G(rc)) and potential energy density (V(rc)) given by 
[−G(rc)/V(rc)] [15]. The aforementioned ratio at (3,−1) bond critical points is used 
to determine the nature of interactions.

This topological study is used as a validation tool to justify the proximity of 
estrone in various cases. Firstly, on introduction of [BMIM]+[NTF2]−, we can see 
multiple hydrogen-bonded interactions with O and F atoms, evident with the dis-
cussion provided in the first section. Since these are hydrogen-bonded interactions 
and, hence, clearly non-covalent, other interactions such as the C▬F interaction 
between estrone carbon and F atom on [NTF2]− are investigated. At this intermo-
lecular critical point, we have G(rc) and V(rc) values of 0.003604 and −0.002431, 
respectively, clearly having a ratio greater than 1. In the second case, pertaining 
to [BMIM]+[PF6]−, akin to the first case, most interactions are hydrogen-bonded 
interactions apart from the C-H interactions between the cation of the ionic liquid 
and hydrogen of the EDC. The two critical points obtained bear G(rc) and V(rc) 
values of 0.002434, 0.002517 and −0.001707, −0.001741, respectively. In the case 
of [BMIM]+[BF4]−, all intermolecular interactions are F-bonded interactions which 
simply arise out of difference in electronegativities and, hence, are completely non-
covalent interactions.

Moreover, all interactions were found to have positive Laplacian of electron 
density at the intermolecular critical points (in the range of 0.01eÅ−5), which sug-
gests closed-shell interaction nature. All the three cases reveal that intermolecular 
interactions are completely non-covalent in nature in conjunction with the observa-
tion made on assessing the optimized structure.

4. Conclusions

The interaction behavior of (1:1) estrone and imidazolium-based hydropho-
bic ionic liquids such as [BMIM]+[NTF2]−, [BMIM]+[PF6]−, and [BMIM]+[BF4]− 
was studied at the B3LYP/6-31G(d) level of theory. The optimized structures 
were presented to study the vicinity of EDC with respect to each ionic liquid. 
The ZPE-corrected binding energy values were found to be negative, indicating 
fruitful interaction of the EDC and ionic liquid species. Based on the interac-
tion strength, the affinity of estrone on ionic liquids can be described as [BMI
M]+[PF6]− > [BMIM]+[BF4]− > [BMIM]+[NTF2]−. AIM analYsis was carried out 
to find the nature of interactions, so as to get the electronic distribution at the 
intermolecular region. It was found out that all interactions were characterized 
by positive Laplacian of electron density and −G(rc)/V(rc) > 1 at intermolecular 
critical points illuminating the non-covalent nature of interactions existing 
between EDC and ionic liquids.
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Chapter 8

Schrödinger’s Cat and His Timeless 
(t = 0) Quantum World
Francis T.S. Yu

Abstract

The most famous cat in modern physics must be the Schrodinger’s cat, in which 
he hypothesized that his cat cannot be determined alive or dead until we look into 
his box, by which the paradox of his half-live cat had been puzzling the quantum 
physicists over three quarter of a century since Schrödinger disclosed it in a 
Copenhagen forum in 1935. Since the disclosure, the paradox has been debated by 
Einstein, Bohr, Schrodinger, and many other renowned physicists, until now. We 
have found the cause of the paradox, and we will show in this chapter of which the 
hypothesis of Schrodinger’s cat is not a paradox after all. It was the timeless radio-
active particle he introduced into the box, since timeless and temporal spaces are 
mutually exclusive. We will show that the whole quantum world is timeless  
(i.e., t = 0), since quantum mechanics can be regarded as mathematics.

Keywords: Schrödinger’s cat, quantum mechanics, superposition principle,  
timeless subspace, temporal space

1. Introduction

One the most famous cats in science must be the Schrödinger’s cat in quantum 
mechanics, in which the cat can be either alive or dead at the same time, unless 
we look into the Schrödinger’s box. The life of Schrödinger’s cat has been puzzling 
the quantum physicists for over eight decades as Schrödinger disclosed it in 1935. 
In this chapter, I will show that the paradox of the cat’s life is primarily due to the 
underneath subspace in which the hypothetical subatomic model is submerged 
within a timeless empty subspace (i.e., t = 0). And this is the atomic model that all 
the particle physicists, quantum scientists, and engineers had been using for over 
a century, since Niels Bohr proposed it in 1913. However, the universe (our home) 
is a temporal space (i.e., t > 0), and it does not allow any timeless subspace in it. I 
will show that by immersing the subatomic model into a temporal subspace, instead 
of a timeless subspace, the situation is different. I will show that Schrödinger’s cat 
can only either be alive or dead, but not at the same time, regardless if we look into 
or not look into the Schrödinger’s box. Since the whole quantum space is timeless 
(i.e., t = 0), we will show that the fundamental superposition principle fails to exist 
within our temporal space but only existed within a timeless virtual space. This is 
by no means of saying that timeless quantum space is a useless subspace. On the 
contrary it has produced numerous numbers of useful solutions for practical appli-
cation, as long as the temporal or causality condition (i.e., t > 0) is not the issue. In 
short, we have found the hypothesis of Schrödinger’s cat is not a physical realizable 



107

Chapter 8

Schrödinger’s Cat and His Timeless 
(t = 0) Quantum World
Francis T.S. Yu

Abstract

The most famous cat in modern physics must be the Schrodinger’s cat, in which 
he hypothesized that his cat cannot be determined alive or dead until we look into 
his box, by which the paradox of his half-live cat had been puzzling the quantum 
physicists over three quarter of a century since Schrödinger disclosed it in a 
Copenhagen forum in 1935. Since the disclosure, the paradox has been debated by 
Einstein, Bohr, Schrodinger, and many other renowned physicists, until now. We 
have found the cause of the paradox, and we will show in this chapter of which the 
hypothesis of Schrodinger’s cat is not a paradox after all. It was the timeless radio-
active particle he introduced into the box, since timeless and temporal spaces are 
mutually exclusive. We will show that the whole quantum world is timeless  
(i.e., t = 0), since quantum mechanics can be regarded as mathematics.

Keywords: Schrödinger’s cat, quantum mechanics, superposition principle,  
timeless subspace, temporal space

1. Introduction

One the most famous cats in science must be the Schrödinger’s cat in quantum 
mechanics, in which the cat can be either alive or dead at the same time, unless 
we look into the Schrödinger’s box. The life of Schrödinger’s cat has been puzzling 
the quantum physicists for over eight decades as Schrödinger disclosed it in 1935. 
In this chapter, I will show that the paradox of the cat’s life is primarily due to the 
underneath subspace in which the hypothetical subatomic model is submerged 
within a timeless empty subspace (i.e., t = 0). And this is the atomic model that all 
the particle physicists, quantum scientists, and engineers had been using for over 
a century, since Niels Bohr proposed it in 1913. However, the universe (our home) 
is a temporal space (i.e., t > 0), and it does not allow any timeless subspace in it. I 
will show that by immersing the subatomic model into a temporal subspace, instead 
of a timeless subspace, the situation is different. I will show that Schrödinger’s cat 
can only either be alive or dead, but not at the same time, regardless if we look into 
or not look into the Schrödinger’s box. Since the whole quantum space is timeless 
(i.e., t = 0), we will show that the fundamental superposition principle fails to exist 
within our temporal space but only existed within a timeless virtual space. This is 
by no means of saying that timeless quantum space is a useless subspace. On the 
contrary it has produced numerous numbers of useful solutions for practical appli-
cation, as long as the temporal or causality condition (i.e., t > 0) is not the issue. In 
short, we have found the hypothesis of Schrödinger’s cat is not a physical realizable 



Advances in Quantum Communication and Information

108

postulation, and his quantum mechanics as well as his fundamental principle of 
superposition is timeless, which behaves like mathematics does.

One important aspect within our temporal universe (or time-dependent uni-
verse) [1, 2] is that one cannot get something from nothing: there is always a price 
to pay. For example, every piece of temporal subspace (or every bit of information) 
takes energy and time to create. And the created subspace (or substance) cannot 
bring back the section of time that has expensed for its creation. Every temporal 
subspace cannot be a subspace of an absolute empty subspace, and any absolute 
empty space cannot have temporal subspace in it. Any science proven within 
our temporal universe is physically real; otherwise, it is fictitious unless it can be 
repeated by experiments.

Science is a law of approximation and mathematics is an axiom of absolute cer-
tainty. Using exact math to evaluate inexact science cannot guarantee the solution 
exists within our temporal subspace. Science is also an axiom of logic; without logic 
science would be useless for practical application.

In addition, all the fundamental sciences need constant revision. For example, 
science has evolved from Newtonian mechanics to Einstein’s theory of relativity 
and to Schrödinger’s quantum mechanics. And the beauty of the fundamental laws 
must be mathematical simplicity, so that their complicated logics and significances 
can be understood easily. And the advantages have been very useful for extending 
scientific researches and their applications.

Nonetheless, practically all the particle sciences were developed from point-
singularity approximation and had been “unintentionally” embedding a point-
singularity atomic model [3] within an empty timeless subspace, as shown in 
Figure 1.

In which we see that, nucleus and electrons were shown by a dimensionless sin-
gularities representation. And we may not be aware that the model is not a physically 
real model, since the submerged background represents a timeless empty subspace. 
However, a timeless empty subspace cannot exist within our temporal universe! 
Although Bohr’s atomic model have been used since the birth of Bohr’s atom [3], its 
background has been mistakenly interpreted as an absolutely empty timeless subspace. 
Strictly speaking, as a whole it is not a physically correct model, and the solution 

Figure 1. 
An isolated Bohr’s atomic model (or a timeless model); h is the Planck’s constant, and v is the radiation 
frequency.
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should not be used for temporal or causality problems. The reason is that the timeless 
subspace model (i.e., t = 0) cannot exist within our temporal space (i.e., t > 0).

On the other hand, any atomic model as presented in Figure 2 is physically real, 
in which we see that a Bohr atom is embedded within a temporal (time-dependent) 
subspace (e.g., our universe).

2. Flaws of a physical model

Basically all the models are approximated. For example, point-singularity 
approximation for an atomic model offers the advantage of simplicity represen-
tation, but it deviates away from a real physical dimension, which causes the 
accuracy in solution. Secondly, physical model embedded within a timeless  
(i.e., t = 0) subspace is absolutely incorrect, since every physical subspace is a tem-
poral (i.e., t > 0) subspace, and it cannot be coexisted with a time-independent 
(or a timeless) subspace [1, 2]. Therefore as we can see, solution obtained from a 
physical model embedded within a timeless empty subspace shown in Figure 2 is 
absolutely incorrect, and it bounds to have incomplete or fictitious solution. The 
fact is that one of the significant reasons other than the singularity approxima-
tion is the temporal or causality condition (i.e., t > 0) which is required as we 
applied within our temporal universe. Therefore as depicted in Figure 1, it is not a 
physical realizable model, since time-dependent (or temporal) atom cannot exist 
within an absolute empty timeless subspace. As shown, it produces physically 
nonexistent fictitious solutions, which is similar as plunging a temporal machine 
into a nontemporal subspace.

On the other hand as referenced to Figure 2, a temporal (time-dependent) 
atomic model which is embedded within a time-dependent (or temporal) sub-
space is a physical realizable model, in which we see that the temporal or causality 
requirement (i.e., t > 0) imposed by our temporal subspace is included. In fact our 
universe was created by a Big Bang explosion followed by the laws of physics, which 
is a temporal (i.e., t > 0) universe [1, 2]. Therefore, any physical system within our 
temporal space has to follow the law of time (or causality condition), so that every 
physical science has to be proven temporal (i.e., t > 0) within our universe (our 
home); otherwise it is a virtual fictitious science.

Figure 2. 
An isolated atomic model embedded in temporal subspace (or a temporal atomic model). f(x, y, z; t); t > 0 
represents a function of three-dimensional space and time t as a forward variable.



Advances in Quantum Communication and Information

108

postulation, and his quantum mechanics as well as his fundamental principle of 
superposition is timeless, which behaves like mathematics does.

One important aspect within our temporal universe (or time-dependent uni-
verse) [1, 2] is that one cannot get something from nothing: there is always a price 
to pay. For example, every piece of temporal subspace (or every bit of information) 
takes energy and time to create. And the created subspace (or substance) cannot 
bring back the section of time that has expensed for its creation. Every temporal 
subspace cannot be a subspace of an absolute empty subspace, and any absolute 
empty space cannot have temporal subspace in it. Any science proven within 
our temporal universe is physically real; otherwise, it is fictitious unless it can be 
repeated by experiments.

Science is a law of approximation and mathematics is an axiom of absolute cer-
tainty. Using exact math to evaluate inexact science cannot guarantee the solution 
exists within our temporal subspace. Science is also an axiom of logic; without logic 
science would be useless for practical application.

In addition, all the fundamental sciences need constant revision. For example, 
science has evolved from Newtonian mechanics to Einstein’s theory of relativity 
and to Schrödinger’s quantum mechanics. And the beauty of the fundamental laws 
must be mathematical simplicity, so that their complicated logics and significances 
can be understood easily. And the advantages have been very useful for extending 
scientific researches and their applications.

Nonetheless, practically all the particle sciences were developed from point-
singularity approximation and had been “unintentionally” embedding a point-
singularity atomic model [3] within an empty timeless subspace, as shown in 
Figure 1.

In which we see that, nucleus and electrons were shown by a dimensionless sin-
gularities representation. And we may not be aware that the model is not a physically 
real model, since the submerged background represents a timeless empty subspace. 
However, a timeless empty subspace cannot exist within our temporal universe! 
Although Bohr’s atomic model have been used since the birth of Bohr’s atom [3], its 
background has been mistakenly interpreted as an absolutely empty timeless subspace. 
Strictly speaking, as a whole it is not a physically correct model, and the solution 

Figure 1. 
An isolated Bohr’s atomic model (or a timeless model); h is the Planck’s constant, and v is the radiation 
frequency.

109

Schrödinger’s Cat and His Timeless (t = 0) Quantum World
DOI: http://dx.doi.org/10.5772/intechopen.86970

should not be used for temporal or causality problems. The reason is that the timeless 
subspace model (i.e., t = 0) cannot exist within our temporal space (i.e., t > 0).

On the other hand, any atomic model as presented in Figure 2 is physically real, 
in which we see that a Bohr atom is embedded within a temporal (time-dependent) 
subspace (e.g., our universe).

2. Flaws of a physical model

Basically all the models are approximated. For example, point-singularity 
approximation for an atomic model offers the advantage of simplicity represen-
tation, but it deviates away from a real physical dimension, which causes the 
accuracy in solution. Secondly, physical model embedded within a timeless  
(i.e., t = 0) subspace is absolutely incorrect, since every physical subspace is a tem-
poral (i.e., t > 0) subspace, and it cannot be coexisted with a time-independent 
(or a timeless) subspace [1, 2]. Therefore as we can see, solution obtained from a 
physical model embedded within a timeless empty subspace shown in Figure 2 is 
absolutely incorrect, and it bounds to have incomplete or fictitious solution. The 
fact is that one of the significant reasons other than the singularity approxima-
tion is the temporal or causality condition (i.e., t > 0) which is required as we 
applied within our temporal universe. Therefore as depicted in Figure 1, it is not a 
physical realizable model, since time-dependent (or temporal) atom cannot exist 
within an absolute empty timeless subspace. As shown, it produces physically 
nonexistent fictitious solutions, which is similar as plunging a temporal machine 
into a nontemporal subspace.

On the other hand as referenced to Figure 2, a temporal (time-dependent) 
atomic model which is embedded within a time-dependent (or temporal) sub-
space is a physical realizable model, in which we see that the temporal or causality 
requirement (i.e., t > 0) imposed by our temporal subspace is included. In fact our 
universe was created by a Big Bang explosion followed by the laws of physics, which 
is a temporal (i.e., t > 0) universe [1, 2]. Therefore, any physical system within our 
temporal space has to follow the law of time (or causality condition), so that every 
physical science has to be proven temporal (i.e., t > 0) within our universe (our 
home); otherwise it is a virtual fictitious science.

Figure 2. 
An isolated atomic model embedded in temporal subspace (or a temporal atomic model). f(x, y, z; t); t > 0 
represents a function of three-dimensional space and time t as a forward variable.



Advances in Quantum Communication and Information

110

3. Schrödinger’s equation

One of the most important equations in quantum mechanics must be the 
Schrödinger equation as given by [4, 5]:

     ∂   2  ψ ___ 
∂  x   2 

   +   8  π   2  m _____ 
 h   2 

    (E − V) ψ = 0  (1)

where 𝝍𝝍 is the Schrödinger wave function, m is the mass, E is the energy, V is 
potential energy, and h is Planck’s constant. The description of Schrödinger equa-
tion shows that changes of a physical system over time, in which quantum effects 
take place, such as wave-particle duality, are significant. However, the derivation of 
Schrödinger equation was based on point-singularity dimensionless atomic model 
submerged in a timeless empty space. And we have seen that there is a contrasting 
paradox, by which the model used in deriving the famous Schrödinger equation is 
incorrect, since a time-dependent atomic structure was, by not knowing it, embed-
ded in an absolute empty timeless subspace, for which the evaluated Schrödinger 
equation is also a timeless equation [5]. We note that the intention of using the 
timeless subspace Bohr model was inadvertent, since Bohr’s atomic model has been 
successfully accepted, in fact for over a century, and we are still using this model. 
This may be the reason that causes us to overlook the basic assumption, of which a 
time-dependent (temporal) subspace should not be embedded in a timeless sub-
space, since they are mutually exclusive. Nevertheless, the essence of Schrödinger 
equation is to predict a particle probabilistic behavior, as a dynamic particle, by 
means of a wave function. In other words, the outcome is not deterministic but 
a distribution of possible outcomes. But the question is: Is Schrödinger equation 
a physically reliable equation to derive its wave equations? The answer is “no,” as 
remained to be shown in the following:

Since the derivation of Schrödinger equation is based on point-singularity 
approximation which is not a perfect assumption, it is an acceptable good approxi-
mation for this hypothesis. But it is the timeless subspace of the Bohr’s atomic model 
embedded, which produces timeless solutions (i.e., t = 0) that are not acceptable 
within the temporal (time-dependent) subspace. In other words, the solution as 
derived from Schrödinger equation is expected to be timeless since Schrodinger 
equation is a time-independent equation. Thus we see that Schrödinger’s quantum 
mechanics is a time-independent mechanics or timeless (i.e., with respect to the 
absolute empty timeless subspace) mechanics, which does not exist within our 
temporal universe!

As quoted by Feynman [6], “He think he can safely say that nobody under-
stands quantum mechanics. So do not take his lecture too seriously….” Yet, after we 
understood the flaw of Schrödinger’s cat, which has haunted quantum physicists for 
decades, we shall take a closer look at the paradox of the Schrodinger’s cat. And at 
that moment, we may change our mind to saying that we have learned the inconsis-
tency of Schrödinger’s timeless (i.e., t = 0) quantum mechanics, as applied within 
our temporal universe (i.e., t > 0).

However, as I attempt to derive a wave dynamic where a particle is assumed 
situated within a temporal subspace, I am not sure that I will not be buried by 
complicated mathematical formulation (e.g., I have not attempted to do it yet at 
the time being). But I anticipate that the new result would not be paying off at 
least for the time being; it will have a better one than the Schrödinger equation 
that has already provided. But I am sure the solution will obey toward the causality 
condition (i.e., t > 0).
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As has been done by using the Schrödinger equation to evaluate the particle 
wave function, one may need to reinterpret the solution to meet the causality 
constraint as imposed by our temporal universe. Otherwise, the evaluated solution 
would not be useful for practical application, in which we see that instant quantum 
entanglement [7] is one of the typical examples that was derived from the classic 
Schrödinger superposition principle. And we can see that the “instant” (i.e., t = 0) 
entanglement between particles is “fictitious” and it would not happen within our 
temporal space. As we know that within our temporal universe time is distance and 
distance is time, any particle entanglement cannot happen instantly without a price 
to pay (e.g., time or distance).

As we look back to the particle model embedded in an empty subspace for 
deriving the classic Schrödinger equation, without such a simplistic model, viable 
solution may not be able to obtain even using tons of complicated mathematic 
manipulation. Although those assumptions alleviate (somewhat) the complexity in 
analysis, it also introduces incomplete results that may not exist within our uni-
verse. Thus by knowing Schrödinger’s quantum mechanics, it is a time-independent 
(or more precisely a timeless quantum computing machine) mechanics which was 
the consequence of using the assumed particle model within a timeless subspace. 
Since in practice timeless substance cannot exist within our temporal universe, we 
see that the flaw of Schrödinger cat as well the whole quantum space is due to the 
assumption that the embedded subspace is absolutely empty, in which we see that 
one cannot simply insert a timeless quantum machine into a time-dependent  
(i.e., t > 0) subspace.

4. Pauli exclusive principle and particle entanglement

The Pauli exclusive principle [8] states that two identical particles with the same 
quantum state cannot occupy the same quantum state simultaneously, unless these 
particles exist with a different half-spin. While quantum entanglement [7] occurs 
when a pair of particles interacts in such a way that the quantum state of the par-
ticles cannot be independently described, even when the particles are separated by a 
large distance, a quantum state must be described by the pair of particles as a whole.

In view of Pauli exclusive principle, the entanglement between particles does 
exist, but the separation between the particles has to be limited, since the particles 
are situated within a time-dependent subspace (i.e., t > 0) [8]. Again we see that the 
flaw of instant entanglement comes from the assumption that the exclusive prin-
ciple was derived within the timeless subspace, in which we see again that temporal 
and timeless subspaces cannot coexist. In other words, time-dependent particles 
cannot coexist within a timeless subspace.

Before we move away from the timeless issue, we would point out that practi-
cally all of the fundamental principles in science, such as Paul’s exclusive principle, 
Schrödinger’s superposition principle, Einstein’s energy equation, and others, are 
timeless principles, of which they were hypothesized “inadvertently” within a time-
less environment.

5. Schrödinger’s cat

One of the most intriguing cats in quantum mechanics must the Schrödinger’s 
cat, in which it has eluded the particle physicists and quantum scientists for 
decades. Let us start with the Schrödinger’s box as shown in Figure 3; inside the box 
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As has been done by using the Schrödinger equation to evaluate the particle 
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decades. Let us start with the Schrödinger’s box as shown in Figure 3; inside the box 
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we have equipped a bottle of poison gas and a device (i.e., a hammer) to break the 
bottle, triggered by the decaying of a radioactive particle, to kill the cat. The box is 
assumed totally opaque of which we do not know that the cat will be killed or not, as 
imposed by the Schrödinger’s superposition principle, until we open the box.

With reference to the fundamental principle of superposition of quantum 
mechanics [4], the principle tells us that superposition holds for multi-quantum 
states in an atomic particle, of which the principle is the “core” of quantum 
mechanics. In other words, without the superposition principle, it will not have 
Schrödinger’s quantum mechanics. In view of this principle, we see that the 
assumed two states of radioactive particle inside the box can actually simultane-
ously coexist, with a cloud of probability (i.e., both one thing and the other existed 
at the same time).

Since the hypothetical radioactive particle has two possible quantum states 
(i.e., decay or non-decay) that existed at the same time, which is imposed by the 
virtue of superposition principle in quantum mechanics, this means that the cat 
can be simultaneously alive and dead, before we open the box.

But as soon as we open the box, the state of superposition of the radioactive 
particle collapses, without proof! In an instant, we have found that after the box 
is opened, the cat is either alive or dead, but not both. This paradox in quantum 
mechanics has been intriguing particle physicists and quantum scientists over 
eight decades, since the birth of Schrodinger’s cat in 1935, as disclosed by Erwin 
Schrödinger who is as famous as Albert Einstein in modern physics.

Let us momentarily accept what the fundamental principle holds, such that 
superposition of a dual-quantum state radioactive particle exists within the box. 
This tells us that the principle has created itself a timeless (i.e., t = 0) quantum 
subspace or time-independent quantum space. However, timeless subspace 
cannot exist within our temporal universe, in which we see that any solution 
(i.e., wave function) as obtained by Schrödinger equation contradicts the basic 
superposition principle, such that a timeless quantum subspace exists within 
our temporal (i.e., time-dependent) universe. This conjecture tells us that the 
hypothetical radioactive material cannot actually exist within the box, since both 
quantum states (i.e., decay or non-decay) cannot occur at the same time within 
a time-dependent subspace. We stress that time is distance and distance is time 
within a temporal subspace.

Figure 3. 
Inside the box we equipped a bottle of poison gas and a device (i.e., hammer) to break the bottle, triggered by 
the decaying of a radioactive particle, to kill the cat.
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Nevertheless, it remains a question to be asked: Where is the source that 
produces the timeless radioactive particle? Why is Schrodinger’s superposi-
tion principle timeless (i.e., t = 0) for which the particle’s quantum states exist 
simultaneously (i.e., t = 0)? A trivial answer is that it has to be coming from 
a timeless subspace where the particle model embedded is shown in Figure 5. 
As we continue searching the root of paradox of the Schrödinger cat, we will 
provide an equivalent example to show that the paradox of the half-life cat is not 
a paradox.

6. Paradox of Schrödinger’s cat

Let us replace the binary radioactive particle with a flipping coin in the 
Schrödinger’s box shown in Figure 4.

So as one flips a coin before it is landed, it is absolutely uncertain that the coin 
will land either as a head or as a tail. Suppose we are able to “freeze” the flipping 
coin in the space at time t’; then the flipping coin is in a timeless mode subspace at 
time t’, which is equivalent to a two-state timeless particle frizzed as time equates 
to t’. Then as soon as we let the flipping coin continuingly flip down at the same 
instance time t = t’, there should be “no” lost time with respect to the time of the 
coin itself, but “not” with respect to the time of the box. In other words, there is a 
section of time 𝛥𝛥t that the box has gone by. So there is a time difference between 
the coin’s time and box’s time. That is precisely why we cannot tell if the cat will 
die or be alive, as Schrödinger himself assumed his fundamental principle is 
correct. As soon as we open the box, we have to accept the physical consequence 
that the cat is either dead or alive, but not both. Then I guess Schrödinger creates 
a logic to save his fundamental principle that superposition of the radioactive 
particle quantum states suddenly “collapses” as we open the box, without any 
physical proof. Otherwise the core of quantum mechanics fails to live up with the 
physical reality. Nevertheless as we see it, the failure of the fundamental principle 
is due to the fact that a timeless flipping coin “cannot be coexisted” within a time-
dependent (i.e., t > 0) box.

We further note that it is possible to alleviate the timelessness of superposi-
tion, if we appropriately add the temporal constraint (i.e., t > 0) in deriving the 
Schrödinger equation. We can change the timeless Schrödinger’s equation to a 

Figure 4. 
A flipping coin analogy is substituted in the box for Schrödinger’s cat paradox.
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time-dependent (i.e., t > 0) equation, of which we will see that Schrödinger’s wave 
functions of the dual-state radioactive particle can be shown as 𝝍𝝍1 (t) and 𝝍𝝍2  
(t + 𝛥𝛥t), respectively, where 𝛥𝛥t represents a time delay between them. Since time is 
distance and distance within a temporal subspace, we see that the quantum states 
will not occur at the same time (i.e., t = 0). Furthermore, the degree of their mutual 
superposition states can be shown as a time ensemble of < 𝜓𝜓1 (t) 𝜓𝜓 2*(t+𝛥𝛥t)>, 
respectively, where * denotes the complex conjugate, in which we see that a perfect 
degree of mutual superimposition occurs if and only if 𝛥𝛥t = 0, which corresponds to 
the timeless (i.e., t = 0) quantum state of the radioactive particle.

Now let us go back to the half-live cat in Schrödinger’s box, where the radioactive 
particle is assumed within a timeless sub-box as shown in Figure 5, in which we see 
that a timeless (i.e., t = 0) radioactive particle is situated inside the time-dependent 
(i.e., t > 0) box, which is “not” a physical realizable postulation for Schrödinger’s 
cat. The fact is that a timeless (t = 0) subspace cannot exist within a time-dependent 
(t > 0) space (i.e., the box). Thus we have shown that again the paradox of 
Schrödinger’s is not a paradox, since the postulated superposition is timeless, and it 
is not a physical realizable principle within our temporal universe!

However, by replacing the timeless particle with a time-dependent (i.e., t > 0) 
particle shown in Figure 5, then we see there is a match in time as a variable with 
respect to the box. Then Schrödinger’s cat can only either be dead or not be dead but 
not at the same time, in which we see that there is nothing to do whether we open 
the box or not to cause the fundamental principle to collapse. In other words, a dead 
cat or a live cat has already been determined before we open up the box. And the 
occurrence of the particle’s quantum states is not simultaneously by means of the 
fundamental principle of Schrödinger, in which we have shown that superposition 
principle does not exist within our temporal space and it only exists within a time-
less virtual subspace similar to what mathematics does.

At last, we have found the flaw of Schrödinger’s cat, where Schrödinger was 
not supposed to introduce a timeless radioactive particle into the box. This vital 
mistake that he committed is apparently due to an atomic model in which sub-
space is assumed to be absolutely empty as shown in Figure 1, in which we see 
that a timeless (i.e., t = 0) particle is wrongly inserted into a temporal (i.e., t > 0) 
box. I believe we have finally found the root of the paradox of Schrödinger’s cat, 
for which we shall leave the cat behind with a story to tell; once upon a time, there 
was a half-life cat!

Figure 5. 
Schrödinger’s box with a timeless radioactive particle. Notice that timeless radioactive particle cannot exist in a 
temporal (i.e., time-dependent) subspace.
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7. Essence of a subatomic model

With high degree of certainty, most of the fundamental laws of science 
embraced the singularity approximation which includes the atomic models embed-
ded within a timeless subspace. As we look at any conventional atomic model, we 
might inadvertently assume that the background subspace is an absolutely empty 
space. And this is the consequence of Schrödinger’s timeless quantum mechanics, 
since any physical atom (i.e., t > 0) cannot be situated within a timeless  
(i.e., t = 0) subspace. Although singularity model works very well for scores of 
quantum mechanical application until the postulation of Schrödinger’s cat emerged. 
Since the paradox of the half-life cat is the core of the fundamental principle, it has 
been argued for over eight decades by Einstein, Bohr, Schrödinger, and many others 
since Schrödinger disclosed the postulation at a Copenhagen forum in 1935. This 
intrigues us to look at Schrödinger’s equation which was developed on an empty 
(i.e., t = 0) subspace platform, in which we see that superposition position collapses 
as soon as we open Schrödinger’s box. This must be the apparent justification for 
Schrödinger to preserve the fate of his fundamental principle. Otherwise his time-
less fundamental principle cannot survive within our temporal universe (i.e., t > 0). 
In short, we see that the hypotheses of Schrödinger’s cat are a fictitious postulation, 
and we have proof that it does not have a viable physical solution, since any time-
less radioactive particle cannot coexist in a temporal box, and we have seen that 
Schrödinger have had inadvertently introduced in the box (Figure 6).

8. Timeless quantum world

Fundamental principle of quantum mechanics tells us that superposition of a 
multi-quantum-state particle holds if and only if within a quantum environment, 
by which it creates itself a timeless quantum subspace, but quantum subspaces can-
not exist within our temporal universe. Then there is a question being asked: Can 
those quantum subspaces be utilized in our temporal universe? The answer is “no” 
and “yes.”

The “no” part answer is that if time component in application is an issue, such 
as applied to “instant” quantum entanglement [9] and “simultaneous” quantum 

Figure 6. 
A time-dependent cat is in a temporal (time-depending) box, in which we see a temporal radioactive particle 
is introduced within Schrodinger’s temporal box.
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states computing [10], then the superposition principle as derived from the time-
independent Schrödinger equation would have a problem, as applied within our 
temporal universe, since the superposition is timeless. For example, those instant 
and simultaneous response promises by the fundamental principle do not exist 
within our temporal space. And the postulated Schrödinger’s cat is not a physical 
realizable solution, in which we have shown that the burden of the cat’s half-life can 
be liberated by using a temporal (i.e., t > 0) radioactive particle instead, in which 
we see that the paradox of Schrödinger’s cat may never be discovered that it is not a 
paradox, if we did not discover that Schrödinger’s quantum mechanics is timeless.

Since the Schrödinger equation is a timeless quantum computer, which is 
designed to solve a variety of particle’s quantum dynamics, the solution as obtained 
from Schrodinger’s equation is also timeless, which produces a non-realizable solu-
tion such as timeless (i.e., t = 0) superposition.

We see that if one forces a timeless (i.e., t = 0) solution into a temporal  
(i.e., t > 0) subspace, one would anticipate paradox solution that does not exist 
within our temporal universe, such as Schrödinger’s half-live cat. This is equivalent 
to chasing a ghost of a timeless half-life cat in a temporal subspace, in which we have 
found that a timeless radioactive particle was inserted within Schrödinger’s box!

As to answer the “yes” part, if temporal aspect as applying a quantum mechani-
cal solution is not an issue within our temporal space, then we have already seen 
scores of solutions as obtained from the Schrödinger equation which have been 
brought to use in practice, since the birth of quantum mechanics in 1933. This is 
similar to using mathematics (i.e., a timeless machine) to obtain solution for time-
dependent application and sometime produces solution not physically realizable, in 
which we see that the Schrödinger equation is a mathematics, which requires a time 
boundary condition (i.e., t > 0) to justify that its solution is physically realizable.

9. Math and temporal (t > 0) space duality

Every physical science existed within our temporal subspace must be temporal 
(i.e., t > 0); otherwise, it is a virtual (or fictitious) science as mathematics does. The 
burden of a scientific postulation is to prove it exists within our universe and then 
find the solution. We shall now show that there exists a duality between science 
and mathematics in which any scientific hypothesis has to be shown that it is within 
the boundary condition of our temporal universe, before accepting it as a real 
postulation. Otherwise, the hypothesis is not a guarantee to be physically real. One 
of the essential boundary conditions is the causality condition (i.e., t > 0), which 
is to show that the solution is temporal and causal (i.e., t > 0). For instance, take 
Einstein’s energy equation [11] as an example as given by.

  𝞮𝞮 =  mc   2   (2)

where m is the rest mass and c is the speed of light. In view of this equation, we 
first see that it is not a temporal or time-domain function. Strictly speaking, this 
equation cannot be directly implemented within our temporal subspace, since our 
universe is a temporal variable spatial function which can be described by [1, 2].

  f (x, y, z; t) , t > 0  (3)

where (x, y, z) is a spatial variable and (t > 0) is a forward time variable, in 
which we see that every subspace within our universe is time-dependent variable 
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space. Since energy equation of Eq. () is not time variable equation, it is apparent 
that the equation cannot be directly implemented within our temporal universe. 
To make the energy equation be acceptable or match to our temporal (i.e., t > 0) 
subspace condition, we can transform the equation to become time-domain or 
temporal equation as given by [].

    ∂ ε (t)  _____ ∂ t   =  c   2    ∂ m (t)  _____ ∂ t  , t > 0  (4)

where  ∂ ε (t)  / ∂ t  is the rate of increasing energy conversion,  ∂ m (t)  / ∂ t  is the 
corresponding rate of mass reduction, c is the speed of light, and t > 0 represents a 
forward time variable. Notice that we have transformed the equation into a partial 
differential form which exists only at time t > 0. This indicates that the solution as 
obtained by this equation is compiled by means of the causality (i.e., t > 0) con-
straint, of which the solution can be used within our temporal universe (i.e., t > 0).

On the other hand, if Eq. (4) is imposed by a timeless (i.e., t = 0) constraint as 
shown by

    ∂ ε (t)  _____ ∂ t   =  c   2    ∂ m (t)  _____ ∂ t  , t = 0  (5)

then we see that the solution as obtained by Eq. (5) will be timeless (i.e., existed 
at t = 0). And it cannot be implemented within our temporal (i.e., t > 0) universe.

Needless to say, if we put a constraint on Eq. (3) as can be shown by f(x, y, z; t), 
t = 0. Then we see that a temporal equation has been transformed into a timeless 
equation which exists only at t = 0, in which we see that Eq. (5) cannot be used 
within our temporal universe (i.e., t > 0).

As we know that a timeless space is actually a mathematical virtual space, only 
mathematician and possibly quantum physicist can produce it, since quantum 
mechanics is mathematics. Nevertheless, a timeless space has no time and no 
substance in it. When we look back at all the fundamental laws in science, they 
are mostly presented by point-singularity approximation, and many of them are 
timeless or time-independent equations, such as Schrödinger’s equation. And we 
have shown in proceeding that Schrodinger’s quantum machine is timeless since its 
mechanics was built on an empty subspace. Nevertheless we are going to show some 
possible outcome when a timeless superposition principle is implemented within 
a timeless platform. Before showing, let us introduce a few subspaces that may be 
used for the illustration, as depicted in Figure 7.

Figure 7. 
This figure shows an absolute empty space (a), a virtual space (b), a Newtonian space (c), and Yu’s temporal 
space (d).
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  𝞮𝞮 =  mc   2   (2)

where m is the rest mass and c is the speed of light. In view of this equation, we 
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  f (x, y, z; t) , t > 0  (3)

where (x, y, z) is a spatial variable and (t > 0) is a forward time variable, in 
which we see that every subspace within our universe is time-dependent variable 
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at t = 0). And it cannot be implemented within our temporal (i.e., t > 0) universe.

Needless to say, if we put a constraint on Eq. (3) as can be shown by f(x, y, z; t), 
t = 0. Then we see that a temporal equation has been transformed into a timeless 
equation which exists only at t = 0, in which we see that Eq. (5) cannot be used 
within our temporal universe (i.e., t > 0).

As we know that a timeless space is actually a mathematical virtual space, only 
mathematician and possibly quantum physicist can produce it, since quantum 
mechanics is mathematics. Nevertheless, a timeless space has no time and no 
substance in it. When we look back at all the fundamental laws in science, they 
are mostly presented by point-singularity approximation, and many of them are 
timeless or time-independent equations, such as Schrödinger’s equation. And we 
have shown in proceeding that Schrodinger’s quantum machine is timeless since its 
mechanics was built on an empty subspace. Nevertheless we are going to show some 
possible outcome when a timeless superposition principle is implemented within 
a timeless platform. Before showing, let us introduce a few subspaces that may be 
used for the illustration, as depicted in Figure 7.
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This figure shows an absolute empty space (a), a virtual space (b), a Newtonian space (c), and Yu’s temporal 
space (d).
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In Ref. to this figure, we see an absolute empty space which has no time, no 
substance, and no coordinate. A mathematical virtual space is an empty and 
timeless space with spatial coordinates. A Newtonian space is filled with substance 
but treated time as an independent variable. And finally a temporal space is filled 
with substance and existed only at t > 0, of which substance and time coexisted 
[1, 2]. We further see that none of the spaces such as absolutely empty, virtual, 
and Newtonian spaces can be a subspace of the temporal space or vice versa, since 
temporal (i.e., t > 0) space is a time-invariant system (i.e., the system analysis 
standpoint) and the others are not.

Now, let us take an example as illustrated in Figure 8 in which we assume three 
delta functions 𝛿𝛿(t−t1), 𝛿𝛿(t−t2), and 𝛿𝛿(t−t3) representing a set of particles that are 
plunging into a timeless subspace system diagram as depicted in Figure 8b. We see 
that output delta functions are superimposed on top of each other at t = 0, shown 
in Figure 8c, of which we note that all the input pulses (i.e., particles) lost their 
temporal identities within a timeless space. And this is precisely the superposition 
principle tells us that the entire quantum states exist simultaneously and instantly 
(i.e., at t = 0). However, superposition principle does not exist within a temporal 
(i.e., t > 0) space. Since time is distance and distance is time, the entire quantum 
states exist simultaneously everywhere only within a timeless space as can be seen 
in Figure 8e. Therefore, it is a serious mistake to assume superposition principle 
works within our temporal universe, such as the paradox of Schrödinger’s cat and 
possibly others. It is interesting to find out from system analysis standpoint [3] how 
a timeless (i.e., t = 0) subspace respond to a time-domain input excitation.

On the other hand, if we plunge the delta pulses within a temporal subspace, 
as shown in Figure 9, we see the output responses are faithfully temporally repro-
duced, which shows the time-invariant property of our temporal subspace, in which 
these particles (e.g., quantum states) are temporally separated, instead of superpos-
ing together at t = 0. And this is precisely the moment when we open Schrodinger’s 
box, we found the cat can only be either dead or alive but not both at the same time. 
Instead of assuming the fundamental principle collapses to justify the superposition 
principle.

Figure 8. 
(a) Shows a set of three pulses (e.g., particles) within a temporal subspace as shown in topographical view 
in (d). As these particles plunge into a timeless subspace of (b), the output responses are superposing at t = 0 
shown in (c), and the superimposed particles can be found all over the timeless domain as can be seen in (e). It 
is interesting to note that within a timeless space, all things are in one and one is everywhere within the space.
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In summing up our illustration, our universe is a causal (i.e., t > 0) time-
invariant system which can be symbolically described by f(x, y, z; t), t > 0, in 
which time and space coexisted. Since time is a constant forwarded variable, the 
speed of time is determined by the velocity of light as given by t ≈ 1/c, where 
c ≈ 186,282 miles/sec, by which our temporal universe was indeed created by 
means of Einstein energy equation that was derived with his relativity theory, 
in which we see that time is distance and distance is time within our temporal 
universe. In contrast within a timeless (i.e., t = 0) space, it has no time and no 
distance, since d = ct and t = 0, for which everything collapses instantly at t = 0 (or 
d = 0) within a timeless space, as superposition principle does. Although scores 
of quantum mechanical solutions have been put into use, it is the fundamental 
principle of superposition that confronted with the temporal boundary condition 
t > 0 that produces Schrödinger’s cat.

Regardless the mutual exclusive issues between timeless and temporal sub-
spaces, some quantum scientists still believe they can implant superposition prin-
ciple within our universe. This is the reason that we would show what would happen 
when a multi-quantum states particle is implemented within a temporal space. For 
simplicity, we will simulate a two-quantum states particle plunging into an empty 
subspace as shown in Figure 10a and b. We further let two quantum states associ-
ated with two eigenfunctions exp.[i(ω1t)] and exp.[i(ω2t)], where ω represents the 
angular frequency of the quantum state. And the output response from an empty 
space is given in Figure 10c that corresponds to a “timeless” superposing dual-
quantum state (a real quantity), where we assume energy is conserved. When this 
timeless simulated response is plunged into a temporal (i.e., t > 0) space as depicted 
in Figure 10d, its output response is shown in Figure 10e, in which we note that the 
output response occurs at t > 0 and it was not started instantly at t = 0, since time 
is distance and distance is time within a temporal space. In view of this simulation, 
we learn that particle’s quantum states lost their personalities as soon it plunges into 
a timeless space. Since the timeless subspace is assumed to be within a temporal 
(i.e., t > 0) space, it is the temporal space that dictates the end response, as shown 
in Figure 10e. This shows us that all the “instance and simultaneous” quantum 
states as indicated by the superposition principle are not happening. Equivalently 

Figure 9. 
The time-invariant response property from a temporal subspace.

Figure 10. 
System simulation for an empty subspace within a temporal space. (a) Input excitation, (b) empty timeless 
system, (c) output response from an empty space, (d) temporal system, and (e) final output from a temporal 
space.
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temporal (i.e., t > 0) space is a time-invariant system (i.e., the system analysis 
standpoint) and the others are not.

Now, let us take an example as illustrated in Figure 8 in which we assume three 
delta functions 𝛿𝛿(t−t1), 𝛿𝛿(t−t2), and 𝛿𝛿(t−t3) representing a set of particles that are 
plunging into a timeless subspace system diagram as depicted in Figure 8b. We see 
that output delta functions are superimposed on top of each other at t = 0, shown 
in Figure 8c, of which we note that all the input pulses (i.e., particles) lost their 
temporal identities within a timeless space. And this is precisely the superposition 
principle tells us that the entire quantum states exist simultaneously and instantly 
(i.e., at t = 0). However, superposition principle does not exist within a temporal 
(i.e., t > 0) space. Since time is distance and distance is time, the entire quantum 
states exist simultaneously everywhere only within a timeless space as can be seen 
in Figure 8e. Therefore, it is a serious mistake to assume superposition principle 
works within our temporal universe, such as the paradox of Schrödinger’s cat and 
possibly others. It is interesting to find out from system analysis standpoint [3] how 
a timeless (i.e., t = 0) subspace respond to a time-domain input excitation.

On the other hand, if we plunge the delta pulses within a temporal subspace, 
as shown in Figure 9, we see the output responses are faithfully temporally repro-
duced, which shows the time-invariant property of our temporal subspace, in which 
these particles (e.g., quantum states) are temporally separated, instead of superpos-
ing together at t = 0. And this is precisely the moment when we open Schrodinger’s 
box, we found the cat can only be either dead or alive but not both at the same time. 
Instead of assuming the fundamental principle collapses to justify the superposition 
principle.

Figure 8. 
(a) Shows a set of three pulses (e.g., particles) within a temporal subspace as shown in topographical view 
in (d). As these particles plunge into a timeless subspace of (b), the output responses are superposing at t = 0 
shown in (c), and the superimposed particles can be found all over the timeless domain as can be seen in (e). It 
is interesting to note that within a timeless space, all things are in one and one is everywhere within the space.
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In summing up our illustration, our universe is a causal (i.e., t > 0) time-
invariant system which can be symbolically described by f(x, y, z; t), t > 0, in 
which time and space coexisted. Since time is a constant forwarded variable, the 
speed of time is determined by the velocity of light as given by t ≈ 1/c, where 
c ≈ 186,282 miles/sec, by which our temporal universe was indeed created by 
means of Einstein energy equation that was derived with his relativity theory, 
in which we see that time is distance and distance is time within our temporal 
universe. In contrast within a timeless (i.e., t = 0) space, it has no time and no 
distance, since d = ct and t = 0, for which everything collapses instantly at t = 0 (or 
d = 0) within a timeless space, as superposition principle does. Although scores 
of quantum mechanical solutions have been put into use, it is the fundamental 
principle of superposition that confronted with the temporal boundary condition 
t > 0 that produces Schrödinger’s cat.

Regardless the mutual exclusive issues between timeless and temporal sub-
spaces, some quantum scientists still believe they can implant superposition prin-
ciple within our universe. This is the reason that we would show what would happen 
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speaking, this is precisely why the dual-quantum states of the radioactive particle 
within Schrodinger’s box are dysfunctional or impaired, within a temporal space.

10. Quantum mechanical assessments

The Schrödinger equation was developed on an absolute timeless subspace 
platform, for which all the solutions are timeless or time-independent. Since the 
fundamental principle of superposition was derived from the timeless Schrodinger 
equation, the corresponding quantum states’ wave functions are also timeless with 
respect to the subspace that the particle is embedded in. Although wave function 
is time-dependent equation, it is with respect to the corresponding quantum state 
itself. This can be easily understood by an atomic model where the particle quantum 
states are represented by h𝜐𝜐n, where n = 1, 2, … N, number of quantum state, in 
which we see that each n-th wave function is time dependent with respect to h𝜐𝜐n 
quantum state. And it is not with respect to the subspace that the atomic model is 
embedded in, which is an empty subspace. Since time-dependent wave functions 
dictate the legitimacy of the superposition principle, the time dependency with 
respect to the particle’s subspace is timeless, which is precisely the reason the funda-
mental principle of superposition is timeless and the whole Schrodinger’s quantum 
world is timeless (i.e., t = 0).

Since the whole quantum space is timeless, it cannot coexist within our temporal 
universe. In view of the logic of collapsing superposition principle as soon as we 
open up the Schrödinger’s box, it must satisfy the physical reality that the cat cannot 
be alive and dead at the same time. Otherwise, the fundamental principle of super-
position has proven itself to not exist within our temporal (i.e., t > 0) universe. It 
is apparent that Schrödinger’s fundamental principle only exists within a timeless 
subspace. Personally I believe this must be the reason for him to justify the fate of 
his fundamental principle; otherwise, the principle is not able to survive. It must be 
Schrödinger himself that made the argument; otherwise, the paradox of his half-
life cat has no physical foundation to debate by the world’s top scientists over three 
quarter of a century, since 1935.

Since quantum mechanics is a virtual quantum machine as mathematics is, 
we have found that Schrödinger’s machine is a timeless (or a virtual quantum) 
computer and it does not exist within our temporal universe. As we have seen, the 
Schrödinger equation was derived within an empty subspace; it is not a physical 
realizable model to use, since empty subspace and non-empty subspace are mutu-
ally exclusive. And we have seen that, as one plunges the timeless superposition 
principle within a temporal (i.e., t > 0) subspace and then anticipates the timeless 
superposition to behave “timelessly” within a temporal subspace is physically 
impossible. We have shown that only mathematician and quantum mechanists can 
do it, since quantum mechanics is mathematics.

But this is by no means to say that timeless quantum mechanics is useless, since 
it has proven to us with scores of practical application that long solutions are not 
directly confronted with time-dependent or causality (i.e., t > 0) issue within 
our temporal universe. As quoted by the late Richard Feynman [12] that “nobody 
understands part of quantum mechanics,” we have found the part of quantum 
mechanics nobody understands which must be from the “timeless superposition 
principle” that causes the confusion. And the root of timelessness quantum world 
is from the empty subspace that the atomic model was inadvertently anchored on. 
We are sure this discovery would change our perception as applying the funda-
mental principle to quantum computing and to quantum entanglement in com-
munication, for which the “instance and simultaneous” (i.e., t = 0 and concurrent) 
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phenomena as promised by the fundamental principle do not exist within our 
temporal universe. The important fallout from this discovery of the non-paradox 
of Schrödinger’s cat encourages us to look for a new time-dependent quantum 
machine, similar to the one that Schrödinger has already paved the roadmap for us.

11. Remarks

In conclusion, I have shown that the atomic model that Schrödinger used must 
be anchored within an absolute empty subspace. And it must be the underneath 
timeless subspace that caused the paradox of his half-life cat. The reason for over-
looking the underneath timeless subspace must be due to the well-accepted Bohr’s 
model that has been used for over a century, since the birth of Niels Bohr’s atom in 
1913 [3]. It has been very successfully used with excellent results for over a century. 
And it has never in our wildness dream that the underneath empty subspace causes 
the problem. In view of Schrödinger’s time-dependent wave solutions, we have 
found the time dependency is with respect to the atomic particle itself but not with 
respect to the subspace the atomic model embedded in. In searching the root of the 
paradox of Schrödinger’s cat, we found that a timeless radioactive particle should 
not have had introduced within a time-dependent (or temporal) Schrödinger’s 
box. To alleviate the timeless radioactive particle issue, we have replaced a time-
dependent (i.e., t > 0) radioactive particle for which we have shown that the 
paradox Schrödinger’s cat is not a paradox after all. We have also used science and 
math duality analogy to illustrate the outcome of a temporal excitation into a time-
less system analog, as well as onto a temporal subspace, in which we have shown 
temporal space is a time-invariant space, while superposition principle is timeless 
and it is neither a time-invariant nor time-variant principle. It is however a no-time 
or timeless principle, which cannot be implemented within a time-invariant space. 
In short, we found the hypothesis of Schrödinger’s cat is not a physical realizable 
postulation and his whole quantum world is timeless and behaves like mathematics 
does. Nonetheless, many of Schrodinger’s timeless solutions are very useful until 
the implementation of fundamental principle that confronts with causality (i.e., 
t > 0) issue of our universe.
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speaking, this is precisely why the dual-quantum states of the radioactive particle 
within Schrodinger’s box are dysfunctional or impaired, within a temporal space.
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of Schrödinger’s cat encourages us to look for a new time-dependent quantum 
machine, similar to the one that Schrödinger has already paved the roadmap for us.
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be anchored within an absolute empty subspace. And it must be the underneath 
timeless subspace that caused the paradox of his half-life cat. The reason for over-
looking the underneath timeless subspace must be due to the well-accepted Bohr’s 
model that has been used for over a century, since the birth of Niels Bohr’s atom in 
1913 [3]. It has been very successfully used with excellent results for over a century. 
And it has never in our wildness dream that the underneath empty subspace causes 
the problem. In view of Schrödinger’s time-dependent wave solutions, we have 
found the time dependency is with respect to the atomic particle itself but not with 
respect to the subspace the atomic model embedded in. In searching the root of the 
paradox of Schrödinger’s cat, we found that a timeless radioactive particle should 
not have had introduced within a time-dependent (or temporal) Schrödinger’s 
box. To alleviate the timeless radioactive particle issue, we have replaced a time-
dependent (i.e., t > 0) radioactive particle for which we have shown that the 
paradox Schrödinger’s cat is not a paradox after all. We have also used science and 
math duality analogy to illustrate the outcome of a temporal excitation into a time-
less system analog, as well as onto a temporal subspace, in which we have shown 
temporal space is a time-invariant space, while superposition principle is timeless 
and it is neither a time-invariant nor time-variant principle. It is however a no-time 
or timeless principle, which cannot be implemented within a time-invariant space. 
In short, we found the hypothesis of Schrödinger’s cat is not a physical realizable 
postulation and his whole quantum world is timeless and behaves like mathematics 
does. Nonetheless, many of Schrodinger’s timeless solutions are very useful until 
the implementation of fundamental principle that confronts with causality (i.e., 
t > 0) issue of our universe.
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What Is “Wrong” with Current
Theoretical Physicists?
Francis T.S. Yu

Abstract

Theoretical physics uses amazing mathematical paradigm and added with
fantastic computer animation provides very convincing results. But mathematical
modeling and computer animation are virtual and fictitious, for which many of
their analytical solutions are not physically real. What is wrong with current
theoretical physicists is that they have used mostly a timeless (t = 0) mathematical
subspace for their analyses that does not exist within our temporal (t > 0) universe.
The reason is it is not how rigorous and fancies the mathematics (or computer
simulation) are; it is the essence of a physical realizable paradigm. For instance,
timeless (t = 0) model has been used since the beginning of science; although it has
produced uncountable excellent results, it has also produced many solutions that
are timeless (t = 0) or nonexistent solutions within our temporal (t > 0) universe.
In this article, I will show a few evidences that the theoretical analyses have done to
physics, which includes some of the world-renowned theoretical scientists, past and
present. Yet, theoretical physicists were and still are the creators for all the funda-
mental laws and principles of physics; it is their “responsibility” to take us back to
the physical realizable world of science; otherwise we will be still trapped within a
virtual timeless (t = 0) land of mathematics. In short, I anticipate that Temporal
(t > 0) Physics will be a mainstream realizable physics in the years to come.

Keywords: theoretical physics, temporal space, timeless space, virtual space,
Newtonian space, physical realizable, quantum mechanics, cosmology, relativity

1. Introduction

In mathematics, every postulation needs a proof it exists—a solution before
searching for the solution. Yet in science, it seems to me it does not have a criterion
as mathematics does, to prove first a hypothesis exists within our temporal (t > 0)
universe. Without such a criterion, fictitious science emerges, as already have been
happening in every day’s event. And this is one the objectives for writing this article,
in which I will show what is wrong with theoretical physicists, although they were
the creators of science. Yet, all laws of physics were made to be broken and to be
revised, which includes the paradoxes and principles; this is all about science. Since
all the physical laws, principles, and paradigms have been working well in the past,
it is by no means that they are still assumed applicable, as space is getting larger and
particles are becoming smaller. As more and more sophisticated physics are discov-
ered, the need for updating the laws and paradigms is inevitable. Otherwise virtual
and fictitious solution emerges, since theoretical physics is an applied mathematics.
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Abstract

Theoretical physics uses amazing mathematical paradigm and added with
fantastic computer animation provides very convincing results. But mathematical
modeling and computer animation are virtual and fictitious, for which many of
their analytical solutions are not physically real. What is wrong with current
theoretical physicists is that they have used mostly a timeless (t = 0) mathematical
subspace for their analyses that does not exist within our temporal (t > 0) universe.
The reason is it is not how rigorous and fancies the mathematics (or computer
simulation) are; it is the essence of a physical realizable paradigm. For instance,
timeless (t = 0) model has been used since the beginning of science; although it has
produced uncountable excellent results, it has also produced many solutions that
are timeless (t = 0) or nonexistent solutions within our temporal (t > 0) universe.
In this article, I will show a few evidences that the theoretical analyses have done to
physics, which includes some of the world-renowned theoretical scientists, past and
present. Yet, theoretical physicists were and still are the creators for all the funda-
mental laws and principles of physics; it is their “responsibility” to take us back to
the physical realizable world of science; otherwise we will be still trapped within a
virtual timeless (t = 0) land of mathematics. In short, I anticipate that Temporal
(t > 0) Physics will be a mainstream realizable physics in the years to come.
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1. Introduction

In mathematics, every postulation needs a proof it exists—a solution before
searching for the solution. Yet in science, it seems to me it does not have a criterion
as mathematics does, to prove first a hypothesis exists within our temporal (t > 0)
universe. Without such a criterion, fictitious science emerges, as already have been
happening in every day’s event. And this is one the objectives for writing this article,
in which I will show what is wrong with theoretical physicists, although they were
the creators of science. Yet, all laws of physics were made to be broken and to be
revised, which includes the paradoxes and principles; this is all about science. Since
all the physical laws, principles, and paradigms have been working well in the past,
it is by no means that they are still assumed applicable, as space is getting larger and
particles are becoming smaller. As more and more sophisticated physics are discov-
ered, the need for updating the laws and paradigms is inevitable. Otherwise virtual
and fictitious solution emerges, since theoretical physics is an applied mathematics.
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Theoretical physicists were the creators of modern science and still are; it is their
responsibility in part to correct what they have done to the physics recently. How-
ever, they seem to know precisely that some of their analytical solutions were
irrational and spooky as have been noted by Einstein, a century ago. Yet they have
not tried hard enough to find out the cause, continuingly producing those dysfunc-
tional solutions and pretending there are real and existing within our universe, for
which we have seen scores of fictitious sciences emerged as orchestrated by
their ambition; that has become the mainstream of scientific research topics, for
example, quantum supremacy in computing, granular time variable, curving
time–space, repeated cyclic universal, and so on, in which none of them, as
will be shown in subsequent discussion, actually existed with our temporal (t > 0)
universe.

2. Evidences

The fact is that it is not how rigorous the mathematics (or computer simulation)
is; it is the essence of a physical realizable paradigm. For instance, virtual empty
space model (i.e., a mathematical space) has been used over centuries by a score of
world-renowned scientists and theoretical physicists at the dawn of science. And
the empty space paradigm is still used today by the theoretical physicists, “inadver-
tently” not knowing it is a virtual subspace not existing within our universe. As we
have seen, empty space paradigm has provided not just for theoretical physicists
and all of us with an impressive account of viable solutions. Since the virtual
emptiness subspace comes very naturally on a piece of scratched paper but not
knowing the physics behind the shadow of mathematical model is a physically
unreal subspace suppose “not” to be used, but unintentionally we have been using it
since the beginning of science, because science is also mathematics.

Until recently, I have discovered a nonphysical solution had been derived from
an atomic model that had been drawn on a piece of scratch paper over a century ago
[1] of which a paradox of Schrödinger’s cat [2, 3] emerged. Although empty space
paradigm has given scores of applicable results, it has also produced many solutions
that are irrational and strange that Einstein called them spooky. And these must be
the physical evidential results that have been suggested; something is very wrong in
view of all the illogical consequences, as in contrast with the physical reality. But to
remedy the spookiness comments from one of the world’s most prestigious scien-
tists at that time, theoretical physicists come up a very convincing answer; particles
behave strangely in micro space as in contrast within macro space environment,
although micro particles have been successfully applied in macro space. And this
must be the powerful and convincing justifiable reason, discouraging for further
investigation, although intensive debates have been started by Einstein, Bohr,
Schrödinger, and many others in a scientific forum at Copenhagen in 1935 [3], and
the paradox of Schrödinger’s cat is still lingering today. Late Richard Feynman has
said that: “After you have learned quantum mechanics, you really do not under-
stand quantum mechanics” [4]. But most of the theoretical physicists still believe
their solutions are physically real, since a score of their solutions have been suc-
cessfully applied in practice.

Although I am not a physicist, I have found a score of solutions as obtained from
an empty space paradigm are timeless (t = 0) recently [5, 6]; strictly speaking one
should not implement timeless (t = 0) solutions directly within our temporal (t > 0)
space, such as superposition principle of quantum mechanics [2, 3]. Nevertheless,
some timeless (t = 0) solutions can be used, but not directly plunged, into our
temporal (t > 0) universe, such as Einstein energy equation [7] as I will show later.
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Since theoretical physicists need mathematics, but mathematics is not physics,
unless her analytical solution is complied within the boundary condition of our
universe, causality (t > 0) and dimensionality, then her analytical solution is a
physical realizable solution that can be applied directly within our universe.

3. Burden of theoretical analysis

As we know, physics is physically real and mathematics is abstractly virtual.
However, it is not how fancy mathematics is compared to physics that guarantees
her analytical solution is physically real. It is her physical realizable paradigm that
determines her solution is physical realizable. In other words, if one uses an empty
subspace model to evaluate a physical problem, then very likely her analytical
solution will be timeless (t = 0). For example, using Schrödinger wave equation to
analyze the quantum dynamic behavior of a particle, then the particle dynamic
solution will be timeless (t = 0) with respect to the empty space of the model, since
empty space is a timeless space.

For instances; in view of all the sophisticated mathematics such as; Hilbert space,
Banach space, Riemann surface, topological spaces, group theory and others have
been used by theoretical physicists, but without any physical evidence to support the
solutions are physical real. Besides all those fancy mathematics were not originated
by theoretical physicists but by a group of abstract mathematicians, in which we see
that theoretical physics is actually an “applied”mathematics or simply mathematics.

Since theoretical physics is mathematics, the burden on their shoulders is to
provide us with physically real solutions for practical implementation. Yet they
have been persistently giving us the virtual fictitious solutions, even though
they knew some of their results are irrational and spooky as noted by Einstein a
century ago!

It seems to me it is kind of out of control; we have seen fictitious sciences added
with very convincing computer animations becoming the mainstream of current
topics of science. Therefore it is an urgent responsibility for the theoretical physi-
cists to bring back the theoretical physics to reality, since the origin of physics was
started by theoretical physicists.

3.1 Subspaces

Before illustrating the consequences as will be used for analytical solution, such
as from virtual mathematical empty space paradigm, I would introduce several
subspaces that have been used by the theoretical physicists in the past and present,
as depicted in Figure 1.

In this figure we see an absolute-empty space, a mathematical virtual space, a
Newtonian’s space, and a temporal (t > 0) space. An absolute-empty space or just
empty space has no substance and has no time. A mathematical virtual space is an
empty space which has no substance in it, but a mathematician can assume coordi-
nates in it, since mathematics is a virtual space. Although this virtual mathematical
space has been extensively used by scientists, theoretical physicists, and others since
the birth of science, it is an abstract space that does not exist within our temporal
(i.e., t > 0) space. The next subspace is known as Newtonian space [8]; it has
substance and coordinates in it but treated time as an “independent” variable. But
Newtonian space does not actually exist within our temporal (t > 0) space, since
time and substance are mutually coexisting within our temporal (t > 0) universe.
The last subspace is known as temporal (t > 0) space [5, 6], where time and
substance are interdependent or coexisting, in which we note that time is a forward
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the empty space paradigm is still used today by the theoretical physicists, “inadver-
tently” not knowing it is a virtual subspace not existing within our universe. As we
have seen, empty space paradigm has provided not just for theoretical physicists
and all of us with an impressive account of viable solutions. Since the virtual
emptiness subspace comes very naturally on a piece of scratched paper but not
knowing the physics behind the shadow of mathematical model is a physically
unreal subspace suppose “not” to be used, but unintentionally we have been using it
since the beginning of science, because science is also mathematics.
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remedy the spookiness comments from one of the world’s most prestigious scien-
tists at that time, theoretical physicists come up a very convincing answer; particles
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must be the powerful and convincing justifiable reason, discouraging for further
investigation, although intensive debates have been started by Einstein, Bohr,
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the paradox of Schrödinger’s cat is still lingering today. Late Richard Feynman has
said that: “After you have learned quantum mechanics, you really do not under-
stand quantum mechanics” [4]. But most of the theoretical physicists still believe
their solutions are physically real, since a score of their solutions have been suc-
cessfully applied in practice.

Although I am not a physicist, I have found a score of solutions as obtained from
an empty space paradigm are timeless (t = 0) recently [5, 6]; strictly speaking one
should not implement timeless (t = 0) solutions directly within our temporal (t > 0)
space, such as superposition principle of quantum mechanics [2, 3]. Nevertheless,
some timeless (t = 0) solutions can be used, but not directly plunged, into our
temporal (t > 0) universe, such as Einstein energy equation [7] as I will show later.
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unless her analytical solution is complied within the boundary condition of our
universe, causality (t > 0) and dimensionality, then her analytical solution is a
physical realizable solution that can be applied directly within our universe.

3. Burden of theoretical analysis

As we know, physics is physically real and mathematics is abstractly virtual.
However, it is not how fancy mathematics is compared to physics that guarantees
her analytical solution is physically real. It is her physical realizable paradigm that
determines her solution is physical realizable. In other words, if one uses an empty
subspace model to evaluate a physical problem, then very likely her analytical
solution will be timeless (t = 0). For example, using Schrödinger wave equation to
analyze the quantum dynamic behavior of a particle, then the particle dynamic
solution will be timeless (t = 0) with respect to the empty space of the model, since
empty space is a timeless space.

For instances; in view of all the sophisticated mathematics such as; Hilbert space,
Banach space, Riemann surface, topological spaces, group theory and others have
been used by theoretical physicists, but without any physical evidence to support the
solutions are physical real. Besides all those fancy mathematics were not originated
by theoretical physicists but by a group of abstract mathematicians, in which we see
that theoretical physics is actually an “applied”mathematics or simply mathematics.

Since theoretical physics is mathematics, the burden on their shoulders is to
provide us with physically real solutions for practical implementation. Yet they
have been persistently giving us the virtual fictitious solutions, even though
they knew some of their results are irrational and spooky as noted by Einstein a
century ago!

It seems to me it is kind of out of control; we have seen fictitious sciences added
with very convincing computer animations becoming the mainstream of current
topics of science. Therefore it is an urgent responsibility for the theoretical physi-
cists to bring back the theoretical physics to reality, since the origin of physics was
started by theoretical physicists.

3.1 Subspaces

Before illustrating the consequences as will be used for analytical solution, such
as from virtual mathematical empty space paradigm, I would introduce several
subspaces that have been used by the theoretical physicists in the past and present,
as depicted in Figure 1.

In this figure we see an absolute-empty space, a mathematical virtual space, a
Newtonian’s space, and a temporal (t > 0) space. An absolute-empty space or just
empty space has no substance and has no time. A mathematical virtual space is an
empty space which has no substance in it, but a mathematician can assume coordi-
nates in it, since mathematics is a virtual space. Although this virtual mathematical
space has been extensively used by scientists, theoretical physicists, and others since
the birth of science, it is an abstract space that does not exist within our temporal
(i.e., t > 0) space. The next subspace is known as Newtonian space [8]; it has
substance and coordinates in it but treated time as an “independent” variable. But
Newtonian space does not actually exist within our temporal (t > 0) space, since
time and substance are mutually coexisting within our temporal (t > 0) universe.
The last subspace is known as temporal (t > 0) space [5, 6], where time and
substance are interdependent or coexisting, in which we note that time is a forward
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“independent” variable moving at a constant speed dictated by the speed of light. I
stress that this temporal (t > 0) subspace is the “only” viable physical realizable
space at this time, of which temporal (t > 0) space is created by the current laws of
physics as derived from Einstein’s theory of relativity [7].

A physical fact is that any analytical solution that deviates away from the con-
straints as imposed by our temporal (t > 0) universe is not a physically real solution.
But this does not mean that the virtual mathematical empty space and Newtonian
space are useless. On the contrary, they have been the cornerstones of physics,
giving us the wisdom of science, from virtual space, Newtonian space, to temporal
universe as presented in Figure 1(b)–(d), respectively.

There is however a difference in context between timeless (t = 0) space and
time-independent variable Newtonian space. Timeless (t = 0) space means that a
virtual subspace existed with no time (i.e., t = 0) where time is “not” a variable,
while Newtonian space means that a space existed at any time where time is an
independent variable. And again, temporal (t > 0) space means that a space
coexisted with time, where time is a constant forward variable and its velocity is
already settled by the speed of light.

3.2 Virtual mathematical spaces

Since virtual space has caused fictitious solution in science, I will take this
opportunity to show what a mathematical virtual space is, as depicted in Figure 2.
Firstly, theoretical physicists are applied mathematicians; they can draw or implant
coordinate systems within an empty space they wish, despite the model being
physically unrealizable.

In Figure 2(a), we see that a singularity approximated atomic model is embed-
ded within an empty subspace, which has no dimension, no size, and no time. The
difference of Figure 2(b) is that there is a virtual coordinate system that has been
added in, by particle physicists, since physicists are mathematicians.

Once the coordinate system is implanted, mathematically speaking, dimension
as well the sizes for all the subatomic particles cannot be ignored. But for simplicity,
we can ignore the size for the time being, but not the separation between particles,
since distance is time and time is distance. I have also found that with the coordinate
system, we have “inadvertently” assumed time is an “independent variable” as
contrasted with temporal space, where time is a “dependent” variable.

We note that since the beginning of science, we have virtually used these two
mathematical paradigms for analyses, not knowing the empty space that we have
used is “not” a physically realizable subspace.

Figure 1.
(a) An absolute-empty space, (b) a virtual mathematical space, (c) a Newtonian space, and (d) a temporal
(t > 0) space.
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In subsequent sections, I will show severe adverse consequences have been done
in the theoretical physics, for which I will show that many of their solutions and
conjectures “only” exist within a timeless (t = 0) virtual space, which does not exist
within our temporal (t > 0) universe.

3.3 Timeless (t = 0) solution

As from my knowledge, theoretical physics was built from a mathematical
empty subspace, in which we had assumed the deep space within our universe is
absolutely empty, which includes time. Since we have had experienced the exis-
tence of gravitational fields and electromagnetic wave, it tells us the deep space
within our universe is “not” an empty space. In fact every subspace within our
universe is temporal (t > 0), which includes substances not the particle like.

Yet, emptiness within the deep space is still lingering, which causes serious
problems as science moves on to a finer scale of particle size and higher level of
abstraction, such as quantum mechanics, particle physics, and cosmology. Over a
century of modern physics, yet we have “inadvertently” been using the same
mathematical virtual paradigm for solution, not knowing the shadow background
(e.g., a piece of white scratch paper) model is timeless (t = 0), although “all” the
laws of science practically were developed from an empty virtual space.

Let me illustrate what a timeless (t = 0) physical law is, for which I take two
of the most famous equations in modern physics, Einstein’s energy equation [7]
and the Schrödinger equation [2, 7], for examples. One has been used for the
creation of our temporal (t > 0) universe [5, 9], and the other has many practical
applications in high-speed Internet communication and computing as given by,
respectively,

E ¼ mc2 (1)

where m is the rest mass and c is the velocity of light.

∂
2ψ
∂x2

þ 8π2m

h2
E� Vð Þψ ¼ 0 (2)

Figure 2.
A set of atomic models embedded within virtual empty subspaces (a) shows a singularity approximated atomic
model is situated within an empty space, which has no coordinate system, and (b) shows an atomic model is
embedded within an empty space that has a coordinate system drawn into it.
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added in, by particle physicists, since physicists are mathematicians.
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we can ignore the size for the time being, but not the separation between particles,
since distance is time and time is distance. I have also found that with the coordinate
system, we have “inadvertently” assumed time is an “independent variable” as
contrasted with temporal space, where time is a “dependent” variable.

We note that since the beginning of science, we have virtually used these two
mathematical paradigms for analyses, not knowing the empty space that we have
used is “not” a physically realizable subspace.

Figure 1.
(a) An absolute-empty space, (b) a virtual mathematical space, (c) a Newtonian space, and (d) a temporal
(t > 0) space.
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In subsequent sections, I will show severe adverse consequences have been done
in the theoretical physics, for which I will show that many of their solutions and
conjectures “only” exist within a timeless (t = 0) virtual space, which does not exist
within our temporal (t > 0) universe.

3.3 Timeless (t = 0) solution

As from my knowledge, theoretical physics was built from a mathematical
empty subspace, in which we had assumed the deep space within our universe is
absolutely empty, which includes time. Since we have had experienced the exis-
tence of gravitational fields and electromagnetic wave, it tells us the deep space
within our universe is “not” an empty space. In fact every subspace within our
universe is temporal (t > 0), which includes substances not the particle like.

Yet, emptiness within the deep space is still lingering, which causes serious
problems as science moves on to a finer scale of particle size and higher level of
abstraction, such as quantum mechanics, particle physics, and cosmology. Over a
century of modern physics, yet we have “inadvertently” been using the same
mathematical virtual paradigm for solution, not knowing the shadow background
(e.g., a piece of white scratch paper) model is timeless (t = 0), although “all” the
laws of science practically were developed from an empty virtual space.

Let me illustrate what a timeless (t = 0) physical law is, for which I take two
of the most famous equations in modern physics, Einstein’s energy equation [7]
and the Schrödinger equation [2, 7], for examples. One has been used for the
creation of our temporal (t > 0) universe [5, 9], and the other has many practical
applications in high-speed Internet communication and computing as given by,
respectively,

E ¼ mc2 (1)

where m is the rest mass and c is the velocity of light.

∂
2ψ
∂x2

þ 8π2m

h2
E� Vð Þψ ¼ 0 (2)

Figure 2.
A set of atomic models embedded within virtual empty subspaces (a) shows a singularity approximated atomic
model is situated within an empty space, which has no coordinate system, and (b) shows an atomic model is
embedded within an empty space that has a coordinate system drawn into it.
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where ψ is the Schrödinger wave function (or Eigen function), m is the mass,
E is the energy, V is the potential energy, and h is the Planck ‘s constant.

In view of these equations, we see that they are timeless (t = 0) since they are not
time domain equations. In addition we also see that these equations are point-
singularity approximated; dimensionless and have no coordinate. But, a question
may be asked:Why are these equations timeless (t = 0)? Apparently these equations
were derived from a virtual subspace, which has no time (t = 0).

By the way, practically all the fundamental laws and principles of science were
developed on a piece of scratch paper (or on a blackboard), as shown in Figure 3.

We see a couple of equations with an atomic model drawn in it. This is a typical
example of solving a particle physics problem: a scratch paper, a pencil, a model,
and mathematics. Yet, if I tell you that solution as will be obtained from this
configuration will be mathematically correct, but is physically “wrong,” would you
believe me? And this is precisely the major wrong part as I will discuss in this article.

Since we have never in our wildest nightmare that the background of a piece of
scratch paper represents an empty timeless (t = 0) space; it is a virtual subspace that
have been “inadvertently” using since the beginning of science. For which we see
that; practically all the laws of physical were developed on the top of a piece of
scratch paper that represents a virtual empty subspace. And I have recently found
it is not a real physical subspace that supposes to be used within our universe.
In fact, practically all the laws of science were obtained from this virtual subspace.

In the following, I will show consequences that have been from the use of a piece
of scratch paper. Let me start with our universe, which is a time–space
interdependent space as described by the following symbolic representation [5, 9]:

f r tð Þ½ �, t>0 and r ¼ c � t (3)

where r is the radius of a subspace, c is the velocity of light, and t > 0 denotes
time as a forward dependent variable moving at a constant speed, for which we

Figure 3.
A sample piece of “scratch paper” shows an atomic model with a couple of equations in it.
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see that any mathematical solution (or principle) has to comply with our
universal boundary condition: causality and dimensionality. Otherwise the solu-
tion (or principle) cannot be directly implemented within our temporal (t > 0)
universe.

In view of Eq. (1) and Eq. (2), we see that they are timeless (t = 0) equations;
strictly speaking they cannot be directly applied into our temporal (t > 0) universe,
unless a temporal component is introduced with these equations. For example, let
us take the timeless Einstein energy equation as our example. If the equation is
appropriately converted into a partial differential form as given by [5, 9]

∂E
∂t

¼ �c2
∂m
∂t

¼ ∇ � S, t>0 (4)

we see that the equation has transformed from a timeless (t = 0) dimensionless
equation into a time-dependent equation with spatial representation, where a
partial derivative of energy with respect to time (∂E∂t) is the rate of energy increase,
the term (∂m∂t ) represents corresponding rate of reduction in mass, ∇ represents the
divergent operator, � denotes the dot product operation, S is an energy vector, and
t > 0 denotes time as a dependent forward variable after excitation t = 0.

From Eq. (4) we see that a dimensionless and timeless equation has been
transformed into a time variable function that can be applied directly within our
temporal (t > 0) universe. Notice that an equation is not just a symbolic represen-
tation, it is also a description, in which we can visualize that the converted energy
diverges at speed of light into a dimensional space as time moves forward. This is
precisely how our universe was created, in which we see that “every” subspace,
within our temporal (t > 0) universe, can be described by the following expression
as given by

∇� S ¼ f r tð Þ½ � ¼ f x tð Þ, y tð Þ, z tð Þ� �
, t>0 (5)

where r is the radius of a spherical subspace and [x(t), y(t),z(t)] represents a
rectangular coordinate system. Note that any particle regardless of their size, very
large or very small, can be represented by Eq. (5), which includes all the elementary
particles, in which we see that all particles are temporal (t > 0) particles that include
substances, not particle size. Nevertheless Eq. (5) can be further extended as given
by [5, 10]

∇ � S vð Þ½ � ¼ � ∂

∂t
1
2
ϵoE2 vð Þ þ 1

2
μoH2 vð Þ

� �
, t>0 (6)

where (ϵo, μo) denotes the permittivity and permeability medium within the free
space; (E, H) represent the electric and magnetic field vectors, respectively; and v is
the frequency of the electromagnetic wave. From this extended representation, we
see that the boundary of our universe is expanding at a speed of light within an even
larger space well beyond our current observation, as depicted in Figure 4.

Since the speed of electromagnetic wave is limited by 1/ [ϵμ)]1/2, we see that our
universe is “not empty,” which includes the space beyond our universal boundary;
otherwise our universe will “not” be a bounded subspace. The non-emptiness uni-
versal space is an interesting aspect of a greater universe, as I will discuss briefly
when we meet at the Big Bang creation.

As we have accepted the deep space of our universe is non-empty, any excitation
within our temporal (t > 0) universe “cannot” be instant (t = 0) responded, but it
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By the way, practically all the fundamental laws and principles of science were
developed on a piece of scratch paper (or on a blackboard), as shown in Figure 3.

We see a couple of equations with an atomic model drawn in it. This is a typical
example of solving a particle physics problem: a scratch paper, a pencil, a model,
and mathematics. Yet, if I tell you that solution as will be obtained from this
configuration will be mathematically correct, but is physically “wrong,” would you
believe me? And this is precisely the major wrong part as I will discuss in this article.

Since we have never in our wildest nightmare that the background of a piece of
scratch paper represents an empty timeless (t = 0) space; it is a virtual subspace that
have been “inadvertently” using since the beginning of science. For which we see
that; practically all the laws of physical were developed on the top of a piece of
scratch paper that represents a virtual empty subspace. And I have recently found
it is not a real physical subspace that supposes to be used within our universe.
In fact, practically all the laws of science were obtained from this virtual subspace.

In the following, I will show consequences that have been from the use of a piece
of scratch paper. Let me start with our universe, which is a time–space
interdependent space as described by the following symbolic representation [5, 9]:

f r tð Þ½ �, t>0 and r ¼ c � t (3)

where r is the radius of a subspace, c is the velocity of light, and t > 0 denotes
time as a forward dependent variable moving at a constant speed, for which we
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A sample piece of “scratch paper” shows an atomic model with a couple of equations in it.
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see that any mathematical solution (or principle) has to comply with our
universal boundary condition: causality and dimensionality. Otherwise the solu-
tion (or principle) cannot be directly implemented within our temporal (t > 0)
universe.

In view of Eq. (1) and Eq. (2), we see that they are timeless (t = 0) equations;
strictly speaking they cannot be directly applied into our temporal (t > 0) universe,
unless a temporal component is introduced with these equations. For example, let
us take the timeless Einstein energy equation as our example. If the equation is
appropriately converted into a partial differential form as given by [5, 9]

∂E
∂t

¼ �c2
∂m
∂t

¼ ∇ � S, t>0 (4)

we see that the equation has transformed from a timeless (t = 0) dimensionless
equation into a time-dependent equation with spatial representation, where a
partial derivative of energy with respect to time (∂E∂t) is the rate of energy increase,
the term (∂m∂t ) represents corresponding rate of reduction in mass, ∇ represents the
divergent operator, � denotes the dot product operation, S is an energy vector, and
t > 0 denotes time as a dependent forward variable after excitation t = 0.

From Eq. (4) we see that a dimensionless and timeless equation has been
transformed into a time variable function that can be applied directly within our
temporal (t > 0) universe. Notice that an equation is not just a symbolic represen-
tation, it is also a description, in which we can visualize that the converted energy
diverges at speed of light into a dimensional space as time moves forward. This is
precisely how our universe was created, in which we see that “every” subspace,
within our temporal (t > 0) universe, can be described by the following expression
as given by

∇� S ¼ f r tð Þ½ � ¼ f x tð Þ, y tð Þ, z tð Þ� �
, t>0 (5)

where r is the radius of a spherical subspace and [x(t), y(t),z(t)] represents a
rectangular coordinate system. Note that any particle regardless of their size, very
large or very small, can be represented by Eq. (5), which includes all the elementary
particles, in which we see that all particles are temporal (t > 0) particles that include
substances, not particle size. Nevertheless Eq. (5) can be further extended as given
by [5, 10]

∇ � S vð Þ½ � ¼ � ∂

∂t
1
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ϵoE2 vð Þ þ 1
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μoH2 vð Þ

� �
, t>0 (6)

where (ϵo, μo) denotes the permittivity and permeability medium within the free
space; (E, H) represent the electric and magnetic field vectors, respectively; and v is
the frequency of the electromagnetic wave. From this extended representation, we
see that the boundary of our universe is expanding at a speed of light within an even
larger space well beyond our current observation, as depicted in Figure 4.

Since the speed of electromagnetic wave is limited by 1/ [ϵμ)]1/2, we see that our
universe is “not empty,” which includes the space beyond our universal boundary;
otherwise our universe will “not” be a bounded subspace. The non-emptiness uni-
versal space is an interesting aspect of a greater universe, as I will discuss briefly
when we meet at the Big Bang creation.

As we have accepted the deep space of our universe is non-empty, any excitation
within our temporal (t > 0) universe “cannot” be instant (t = 0) responded, but it
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will be responded at a later instance (i.e., t > 0). This is the well-known causality
condition, a well-accepted principle in science.

Moreover, Eq. (6) shows that time and subspace are mutually coexisting within
our universe by which time and space are interdependent. That is, time is a
“dependent” variable with respect to the existence of the subspace, and space is a
dependent substance with respect to time, in which we see that, within our uni-
verse, time is space and space is time, for which we see that it may be possible to
transform a timeless (t = 0) equation into a time domain equation, to comply with
the causality (t > 0) condition of our universe, as will be shown in the following:

For example, Figure 5 shows a timeless solution which can be transformed and
reconfigured into a temporal (t > 0) domain solution. Let me assume a Fourier
domain solution F(ω) is depicted in Figure 5(a), where ω is an angular frequency
variable, in which we see that it is a timeless (t = 0) equation (i.e., not a time
domain equation) which cannot be used within our temporal universe. By simply
inverse-transforming F(ω) into a time-domain solution [i.e., f(t)] shown in
Figure 5(b), we see that it is still not a physical realizable solution, since a portion of
f(t) exists in the negative time domain (i.e., t < 0). However if we add a negative
linear phase distribution [i.e., exp. (�idω)] with F(ω), together we have [F(ω) exp.
(�idω)]; again it is still not a time domain solution. If this complex Fourier domain
solution is inversely transformed into a time domain equation of f(t � d) as
depicted in Figure 5(f), we see that f(t � d) exists only within the positive time
domain which can be directly applied within our temporal subspace, since it
satisfies the causality (t > 0) condition of our universe.

In this example, we have shown, in principle, it is possible to reconfigure a
temporal solution to comply with the causality (t > 0) condition of our universe.
But there is always a price to pay (i.e., in time d); by appropriately delaying a
nonphysical realizable time domain solution, it is possible to make a time domain
solution causal (i.e., t > 0).

This example also shows an important aspect within our temporal universe; we
cannot get something from nothing; there is always a price to pay, an amount of
energy with a section of time (i.e., ΔE and Δt). This means that every subspace
within our temporal (t > 0) universe responds after the excitation. In other words

Figure 4.
A composite temporal space universe diagrams. r = ct, r is the radius of our universe, t is time, c is the velocity of
light, and ϵo and μ0 are the permittivity and permeability mediums within the deep space.
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temporal (t > 0) space behaves as a passive time-dependent system; it responds
after the excitation but neither instant (i.e., at t = 0) nor before time (i.e., t < 0).

The essence of this illustration is that it tells us, in principle, is possible to
transform an arbitrary solution to become a time domain solution. Any analytic
solution as obtained from those fancy mathematics (e.g., Hilbert space, topological
space, and others) in principle can be converted first into a time domain solution
and then reconfigures it into a temporal (t > 0) solution to satisfy the causality
(t > 0) condition of our universe.

Again, practically all the fundamental laws of physics are timeless (t = 0) and
singularity approximated. In principle a causality (t > 0) constraint can be added
with those laws, as to signify the imposition upon time is a forward dependent
variable (i.e., t > 0). A sample set of well-known equations that can be constrained
by t > 0 is given by

∇� E ¼ � ∂B
∂t

, t>0 (7)

∇� B ¼ μ0 J þ μ0ε0
∂E
∂t

, t>0 (8)

∂ε

∂t
¼ �c2

∂m
∂t

, t>0 (9)

ψðx; tÞ ¼ exp : i kx� ωtÞ�; t>0ð½ (10)

in which we see these equations as well as their solutions are and will be
subjected to the causality (t > 0) constraint. By reconfiguring their solutions to
comply with the causality (t > 0) condition, all solutions can be applied within our
universe. For example, without the causality (i.e., t > 0) constraint, wave equation
of Eq. (10) is not a physical realizable time domain solution that can be directly
applied into our universe, although it is a time-domain solution. With the imposi-
tion of t > 0, her solution can be shown approximately as given by [10]:

Figure 5.
(a) A Fourier domain solution; (b) the corresponding time domain solution; (c) magnitude of a Fourier
distribution; (d) a Fourier domain linear phase factor; (e) an inverse Fourier transformer; and
(f) the corresponding time domain solution existing in the time domain (i.e., t > 0).
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temporal (t > 0) space behaves as a passive time-dependent system; it responds
after the excitation but neither instant (i.e., at t = 0) nor before time (i.e., t < 0).

The essence of this illustration is that it tells us, in principle, is possible to
transform an arbitrary solution to become a time domain solution. Any analytic
solution as obtained from those fancy mathematics (e.g., Hilbert space, topological
space, and others) in principle can be converted first into a time domain solution
and then reconfigures it into a temporal (t > 0) solution to satisfy the causality
(t > 0) condition of our universe.

Again, practically all the fundamental laws of physics are timeless (t = 0) and
singularity approximated. In principle a causality (t > 0) constraint can be added
with those laws, as to signify the imposition upon time is a forward dependent
variable (i.e., t > 0). A sample set of well-known equations that can be constrained
by t > 0 is given by

∇� E ¼ � ∂B
∂t

, t>0 (7)

∇� B ¼ μ0 J þ μ0ε0
∂E
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, t>0 (8)

∂ε

∂t
¼ �c2

∂m
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, t>0 (9)

ψðx; tÞ ¼ exp : i kx� ωtÞ�; t>0ð½ (10)

in which we see these equations as well as their solutions are and will be
subjected to the causality (t > 0) constraint. By reconfiguring their solutions to
comply with the causality (t > 0) condition, all solutions can be applied within our
universe. For example, without the causality (i.e., t > 0) constraint, wave equation
of Eq. (10) is not a physical realizable time domain solution that can be directly
applied into our universe, although it is a time-domain solution. With the imposi-
tion of t > 0, her solution can be shown approximately as given by [10]:

Figure 5.
(a) A Fourier domain solution; (b) the corresponding time domain solution; (c) magnitude of a Fourier
distribution; (d) a Fourier domain linear phase factor; (e) an inverse Fourier transformer; and
(f) the corresponding time domain solution existing in the time domain (i.e., t > 0).
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ψ t� t0ð Þ ¼ exp :½�α t� t0ð Þ2 cos ½ω tð Þ
h i

, t� t0 > 0 (11)

in which we see that the wave equation existed within the positive time domain,
as long as t � t0 > 0 and t0 is a time delay factor.

4. Virtual paradigm

Science is based at different levels of physical abstraction, in which the founda-
tion of theoretical physics is supported by mathematics with physical realizable
paradigms. As earlier as the discovery of gravitational field, to Newtonian mechan-
ics, to statistical mechanics, to electromagnetic field, to relativistic theory, to parti-
cle physics, and to quantum mechanics, each level of physical discovery was based
on an assumed physical realizable paradigm, in which their analytical solutions
were assumed physically real, with a high degree of certainty.

But as science progresses, the demand for more-defined physical paradigms is
needed. The fact is we have “inadvertently” overlooked and continuously used an
old virtual subspace which is no longer viable for sophisticated modern physics.
Although irrational and fictitious solutions emerged, which have been pointed to us
that something is wrong with our solutions, ambition and fantasy have driven us to
quick success, for overlooking what is wrong with the theoretical analysis, since
theoretical physics was and still is the core of modern physics. But the problem
of theoretical physicists is that they have used sophisticated mathematics to
substitute the physical reality, inadvertently or intentionally not finding out
what is wrong with their irrational solutions, which have been known as spooky
solutions.

In the following I will show a few typical examples without quotation, since
there are a bunch of evidences which are difficult to single out for references, for
which the readers can find those materials either published in various scientific
journals or in the YouTube links as well as in various social media posted by well-
known theoretical physicists from prestigious universities and national research
institutes that include some Nobel laureates in physics.

5. Big Bang hypothesis

Although Big Bang creation is a well-accepted hypothesis, it was assumed the
explosion started from a singularity explosion within an “empty space” as depicted
in Figure 5(a).

Since empty space cannot have non-empty subspace in it, we see that paradigm
of Figure 6(a) is “not” a physical realizable model. Strictly speaking any
nonphysical realizable paradigm as Figure 6(a) should not be used; otherwise
unsupported virtual solution may emerge such as cyclic universe creation, single
universe theory, and others.

Even though we assumed Big Bang explosion occurs within an empty space, as
cosmologists often do, the velocity of electromagnetic radiation will be infinitely
large, by virtue of electromagnetic wave velocity as given by

v ¼ 1=ðϵμÞ1=2 (12)

where (ϵ,μ) are the permittivity and permeability medium. Within an empty
space, we see that ϵ = 0 and μ = 0.
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On the other hand, if the solution comes out from a Big Bang explosion situated
within a temporal (t > 0) space, as depicted in Figure 6(b), we see that the
explosion started within a non-empty subspace where time has already coexisted
with the “media”(e.g., ϵ and μ) within the subspace, in which we see that our
universe is a “bounded” temporal (t > 0) subspace and her boundary is expanding
at the speed of light, which is consistent with the observation reported by the
Hubble Space Telescope [11].

6. Timeless quantum world

Two of the most important pillars in modern physics must be Einstein’s relativity
theory [7] and Schrodinger’s quantum mechanics [2], in which one is dealing with
very large objects and the other is dealing with very small particles. Yet they were
connected by means of Heisenberg’s uncertainty principle [12]; every subspace
within our temporal (t > 0) universe is limited by energy (i.e., ΔE) and time (i.e.,
Δt), which is equaled to a “quantum unit” of Heisenberg‘s principle [13] as given by

ΔE � Δt ¼ h (13)

where h is the Planck‘s constant.
And each quantum unit is equivalent to an information cell, as shown by Dennis

Gabor in 1946 [14], in which it tells us that every bit of information takes an
amount of energy (ΔE) and section of time (Δt) to produce, to transmit, to store,
and to destroy, and it is “not” free (i.e., in terms of ΔE and Δt). In other words;
within our universe everything has a price tag; namely ΔE and Δt.

Since Schrodinger’s quantum mechanics was constructed within a timeless
(t = 0) subspace, his whole quantum world is timeless [15]. And this is the “same
error” that all of us, past and present, have committed, by a paradigm which was
drawn into a scratch paper and not knowing it actually represents a timeless (t = 0)
subspace.

In view of Figure 7(a), I sincerely “believed” that Schrödinger was not aware
the background of a scratch paper presented as a virtual empty subspace; otherwise
he would not have had the paradox of his cat.

Figure 6.
(a) Big Bang explosion started within an empty space, a generally accepted paradigm. (b) Big Bang explosion
within a temporal (t > 0) subspace; (ϵ, μ) represents the space which already has substance in it.
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in which we see that the wave equation existed within the positive time domain,
as long as t � t0 > 0 and t0 is a time delay factor.

4. Virtual paradigm

Science is based at different levels of physical abstraction, in which the founda-
tion of theoretical physics is supported by mathematics with physical realizable
paradigms. As earlier as the discovery of gravitational field, to Newtonian mechan-
ics, to statistical mechanics, to electromagnetic field, to relativistic theory, to parti-
cle physics, and to quantum mechanics, each level of physical discovery was based
on an assumed physical realizable paradigm, in which their analytical solutions
were assumed physically real, with a high degree of certainty.

But as science progresses, the demand for more-defined physical paradigms is
needed. The fact is we have “inadvertently” overlooked and continuously used an
old virtual subspace which is no longer viable for sophisticated modern physics.
Although irrational and fictitious solutions emerged, which have been pointed to us
that something is wrong with our solutions, ambition and fantasy have driven us to
quick success, for overlooking what is wrong with the theoretical analysis, since
theoretical physics was and still is the core of modern physics. But the problem
of theoretical physicists is that they have used sophisticated mathematics to
substitute the physical reality, inadvertently or intentionally not finding out
what is wrong with their irrational solutions, which have been known as spooky
solutions.

In the following I will show a few typical examples without quotation, since
there are a bunch of evidences which are difficult to single out for references, for
which the readers can find those materials either published in various scientific
journals or in the YouTube links as well as in various social media posted by well-
known theoretical physicists from prestigious universities and national research
institutes that include some Nobel laureates in physics.

5. Big Bang hypothesis

Although Big Bang creation is a well-accepted hypothesis, it was assumed the
explosion started from a singularity explosion within an “empty space” as depicted
in Figure 5(a).

Since empty space cannot have non-empty subspace in it, we see that paradigm
of Figure 6(a) is “not” a physical realizable model. Strictly speaking any
nonphysical realizable paradigm as Figure 6(a) should not be used; otherwise
unsupported virtual solution may emerge such as cyclic universe creation, single
universe theory, and others.

Even though we assumed Big Bang explosion occurs within an empty space, as
cosmologists often do, the velocity of electromagnetic radiation will be infinitely
large, by virtue of electromagnetic wave velocity as given by

v ¼ 1=ðϵμÞ1=2 (12)

where (ϵ,μ) are the permittivity and permeability medium. Within an empty
space, we see that ϵ = 0 and μ = 0.
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On the other hand, if the solution comes out from a Big Bang explosion situated
within a temporal (t > 0) space, as depicted in Figure 6(b), we see that the
explosion started within a non-empty subspace where time has already coexisted
with the “media”(e.g., ϵ and μ) within the subspace, in which we see that our
universe is a “bounded” temporal (t > 0) subspace and her boundary is expanding
at the speed of light, which is consistent with the observation reported by the
Hubble Space Telescope [11].

6. Timeless quantum world

Two of the most important pillars in modern physics must be Einstein’s relativity
theory [7] and Schrodinger’s quantum mechanics [2], in which one is dealing with
very large objects and the other is dealing with very small particles. Yet they were
connected by means of Heisenberg’s uncertainty principle [12]; every subspace
within our temporal (t > 0) universe is limited by energy (i.e., ΔE) and time (i.e.,
Δt), which is equaled to a “quantum unit” of Heisenberg‘s principle [13] as given by

ΔE � Δt ¼ h (13)

where h is the Planck‘s constant.
And each quantum unit is equivalent to an information cell, as shown by Dennis

Gabor in 1946 [14], in which it tells us that every bit of information takes an
amount of energy (ΔE) and section of time (Δt) to produce, to transmit, to store,
and to destroy, and it is “not” free (i.e., in terms of ΔE and Δt). In other words;
within our universe everything has a price tag; namely ΔE and Δt.

Since Schrodinger’s quantum mechanics was constructed within a timeless
(t = 0) subspace, his whole quantum world is timeless [15]. And this is the “same
error” that all of us, past and present, have committed, by a paradigm which was
drawn into a scratch paper and not knowing it actually represents a timeless (t = 0)
subspace.

In view of Figure 7(a), I sincerely “believed” that Schrödinger was not aware
the background of a scratch paper presented as a virtual empty subspace; otherwise
he would not have had the paradox of his cat.

Figure 6.
(a) Big Bang explosion started within an empty space, a generally accepted paradigm. (b) Big Bang explosion
within a temporal (t > 0) subspace; (ϵ, μ) represents the space which already has substance in it.
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Why we have missed the timeless (t = 0) subspace paradigm issue is very
“natural,” since we are all human, imperfect and simple as it is. And we have
“inadvertently” treated the shadow background of a scratch paper as a physical
space, and it has never been in our minds that the background represents a
virtual empty space. And this is precisely the reason that Schrödinger’s quantum
mechanics did.

Nevertheless, it is possible to build a “temporal (t > 0)” quantum machine [10]
similar to the one that Schrödinger has built. Instead, the quantum machine is built
with a Bohr atomic embedded within a temporal (t > 0) subspace, as depicted in
Figure 7(b), in which we see that any analytical solution that emerges from this
physical realizable paradigm will be temporal (t > 0), for which I note that if one is
searching a new particle in a timeless (t = 0) quantum world, it is “very likely” the
newly discovered (i.e., analytical) particle is timeless (t = 0), since every particle is
also a temporal particle within our universe, no matter how small it is; otherwise the
particle cannot exist within our temporal universe. In case one “insists” that a
timeless particle can coexist within our universe, it is equivalent of searching for a
timeless (t = 0) particle within our temporal universe.

7. Granular universe

As from the particle physics perspective, every substance within our universe is
built by particles, of which our universe is compacted with particles, for which we
see that our universe is granular instead of smooth and continuous. And it is a very
convincing argument from a particle physicist’s point of view: our universe is not
continuous and smooth.

Since particle is temporal (t > 0) no matter how small they are, empty space
cannot coexist within a temporal (t > 0) space, in which we see that there should be
“temporal” substances between particles. And this is precisely why there are exis-
tent temporal substances throughout the entire universe, beyond particle forms.
Otherwise gravitation fields, electric fields, magnetic fields, as well electromagnetic
waves cannot exist within our universe.

With all these physical evidences, we see that there is a new branch of physics
beyond the particle physics that is waiting for us to explore, for which the “micro
limit” of physics should not have to be limited to the particle physics point of view,

Figure 7.
Physical realizable paradigm (a) shows a Bohr atom situated within an empty space, which is “not” a physical
realizable model, and (b) shows a Bohr atom situated within a temporal subspace, which is a physical
realizable model.
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in which we see that time is not as granular as predicted by particle physicists. As
we accepted particle and time coexist, we see that every particle within our universe
has the same instance of time with the same time speed but has a relativistic time
between particles, in which time is a dependent variable with respect to particle and
it is as smooth and continuous.

7.1 Symmetric principle

Symmetric principle has been used in theoretical physics for searching new
particles and others, since the dawn of modern physics. Mathematically speaking
those imaged properties of particles exist, but they are from an abstract mathemat-
ical standpoint.

Symmetric principle is based on a virtual empty space where time is treated as
an independent variable as a Newtonian subspace. And this is precisely why the
symmetric principle of science behaves as a mirror perception, such as positive
versus negative or as groups in group theory, for example, positive time versus
negative time, positive energy versus negative energy, matter versus anti-matter,
and others. It is physical real versus mathematical virtual. But the fact is that all the
mirror images such as negative time, negative energy, and anti-matter do not exist
within our temporal (t > 0) universe. The fact is that those conjectures were derived
from a mathematical or a Newtonian space standpoint; which is not existed within
our temporal (t > 0) universe that has had or has had not!

Since time and space coexist, matter (i.e., subspace) is time, and time is matter.
Without time we have no matter, and without matter it has no time, in which we
see that there is an “asymmetric principle” in science with respect to physical real
versus mathematical virtual, instead of the mirror image of mathematics.

Samples of asymmetric principle are:
Have time (t > 0) vs. no time (t = 0)
Having energy vs. no energy
Having matter vs. no matter
Physical real vs. virtually fictitious
Therefore we see that searching for any new particle, it is more reasonable to use

the “asymmetric principle” instead of symmetric principle. It will be more “likely”
found within our physical world, since timeless particles do not exist within our
temporal (t > 0) universe.

7.2 Curving time–space

Within our temporal (t > 0) universe, every subspace takes an amount of energy
ΔE and a section of time Δt to create, and it is not free, for which time is subspace
and subspace is time, and we see that time is a “dependent” variable with the
existence of space. Since we are still having a vague idea of interaction between
gravity with time and knowing that gravitational field is produced by masses,
gravitational field has to be embedded in a non-empty space which coexists with
time. It is therefore “incorrect” to assume time as an “independent” variable, as we
often do, for which I have a hard time to accept curving time–space dynamics, as
based on a virtual mathematical space.

Since speed of time is settled by the velocity of light as our universe was created
by a Big Bang explosion (a well-accepted paradigm) from the theory of relativity
[5, 9], we have shown time is a dependent variable, instead of an independent
variable, as within a Newtonian subspace, where time traveling is possible.

And this is the reason why space “cannot” be curved by time, since time is a
“dependent” variable, of which we see that time is “physical real” since time and
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Since particle is temporal (t > 0) no matter how small they are, empty space
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“temporal” substances between particles. And this is precisely why there are exis-
tent temporal substances throughout the entire universe, beyond particle forms.
Otherwise gravitation fields, electric fields, magnetic fields, as well electromagnetic
waves cannot exist within our universe.

With all these physical evidences, we see that there is a new branch of physics
beyond the particle physics that is waiting for us to explore, for which the “micro
limit” of physics should not have to be limited to the particle physics point of view,
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Physical realizable paradigm (a) shows a Bohr atom situated within an empty space, which is “not” a physical
realizable model, and (b) shows a Bohr atom situated within a temporal subspace, which is a physical
realizable model.
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in which we see that time is not as granular as predicted by particle physicists. As
we accepted particle and time coexist, we see that every particle within our universe
has the same instance of time with the same time speed but has a relativistic time
between particles, in which time is a dependent variable with respect to particle and
it is as smooth and continuous.

7.1 Symmetric principle

Symmetric principle has been used in theoretical physics for searching new
particles and others, since the dawn of modern physics. Mathematically speaking
those imaged properties of particles exist, but they are from an abstract mathemat-
ical standpoint.

Symmetric principle is based on a virtual empty space where time is treated as
an independent variable as a Newtonian subspace. And this is precisely why the
symmetric principle of science behaves as a mirror perception, such as positive
versus negative or as groups in group theory, for example, positive time versus
negative time, positive energy versus negative energy, matter versus anti-matter,
and others. It is physical real versus mathematical virtual. But the fact is that all the
mirror images such as negative time, negative energy, and anti-matter do not exist
within our temporal (t > 0) universe. The fact is that those conjectures were derived
from a mathematical or a Newtonian space standpoint; which is not existed within
our temporal (t > 0) universe that has had or has had not!

Since time and space coexist, matter (i.e., subspace) is time, and time is matter.
Without time we have no matter, and without matter it has no time, in which we
see that there is an “asymmetric principle” in science with respect to physical real
versus mathematical virtual, instead of the mirror image of mathematics.

Samples of asymmetric principle are:
Have time (t > 0) vs. no time (t = 0)
Having energy vs. no energy
Having matter vs. no matter
Physical real vs. virtually fictitious
Therefore we see that searching for any new particle, it is more reasonable to use

the “asymmetric principle” instead of symmetric principle. It will be more “likely”
found within our physical world, since timeless particles do not exist within our
temporal (t > 0) universe.

7.2 Curving time–space

Within our temporal (t > 0) universe, every subspace takes an amount of energy
ΔE and a section of time Δt to create, and it is not free, for which time is subspace
and subspace is time, and we see that time is a “dependent” variable with the
existence of space. Since we are still having a vague idea of interaction between
gravity with time and knowing that gravitational field is produced by masses,
gravitational field has to be embedded in a non-empty space which coexists with
time. It is therefore “incorrect” to assume time as an “independent” variable, as we
often do, for which I have a hard time to accept curving time–space dynamics, as
based on a virtual mathematical space.

Since speed of time is settled by the velocity of light as our universe was created
by a Big Bang explosion (a well-accepted paradigm) from the theory of relativity
[5, 9], we have shown time is a dependent variable, instead of an independent
variable, as within a Newtonian subspace, where time traveling is possible.

And this is the reason why space “cannot” be curved by time, since time is a
“dependent” variable, of which we see that time is “physical real” since time and
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subspace coexist, in which we see that time is certainly “not” an illusion as some
scientists claimed.

7.3 Entropy and information

Aside from the virtual empty space paradigm, there are some serious mistakes
that have been made on entropy theory of information by some theoretical physi-
cists. Since information theory was developed by a group of mathematically ori-
ented engineers, it was hardly appreciated by the physicists until it is connected
with Boltzmann‘s second law of thermodynamics as given by

I ¼ log 2 N bits (14)

and

S ¼ k ln N joules per Kelvin (15)

where k is the Boltzmann constant, in which we see that information and
entropy can be exchanged or traded, as given by the following symbolic
representation:

I⬌S (16)

Without this connection, information would be very difficult to be applied in
physics, since entropy is a well-accepted quantity in science.

However, the relationship of Eq. (16) does not mean that quantity of entropy (or
equivalent amount of information in bits) is equaled to the information. It is the
“cost” in bits (or equivalent amount of entropy in joules/kelvin) needed to generate
the information, for example, a book of 1000 bits of information content (i.e., the
cost), which means that there are 21000 possible copies of books having the same
1000 bits of information. There are also many objects available having the same bits
of information, but not books.

As for quantum entanglement communication, it seems to me they have missed
the essence of information transmission. For “efficient” information transmission,
the sender (i.e., information source) is required to provide a highest information
content (i.e., equip-probable state) of the source. For example, the more equal-
probable or “uncertain” the ensemble signal is provided by the sender, the higher
the information content from the source. For example, information content pro-
vided by the source (i.e., the sender) is given by

I ¼ � log 2 p aið Þ (17)

where p(ai) is the probability of an event ai from the source (i.e., sender)
provider ensembles A = {ai}, I = 1, 2, … , N, in which we see that the largest
information content provided by the source is P = 1/N (i.e., equal probability state).

As for a “binary” information source (i.e., 0, 1), for N = 2 it is the maximum
entropy-coded binary source as given by

I ¼ � log 2 p 1=2ð Þ ¼ 1 bit (18)

in which we see that binary source information is the “lowest” information
capacity for transmissions per unit time Δt, if we used digital transmission. Yet, the
major advantage for using binary-digital transmission is for noise immunization,
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such that the corrupted digital signal (e.g., by noise) can be refreshed, since digital
signal can be repeated. For example, a compact disk (i.e., CD) can copy for thou-
sands of time, and we have experienced that the latest copy is just as good as the
original copy, while an analog magnetic tape cannot.

One of the important aspects for information transmission is that “reliable”
information can be transmitted, such that information can be reached to the
receiver with high degree of certainty. Let me take two key equations from infor-
mation theory, mutual information through a “passive additive noise channel” as
given by [16]

I A; Bð Þ ¼ H Að Þ �H A=Bð Þ (19)

and

I A; Bð Þ ¼ H Bð Þ �H B=Að Þ (20)

where H(A) is the information provided by the sender, H(A/B) is the informa-
tion loss (or equivocation) through transmission due to noise, H(B) is the informa-
tion received by the receiver, and H(B/A) is the noise entropy of channel.

However there is a basic distinction between these two equations: one is for
“reliable” information transmission to the receiver, and the other is for “retriev-
able” information from the source (i.e., sender). Although both equations represent
the mutual information transmission between sender and receiver; but the objective
for using Eq. (19) is that “sender” “carries” an “active” role in achieving a reliable
information transmission to the receiver, while using Eq. (20) is that “receiver”
plays a more active role to deal with information that has been received. In which
we see that; as for “reliable” information transmission is to increase the signal-to-
noise ratio (i.e., ΔE) at the transmitting end. While for “retrievable” information
after it has been received. In other words, one is to be sure information will be
reached to the receiver “before” information is transmitted, and the other is to
retrieve the information “after” information has been received.

In communication theory, basically we have two types communication strate-
gies: by Norbert Wiener [17, 18] and by Claude Shannon [19]. However there is a
major distinction between them; Wiener’s communication strategy is that, if the
information is corrupted through transmission, it may be recovered at the receiving
end, but with a “cost,”mostly at the receiving end, while Shannon’s communication
strategy carries a step further by encoding the information before it is transmitted,
such that information can be “reliably” transmitted, also with a “cost” but mostly at
the transmitting end. In view of the Wiener and Shannon information transmission
strategies, mutual information transfer of Eq. (19) is kind of Shannon type, while
Eq. (20) is for Wiener type, in which we see that “reliable” information transmis-
sion is basically controlled by the sender. It is to “minimize” the noise entropy
H(A/B) (or equivocation) of the channel, as shown by

I A; Bð Þ≈H Að Þ (21)

One simple way to do it is by increasing the signal-to-noise ratio, with a “cost” of
higher signal energy (i.e., ΔE).

On the other hand, to recover the transmitted information is to “maximize” H
(B/A) (the channel noise). Since the entropy H(B) at the receiving end is larger than
the entropy at the sending end, that is, H(B) > H(A), we have

I A; Bð Þ ¼ H Bð Þ �H B=Að Þ≈H Að Þ (22)
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information content provided by the source is P = 1/N (i.e., equal probability state).
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major advantage for using binary-digital transmission is for noise immunization,
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such that the corrupted digital signal (e.g., by noise) can be refreshed, since digital
signal can be repeated. For example, a compact disk (i.e., CD) can copy for thou-
sands of time, and we have experienced that the latest copy is just as good as the
original copy, while an analog magnetic tape cannot.

One of the important aspects for information transmission is that “reliable”
information can be transmitted, such that information can be reached to the
receiver with high degree of certainty. Let me take two key equations from infor-
mation theory, mutual information through a “passive additive noise channel” as
given by [16]
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tion loss (or equivocation) through transmission due to noise, H(B) is the informa-
tion received by the receiver, and H(B/A) is the noise entropy of channel.

However there is a basic distinction between these two equations: one is for
“reliable” information transmission to the receiver, and the other is for “retriev-
able” information from the source (i.e., sender). Although both equations represent
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for using Eq. (19) is that “sender” “carries” an “active” role in achieving a reliable
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plays a more active role to deal with information that has been received. In which
we see that; as for “reliable” information transmission is to increase the signal-to-
noise ratio (i.e., ΔE) at the transmitting end. While for “retrievable” information
after it has been received. In other words, one is to be sure information will be
reached to the receiver “before” information is transmitted, and the other is to
retrieve the information “after” information has been received.

In communication theory, basically we have two types communication strate-
gies: by Norbert Wiener [17, 18] and by Claude Shannon [19]. However there is a
major distinction between them; Wiener’s communication strategy is that, if the
information is corrupted through transmission, it may be recovered at the receiving
end, but with a “cost,”mostly at the receiving end, while Shannon’s communication
strategy carries a step further by encoding the information before it is transmitted,
such that information can be “reliably” transmitted, also with a “cost” but mostly at
the transmitting end. In view of the Wiener and Shannon information transmission
strategies, mutual information transfer of Eq. (19) is kind of Shannon type, while
Eq. (20) is for Wiener type, in which we see that “reliable” information transmis-
sion is basically controlled by the sender. It is to “minimize” the noise entropy
H(A/B) (or equivocation) of the channel, as shown by

I A; Bð Þ≈H Að Þ (21)

One simple way to do it is by increasing the signal-to-noise ratio, with a “cost” of
higher signal energy (i.e., ΔE).

On the other hand, to recover the transmitted information is to “maximize” H
(B/A) (the channel noise). Since the entropy H(B) at the receiving end is larger than
the entropy at the sending end, that is, H(B) > H(A), we have
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Equation (22) essentially shows us that information can be “recovered” after
being received, again with a price: ΔE and Δt. In view of these strategies, we see that
the cost paid for using Wiener type for information transmission is “much higher”
than the Shannon type; aside from the cost of higher energy ΔE, it needs an extra
amount of time Δt for “post processing.” Thus we see that Wiener communication
strategy is effective for a “noncooperating” sender, for example, applied to radar
detection and others. On the other hand, Shannon type provides a more reliable
information transmission, by simply increasing the signal-to-noise ratio so that
every bit of information can be “reliably transmitted” to the receiver.

Therefore, we see that quantum entanglement communication is basically using
Wiener communication strategy. The price will be “much higher and very ineffi-
cient,” such as post processing. And it is “illogical” to require the received signal to
be “more equivocal” (i.e., uncertain); the information recovery is better if it can be
received at the receiving end, in which quantum entanglement communication is
designed for extracting information as Wiener-type communication. However it is
“not” the purpose for reliable information-transmission of Shannon.

7.4 Mathematics and physics

In view of all preceding evidences, we see that theoretical physics is mathematics,
but mathematics is not physics since physics has to be physically real and should not
be virtual as mathematics is. In other words, any analytical solution as obtained from
any theoretical analysis has to comply with the boundary condition of our universe:
causality (i.e., t > 0) and dimensionality; otherwise it is virtual as mathematics is. As
we know that in mathematics; it needs to prove first that a mathematical postulation
has a solution before searching for the solution. However, in theoretical physics it
seems to me it does not have such a criterion, although theoretical physics is math-
ematics. Since now we have one criterion available, any solution emerging from
theoretical analysis has to be shown “first” that it exists within the boundary condi-
tion of our universe. Otherwise it is a virtual solution as mathematics is.

When one is discussing the origin of science, it is inevitable not to talk about
singularity approximation or singularity principle, in which sometime we underes-
timate the wisdoms of our predecessors. Practically all the laws of science are
singularity approximated. Otherwise it is impossible mathematically to create a set
of “simple and elegant” formulas for us to appreciate and to apply. Yet we tend to
use the singularity approximated laws to interpret them as classical and determin-
istic, which undermines our predecessor’s intelligence, in that they did not know
there were approximated. And then we turn to using the singularity principle to
evaluate the singularity approximated laws to obtain another singularity solution. It
seems to me the ended singularity solution has the composition of two singularities’
approximated results, for which I felt the solution will be even further deviated
from the physical reality, aside from the nonphysical existing paradigm.

Let me pick a model for the illustration: the Bohr atomic model since we have
used this model for over a century, shown in Figure 8(a).

We see it is a typical singularity approximated paradigm, no coordinate, no
dimension, and no mass, and the entire Bohr atom is point singularity approxi-
mated. The only viable information provided by this model is the quantum state
energy hυ, which is also singularity approximated, since υ has no bandwidth. How-
ever in practice every quantum state radiation has to be band and time limited.

Although mathematics can be regarded as entropy or information provider, my
question is how much additional information from hυ Schrödinger can generate.
In fact, he has had done an amazing task that nobody in quantum physics had done
in the history of quantum mechanics, since all the viable information obtained by
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Schrödinger is based on hυ. Although singularity hυ has led him to a timeless (t = 0)
quantum world, which was not due to mathematics, it is due to the background
empty space. In other words, if he has had treated hυ as a band-limited radiation
hΔυ, as shown in Figure 8(b), his “timeless” fundamental principle may not have
emerged, in which I have shown that small changes from singularity bandwidth
(i.e., υ) to band limited (i.e., Δυ) assumption could have altered the end results
tremendously.

8. Timeless and temporal

Let me show a system analysis to illustrate the dynamic behavior when a time-
less (t = 0) superimposing of wavelets (or particles) is plunging into a temporal
(t > 0) subspace. For simplicity we assumed a set of two time-limited quantum state
wavelets (or two particles) are plunging into a timeless (t = 0) space first, and then
its output is submerging within a temporal (t > 0) subspace, as depicted in
Figure 9.

Since empty space of Figure 9(b) is timeless, we see what its response does to
the particles; all collapse at t = 0 within an empty space, which shows the behavior
of superposition principle dose to particles. In other words, within a timeless envi-
ronment all things existed at t = 0, and all things can also be found “simultaneously
and instantly” anywhere within the timeless (t = 0) subspace.

Now, if we further plunge this timeless response into a temporal (t > 0) space of
Figure 9(d), we see that the response shows “no sign” of preserving the original
wavelet (or particles) properties.

Figure 8.
(a) A conventional Bohr Atomic model and (b) the same Bohr model, except the quantum state energy is
presented by a band-limited notation hΔv.

Figure 9.
A system simulation for timeless (t = 0) superposition within a temporal (t > 0) space (a) shows a set of time
limited wavelets (or particles) plunge into a timeless space of (b); (c) shows the output response collapse at
t = 0; (d) shows a temporal space representation; and (e) shows the corresponding response within a temporal
space, in which we see that output loses all the original input personality.
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8.1 Art of a virtual principle

Fundamental principle of superposition is the core of Schrödinger’s quantum
mechanics, which is an anchor foundation for the quantum supremacy on practi-
cally everything such as quantum gravity and others as well for quantum computing
and for quantum entanglement communication.

Yet, it is my responsibility to show systematically what timeless superposition
principle can do to the particles, as illustrated in Figure 10.

In which we note that; the proposed particles situated within a timeless (t = 0)
is a non-physical realizable or mathematical virtual paradigm. Let me stress that
within our universe, every substance is temporal (t > 0) which includes all the
particles no matter how small they are. Strictly speaking all particles are “temporal
particles,” although singularity approximated for mathematical conveniences.

Besides the nonphysical realizable issue, the quantum mechanist can also add a
coordinate system within the empty space, as can be seen in Figure 10, for which
we can visualize the particles’ locations with respect to the coordinate system that
the quantum mechanist has implanted.

Since within an empty space it has “no time” or is timeless (t = 0), we see that all
the particles are collapsed or “superimposing instantly” at t = 0, since time is
distance and distance is time. The virtual coordinate system is assumed “as a
Newtonian space in which the space is treated time as an “independent” variable.
But in reality, a particle, no matter how small it is, is a “temporal (t > 0) particle.”
And this is precisely the fundamental principle of superposition, stating all particles
are superimposing “instantly” at t = 0.

When we have treated a virtual empty space added with the coordinate system
in it, then we have to accept distance is time and time is distance, within the virtual
empty space. Then we see that every particles can exist anywhere “simultaneously”
and “instantaneously” within the empty space, since it is a timeless (t = 0) space.
And these are the “instantaneous” and “simultaneous” phenomena of Schrödinger’s
fundamental principle of superposition.

Nevertheless, aside from the temporal particle issue, a more crucial one is that
timeless (t = 0) particles cannot exist within a temporal (t > 0) space. This is like
asking all the timeless particles to perform the “simultaneous” computing and all
“instantaneous” communication within our universe.

Figure 10.
Three separated particles are situated within an empty subspace in different locations. Notice it is a virtual
paradigm since substance cannot exist within an empty space.
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9. Remark

As science progresses with time, this is the moment to answer the question that I
have had asked: what is “wrong” with current theoretical physicists? In view of the
preceding facts of evidences, it is apparent that the part of wrongness is “not” due
to mathematics; it is due to the analytical solution. Since mathematics was not
invented by the theoretical physicists, it is the underneath empty subspace from a
piece or pieces of scratch papers that led us to all the fictitious solutions in that it
turns out a background subspace is not a physical realizable subspace! It was never
in my wildest mind that a simple piece of scratch paper used in analysis can affect
that extensively! For example, all the fundamental laws of science, principles,
paradoxes, and others were produced by scores of scratch papers. Yet those scratch
papers also produced numbers of virtual and fictitious solutions, although “inad-
vertently.”

In short, theoretical physicists were and still are the creators of fundamental
laws of physics; it is their “responsibility” to take us back to a physical realizable
world of science; otherwise we will be still trapped within a virtual timeless (t = 0)
land of mathematics!

10. Conclusion

I have stressed that it is not how rigorous mathematics is, it is a physical realiz-
able solution. Theoretical physics uses amazing mathematical analyses and singu-
larity paradigm as well with fantastic computer animation, providing very amazing
and convincing arguments. But mathematical modeling and computer animation
are virtual and fictitious, of which many of their analytical solutions are not physi-
cally real. What is wrong with current theoretical physicists is that they have used a
timeless (t = 0) paradigm for their analyses, for which their solutions do not actually
exist within our temporal (t > 0) universe. In this article I have singled out a few
typical but very important evidences to reassess our science, although I am not a
physicist. In this article we have shown that timeless (t = 0) paradigms have been
used “inadvertently” as from a piece or pieces of scratch papers for scientific
analyses, which is very natural for scientific calculation, at the beginning of science.
Although it has produced scores of excellent results, at the same time it has also
produced many fictitious solutions that are timeless (t = 0).

I have also given a few typical but very important evidences that the theoretical
physicists have done to physics, which includes some of the world-renowned theo-
retical scientists: past and present. Since theoretical physicists were and “still” are
the creators of fundamental laws and principles, it is their “responsibility” to take
back the physical realizable science; otherwise we will be continuingly trapped
within a timeless (t = 0) land of mathematics.

Finally I would comment that; since all the laws and principles of science were
made to revise or to be broken, I would anticipate the trend of “Temporal (t > 0)
Physics” is anticipated to emerge. For which I would predict more and more phys-
ically realizable analyses emerge in the first half of 21 century from the theoretical
physicists; as well in the years to come.
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Chapter 10

The Hot Disputes Related to the
Generation of a Unified Theory
Combining the Outcomes of ER
and EPR Papers
Agaddin Mamedov

Abstract

We suggest a mathematical formulation which shows that gravity is the materi-
alization of energy in space, which at zero energy input (Eap = 0) in the form of
entanglement of virtual space and time phases returns an event to the initial back-
ground state with restoration of the original elementary space-time frame. Based on
the suggested model, the matter-antimatter relation results from the non-uniform
energy conservation principle while satisfying the conservation of energy within
the boundary-mapped space-time frame. The suggested approach shows that the
generation of mass is the requirement of energy conservation. The mathematic
model of energy conservation involves the conjugation of the dynamic local state of
space and time variables with the local energy-momentum relation, which at dif-
ferent energy inputs can operate at the small scale of quantum physics and the large
scale of relativity. The suggested theory shows that commutation of local space-
time position and energy-momentum exchange interaction is the only way for
conservation of energy and momentum within a discrete space-time frame.

Keywords: Relativity, quantum mechanics, conservation of energy,
origin of space-time

1. Introduction

The history of physics involves two great revolutionary theories: relativity and
quantum physics. Quantum mechanics and general relativity operate at different
space and time scales; therefore, the main problem for unification of these theories
is due to the “mystery” of the scale of variables.

Recently, a new approach [1–3] for the unification of general relativity and
quantum mechanics was suggested, which involves reconciling relativity’s black
hole space and quantum entanglement. Science News [4, 5] announced that a new
equation ER = EPR, generated from Einstein’s papers [6, 7], may provide a possible
path for connection of principles of general relativity with quantum mechanics.
Maldacena and Susskind [2] suggested that two distant black holes of general
relativity, connected through the interior wormhole (Einstein-Rosen bridge), could
be interpreted as the entangled EPR’s pairs of two black holes. Maldacena and
Susskind [2] showed that the formula ER = EPR (bridge between Einstein-Rosen
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(ER) wormhole [6] and Einstein-Podolsky-Rosen (EPR) entanglement [7]) can be
the cornerstone of the new physics theory, connecting relativity and quantum
mechanics through space-time wormholes.

Grant [5] suggested that the connection of entanglement with the space-time
might help to understand the origin of space-time and its behavior at the small
scales of quantum mechanics.

Siegfried [8] also discussed the ER = EPR equation as a possible approach for
connection of space-time geometry of relativity with the quantum entanglement.

Van Raamsdonk [9] showed that the existence of space-time is due to the
quantum entanglement in the corresponding quantum system.

Carroll suggested [10] a similar approach in accordance of which space can
emerge from a quantum state. Caroll’s comments on connection of space-time
curvature with energy are similar to the statement of general relativity, but in this
approach, origin of space connected with the quantum entanglement.

While a path to quantum gravity through the wormhole became a very hot topic
for the generation of new physics, it could be very useful to return to the ER [6] and
EPR [7] papers to summarize the basic principles on how the combination of out-
comes from the ER and EPR papers may unify different scale interactions.

The main idea of the ER paper [6] is a presentation of the physical space by field
equations where space involves two identical, equal halves, separated by the sym-
metry and connected by aWormhole Bridge. The separated halves of space describe
the same physical space. The idea of this approach is the application of space field
equations for the description of quantum level interactions.

The ER bridge, which is also called a wormhole, denotes a shortcut connection
between widely separated regions of space-time. In accordance with the hypothet-
ical equation ER = EPR [1–3], an ER wormhole between two places of space could be
considered as an entangled pair in quantum mechanics.

It is necessary to note that the ER paper [6], as was claimed by the authors, does
not contain the quantum phenomena and the interaction between two identical
pieces of space does not lead to the “quantization of gravity.”

The EPR paper [7] gives an analysis of the basic principles of quantum mechan-
ics such as the description of state by the wave function to predict a particle’s
behavior. It establishes the now well-known cornerstone of quantum mechanics
that two physical quantities such as position and momentum of a particle cannot be
precisely determined simultaneously and that these two quantities cannot have
simultaneous reality. The authors showed that the quantum mechanical description
of physical reality given by wave functions is also not complete and it is necessary to
assign two different wave functions to the same reality.

It is necessary to note that the conjugation of statements of the ER [6] and EPR
[7] papers does not reveal a non-hypothetical mathematical equation of a dynamical
event, which may explain physical reality regardless of scale.

2. The main principles of ER and EPR papers

We can select important statements of these papers, which were the cornerstone
[1–3] for the unification of relativity with quantum mechanics:

a. Entanglement (connection) of two equal pieces of space through the
“Wormhole Bridge” of relativity theory [6].

b. The common uncertainty principle of quantum mechanics is that when
the momentum of a particle is known, its coordinate has no physical
reality [7].
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We should concentrate our attention to the statement of quantum mechanical
uncertainty to understand why the combination of general relativity with quantum
mechanics does not generate a valid mathematical formulation, which is applicable
for small- and large-scale interactions.

First, it is necessary to show that a particle may have a certain identity when the
change of energy in time (conservation of energy) has commutation with the
change of energy, consumed in space phase of a particle (conservation of momen-
tum). The mathematical description of momentum may be valid only if the
emerged formulation comprises residing of energy-momentum exchange interac-
tion within boundary-mapped space-time frame.

Therefore, momentum “as the quantity of motion” alone without locality is
uncertain and cannot give a proper mathematical description of this quantity in any
physical theory. If momentum conservation has no commutation with the energy
conservation within the space-time frame, it cannot describe an event in a proper
way. However, without the space-time boundary, it is difficult to get commutation
of energy-momentum conservation laws. Description of motion by a model,
involving a certain local boundary of the dynamical space-time frame, generates a
reference frame independent of the true momentum conservation principle.

Quantum mechanics states that position and momentum cannot have simulta-
neous reality, due to the application of the mathematical formulation of uncer-
tainty, which conjugates position, independent from space-time and momentum
and also independent from the action-response interaction.

The Heisenberg uncertainty principle in not a mystery of nature; rather, it is an
improper mathematical formulation, which does not involve missed local space-
time position and conjugation of a local position with the applied force, leading to
the change of momentum.

An event of measurement is not a simple displacement of a particle position in
the abstract Hilbert space, but it is the change of space-time phases as an outcome of
energy-momentum action-response interaction. Therefore, change of position of a
system is not a linear transformation of the space dimension; it should describe
commutation of local space-time frame with the action-response energy-
momentum exchange interactions.

It is necessary to show that commutation of two parameters, such as local space-
time position and energy-momentum exchange interaction, is the only way for
conservation of energy and momentum within the discrete space-time frame.

The concept, describing entanglement of two pieces of space [6], does not
explain the driving force behind why two equal pieces of space, separated by less
than two black holes, may form entangled pairs. The two-space piece entanglement
approach describes entanglement of two space pieces in abstract space, while space
does not have independent existence, and it changes only within space-time frame.

For description of entanglement of particles simultaneously in space and time,
we need a proper structure of space-time frame. However, a description of events
with the proper mathematical formulation involving dynamical space-time is the
main problem associated with physical laws. As was shown by Merali [11], without
knowing the origin of space-time, we will not understand physical laws. General
relativity suggested the revolutionary idea that space-time and gravitational fields
are the same, but an “Einstein’s matter,” which curves space-time, is an external
entity and has no inner connection with the space-time frame. Another problem of
general relativity is that its space-time has no background frame.

Rovelli’s statement [12] that space-time has a relation to the electromagnetic
field is the modification of general relativity. The main problem of the Rovelli’s
statement is that he describes quanta as an independent identity, which cannot live
in space-time. Rovelli’s statement did not reveal a mathematical formulation, and its
quanta have no commutation with the space-time frame. The other problem of this
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approach is the locality of the quanta, while any particle or antiparticle cannot have
independent existence.

According to Rovelli’s opinion [12], there is no difference between a gravita-
tional field and space-time, and the locality of a particle can be defined with respect
to the gravitational field. This approach is similar to the Newtonian concept that
acceleration has a meaning with respect to the gravitation field. However, any field,
particularly a gravitational field, cannot have an independent existence; therefore
the relation of locality to the gravitational field leads to the uncertainty in quantum
mechanics.

Smolin [13] developed quantum field theory and suggested that at the Planck
scale, space exists in the form of fundamental discrete units instead of general
relativity’s continuous space-time frame. But quantum field theory, similar to New-
tonian physics, do not have space-time structure, which interacts with the event.
The origin of discrete space and the condition of its independent existence is also
not clear.

Therefore, different views on space-time and the absence of the origin of the
background of space-time frame in both theories is the main problem for reconcil-
ing these theories into the unified theory. One of the main problems of these
theories also is the locality of a particle in the space-time frame.

Einstein showed that space and time are simply different dimensions of the same
space-time continuum. By his opinion, energy and momentum are the same quan-
tities of space-time, which has four dimensions. The relative quantity of energy and
momentum depends on the observer.

The problem of this approach is that the dynamical nature of the space-time
variables connected within the continuum framework, which did not allow distinc-
tion of the local properties of time and space identities. General relativity deter-
mines the dynamics of matter by the geometry of space-time and does not explain
the origin of the mass and energy, which curves the structure of space-time. The
problem of Newtonian physics, regarding how the moving body responds to action
in relativity theory, also remains an open question.

Unfortunately, the basic formulation of general relativity does not provide the
answers to these questions. That is why the theory of relativity itself became the
“observer” between Newton’s physics and quantum mechanics.

It is necessary to note that problems of founding a unified theory are due to the
problems of energy conservation, which is not complete in the theory of relativity
and quantum physics. The approaches related to the generation of a unified theory
do not use the principle of conservation of energy as the basis for the unification of
relativity and quantum physics. The theory of relativity has a problem with the
conservation of energy, which leads to the problem of singularity at small scales.
Quantum mechanics suggests that particles borrow energy for some time and then
return them. However, quantum mechanics does not explain the origin of this
energy, which is borrowed and conserved in the wave function.

It is clear that for the generation of unified theory, we have to find a proper
mathematical formulation of the conservation of energy, covering the higher scale
space-time of relativity and the small-scale quanta of quantum mechanics. The
model connecting relativity and quantum mechanics should involve the dynamic
local state of space and time variables which, independent of the energy input, can
operate between the small scale of quantum physics and large scale of relativity.

The known statements of Noether’s theorem on conservation of energy, being
philosophical in nature, are not applicable for generation of a mathematical formu-
lation of the space-time picture of a particle.

Lagrange and Hamilton have suggested the conservation of energy in the form
of differential equations, which is widely used in classical and quantum mechanics.
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The problem associated with these differential equations is that they describe the
dynamical laws in abstract space with an independently moving interval of time.

Another principle, which is related to the conservation of energy, is the
Lagrangian action principle. For the action integral to be well defined, the trajectory
has to be determined simultaneously in time and space coordinates. However, the
Lagrangian action principle does not cover these requirements.

Usually, the known mathematical formulations of dynamical laws either sim-
plify space to conserve the details of time or simplify time to preserve the spatial
dimension. The Lagrangian or Hamiltonian mechanics are the examples of such an
approach, which was the reason for the replacement of differential equations of
classical physics by Schrödinger’s wave function.

To compose a unified theory, first, it is necessary to solve the locality problem of
classical physics and quantum mechanics, which describe an event as a change of
state of something without relation to something itself.

3. Commutation of space-time with the principle of conservation
of energy

In our early studies [14–16], we suggested that the change of a function in
relation to its local position (Δf/f1) could be a sufficient entity for the identification
of change. The non-unitary function Δf/f1 with the fractional feature has a “quan-
tum mechanical behavior”: the classic operator in the form of Δf/f1 portion
describes the fraction of the change (spinning or vibration) of a function around its
dynamical initial locality to repeat its origin. Similarly, the operator ΔS/S1 describes
the fluctuation of space with the applied force in relation to its origin, while the
operator Δt/t1 describes the fluctuation of time about instant of action.

In the conjugated space-time field frame, the position of a particle, localized
within the space-time frame in relation to its origin, is not a point; it exists within a
very certain discrete non-virtual space-time manifold, commuting dynamic energy,
which is distributed within space and time fields. On this basis, the origin of space-
time is the energy, which generates space-time and holds its conservation within
space and time phases.

In accordance with the above-described principle of conservation of energy
within the space-time frame, the space-time becomes the resulting non-unitary
inner product of energy distribution, which comprises the portions of energy con-
sumed in space phase (event mass) and restored in time phase:
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at λ = 1, Eap = 2Es.

S1 and t1 are the space and time variables corresponding to the dynamic local
boundary; Eap and Es are the energies of action and under action systems of inter-
action at conditions corresponding to the local boundaries of S1 and t1. On this basis,
the space and time phases, which “absorb” applied force and carry energy, attain
features of an energetic field. The minimum portion of quanta generates an ele-
mentary space-time frame.
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The portion of energy conserved in space phase (Es) generates momentum of a
particle with the mass, which curves the space-time frame to bring energy conser-
vation to the initial state. Therefore, the space-time itself generates curvature to
hold the conservation of energy within the boundary-mapped space-time frame. As
Eq. (2) shows, the increase of Es and the reduction of (Eap � Es) function gradually
generate a curved space-time which in the form of gravitation returns an event to
the initial state.

In accordance with Eq. (2), conservation of energy does not exist without local-
ization in space-time frame, and the localization has to be non-uniform. It is easy to
show that space and time are the resulting non-unitary portions of a non-uniform
distribution of energy, consumed in space phase (forming mass) and restored in
time phase:

In accordance with Eq. (2), the energy portion inserted to the space-time frame
travels through wave of exchange interaction and determines the exact pathway of
a particle. The right side of Eq. (2) describes the frequency of energy consumption
in space by the matter particles, while the left side shows the frequency of the
change of space and time wave fields. Following Einstein’s approach that energy and
momentum are the same quantities of space-time, we can show that the right side of
Eq. (1) shows the ratio of available energy and momentum, commuted with the left
side space-time frame. The entities Δt, t1 and ΔS, S1 perform as the same identities
of energy carrier, existing in the opposite phases. Equation (1) describes a mathe-
matical formulation of the energy-momentum relation where space and time are
the products of energy conservation and energy-momentum ingredients are the
conjugated outcomes of space-time. Therefore, energy and momentum are same
quantities as Einstein stated; moreover, space and time are the inner products of the
energy-momentum conservation.

Now we may give specification of space, which is different from Caroll’s [10]
statement. We think that the relationship between space-time curvature and
energy is the natural consequence of a non-uniform conservation of energy, which
generates a space-time frame, carrying non-separable portions of boundary-
mapped energy.

We can now give specifications of entanglement based upon the conjugation of
the space-time frame with the energy resources. The phenomenon called entangle-
ment may appear only within conjugated space and time phases, carrying conser-
vation of energy-momentum pairs though growth of the space-time frame.

Thus, any interaction of two different pieces of space (entanglement) in reality
is the entanglement of space and time phases carrying out the conservation of
energy through portions of energy, distributed within these phases. The space phase
without entanglement with time cannot exist. The identity called space is the
materialized portion of energy, while time destroys the material portion of energy,
bringing an event to the initial state. When all the available energy is consumed in
space (Eap = 0), “space” particles decay to “time” antiparticles.

The entanglement of space and time phases as displayed in the form of gravita-
tion appears with the accumulation of energy in space phase and generation of
tendency to return space phase back to the background state.

The right side of Eq. (1) describes particle and antiparticle relations. Equation
(2) treats the matter field through space phase, while the antimatter field is treated
with the time phase. The coupling of these phases in space-time unit carries the
non-uniform conservation of energy. Therefore, mass does not exist out of space-
time and does not appear by sudden spontaneous symmetry breaking; at zero mass
of particles, energy is not conserved.
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4. Matter-antimatter asymmetry

The space-time symmetry, which may present matter-antimatter symmetry, is
possible only when energy is equally distributed between two phases. In this case,
“energy is not consumed and not destroyed.” This is the timeless symmetry, which
violates the classical principles of energy conservation that “energy is neither gen-
erated nor destroyed but rather is transformed from one state to another.”

At the small scale, energy distributed in the small portion of the space phase in
the form of mass is low, and energy is predominantly distributed in time phase
ingredients, performing as antiparticles. This situation takes place in the case of a
proton. The total mass of quarks, forming protons, is much smaller than the mass of
protons.

We can now explain matter-antimatter asymmetry and the generation of more
particles than antiparticles in a pair of collision experiments. To conserve energy,
any action should lead to the consumption of energy (Eap < 2Es) in order to
eliminate infinite timeless symmetry. The condition Eap = 2Es describes symmetry
which is possible when two particles exist in symmetry with one antiparticle. This
condition takes place only in proton-neutron pairs, which carry discrete symmetry
of quarks with 1:2 relations.

In accordance with Eq. (2), due to the consumption of kinetic energy of colli-
sions for the locality of generated particles, the energy carried by the produced
particles is less than the energy required to restore particle-antiparticle symmetry.

The boundary-mapped space-time frame, involving a limitation on maximum
velocity of the speed of light, is a requirement for energy conservation. Equation (2)
presents the boundary of space-time by local position, dynamically growing in
accordance with the available portion of energy. In a simple form, if there is a local
position, there should be a boundary of the change of the energy, which carried by
the space-time field.

The left side of Eq. (2) involves the dynamic conservation of the space-time
frame as non-unitary “grains,” while the right side shows the non-uniform conser-
vation of the energy-momentum exchange relation, carrying the dynamic flux of
the energy portion to the local S1/t1 metric of space-time frame. The gradient of
energy in relation to the initial state (Eap � Es)/Es as an equivalent form of space-
time “grain” becomes the “non-unitary quanta” which describes the change of the
local space-time frame as an exchange interaction of a particle with the applied
force. The portion of energy, distributed in space and time phases, determines the
strength of force and repulsive reaction (inertia) of matter.

It is easy to show that the non-uniform conservation of energy has to be the
ground concept for the unification of relativity and quantum physics. Starting from
the basic statement of general physics that energy is conserved through its conver-
sion from one form to another, we arrive at the concept that a dynamical event of
energy conversion has to have locality within finite space and time coordinates. In
principle, the features of energy conservation during its conversion from one form
to another are clear from Planck’s theory of black body radiation, which changes the
frequency of energy with radiation. The change of frequency of radiation is the
result of non-uniform locality of energy within the space-time field.

The known statement of energy conservation that energy can neither be created
nor destroyed but can only be transformed from one form to another does not
involve the space-time frame of this transformation. Noether’s theorem, describing
energy and momentum conservation, separately also does not describe change of
energy in space-time frame because time and space are not separable entities.
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The portion of energy conserved in space phase (Es) generates momentum of a
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4. Matter-antimatter asymmetry
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energy in space-time frame because time and space are not separable entities.

151

The Hot Disputes Related to the Generation of a Unified Theory Combining the Outcomes…
DOI: http://dx.doi.org/10.5772/intechopen.88722



The non-uniform conservation of energy leads to the collapse of the concepts on
uniformly moving different reference frames in relation to which all-physical laws
are valid. It is clear that even light cannot be the reference frame because light
energy is non-uniformly conserved.

Eq. (1) shows that the space-time frame, which emerges from the non-uniform
splitting of photons, is the fundamental building block of energy and matter: the
space-time frame generates ordinary matter, which in energy-mass exchange inter-
action carries accelerated conservation of energy.

Within the non-uniform conservation of energy through the space-time frame,
the unification of electromagnetism with the space-time frame becomes an obvious
concept. The multiple S1/t1 (Eap/Es � 1) of Eq. (2) is the localization of the
electromagnetic field (Eap/Es � 1) within the local space-time S1/t1 frame. The local
space-time S1/t1 metric undergoes change with the consumption of energy flux.
The energy flux (Eap/Es � 1) is not uniform and presents the local energy portion,
remaining from the exchange interaction. That is why electromagnetism is not
Galilean invariant.

Equation (2), due to the involvement of the local frame of space-time and
exchange energy-mass interaction, predicts the precise measurement of velocity
and the local position of a particle; the exchange interaction eliminates the reference
frame phenomenon, and different observers will have the same measurement if
they have the same exchange interaction, coupled with the local position.

Equation (2) explains the uncertainty principle in a way that, in order to probe
the small scale of space, we have to apply large amounts of energy. Probing the state
of a particle to get information is possible only through an exchange interaction. At
the Planck scale, there is no space-time frame, and the exchange interaction (2) is
the reason why we cannot obtain any information and probe the state of a particle at
Planck’s scale. On this basis, by probing vacuum we can get information only on
discrete uniform conservation of energy in the form of particles-antiparticles,
breaking the symmetry with the formation of the space-time frame.

The condition, when the portion of energy conserved in space phase is equal to
the portion of energy in time phase, could be considered as a uniform conservation
of energy in the form of “Noether’s symmetry.” This condition corresponds to the
relation:

Eap¼2Es 2ð Þ ΔS=S1 ¼ Δt=t1 3ð Þ ΔS=Δt¼S1=t1 (4)

At the condition (3), the unlimited translation of energy portions between the
opposite phases of space-time variables in the form of matter-antimatter fluctuations
should lead to the “ultraviolet catastrophe.”However, annihilation takes place within
an asymmetric space-time frame; therefore, the non-uniform distribution energy
moves in the direction of space expansion, which eliminates the ultraviolet catastro-
phe. On this basis, continuous uniform conservation of energy, matter-antimatter
symmetry, and uniform continuous existence of any type of symmetry is impossible.

In symmetry, the space-time manifold of a particle after the change should look
the same (4). But at Eap = 2Es (2), the space and time fields are symmetrically
interchangeable only in a discrete mode (2) where after the change the space-time
frame holds the local state (4) only within the frame of discrete symmetry.

We think that the performance of the three particles of baryonic space-time n-p
matter in the form of boson-fermions relations follows this requirement. Therefore,
without discrete performance of energy-mass exchange interaction in an elemen-
tary space-time unit, baryonic matter cannot exist in a symmetric manner. The
strong and weak forces appear as the coupling product of exchange interaction in
order to hold the discrete symmetry of the space-time frame of the baryonic matter.
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In accordance with the non-uniform conservation of energy, the spin as the
space-time identity is the “face” of a particle. The particle may have identity of
baryonic structure if it has the space-time frame in discrete symmetry at Eap = 2Es

with the participation of dynamic three jet particles.
Therefore, within the principles of non-uniform conservation of energy, light is

not a uniformly moving reference frame. Light photons cannot exist without space-
time frame and, due to the moving within the non-uniform space and time phases,
have features of electromagnetic wave.

The space-time, which has to carry conservation of energy, generates a non-
virtual local frame and moves it relative to the state of energy restoration.

The condition Eap = 0 of Eq. (2) is the background state of the discrete space-
time field where asymmetric space and time variables, for maintaining conservation
cycles, undergo the discrete translation as the portions of energy in the different
fields. At this state, all types of the interactions are discretely unified.

In accordance with Eq. (2), the gravitational field is the reverse phase of the
electromagnetic field (negative energy solution), which restores energy at the ori-
gin. In the gravitational field, there is no space-time frame, while the electromag-
netic field generates the space-time field and moves in the form of a wave through
this frame. Due to the conservation of electromagnetic waves through the space-
time frame, it propagates through transverse waves, while gravity moves back to
background state through a longitudinal wave.

It is necessary to note that it is not possible to get singularity-free quantization of
space without a background space-time frame. The time parameter in quantum
mechanics is an external entity, and quantum theories do not provide a dynamical
space-time frame. The model in the form of Eq. (2) provides an entirely new
function for the quantization of time.

Model (2) shows that energy appears as the inner product of the coupling of
space and time fields (right-handed translation), and in reverse order, the origin
of space-time variables is the decay of energy into virtual space and time entities
(left-handed translation), with restoration of energy at the background state.
This is the non-uniform, non-static conversion of energy from one form to
another. On this basis, time appears as the product and boundary of the discrete
non-Noetherian dynamic conservation of energy, carrying energy within the
space-time frame. Due to the action-response interaction (2), we observe an event
only in the past.

Model (2) describes a background-dependent space-time frame where the
background state is not a fixed state but the dynamical origin of energy conserva-
tion cycles.

The space and time phases of energy conservation at the background Planck
scale do not have a space-time frame; rather, they exist in the form of condensate
without a shape. This approach is different from Wheeler’s opinion that at Planck
scale space and -time have a space-time foam [11].

According to Rovelli, [11] the state of the system may be certain when it has
reference to a second physical system. In accordance with model (2), the second
system is the applied force (energy) which generates the exchange interaction.

5. Detailed features of the uncertainty principle of quantum mechanics

Now based on model (2), we can explain details why the combination of
momentum-position in quantum physics leads to uncertainty. Model (2) predicts
that local position in the form of a point cannot give information about momentum
or position, which can be relevant only to the exchange interaction with the applied
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relation:

Eap¼2Es 2ð Þ ΔS=S1 ¼ Δt=t1 3ð Þ ΔS=Δt¼S1=t1 (4)

At the condition (3), the unlimited translation of energy portions between the
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should lead to the “ultraviolet catastrophe.”However, annihilation takes place within
an asymmetric space-time frame; therefore, the non-uniform distribution energy
moves in the direction of space expansion, which eliminates the ultraviolet catastro-
phe. On this basis, continuous uniform conservation of energy, matter-antimatter
symmetry, and uniform continuous existence of any type of symmetry is impossible.

In symmetry, the space-time manifold of a particle after the change should look
the same (4). But at Eap = 2Es (2), the space and time fields are symmetrically
interchangeable only in a discrete mode (2) where after the change the space-time
frame holds the local state (4) only within the frame of discrete symmetry.

We think that the performance of the three particles of baryonic space-time n-p
matter in the form of boson-fermions relations follows this requirement. Therefore,
without discrete performance of energy-mass exchange interaction in an elemen-
tary space-time unit, baryonic matter cannot exist in a symmetric manner. The
strong and weak forces appear as the coupling product of exchange interaction in
order to hold the discrete symmetry of the space-time frame of the baryonic matter.
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In accordance with the non-uniform conservation of energy, the spin as the
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It is necessary to note that it is not possible to get singularity-free quantization of
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mechanics is an external entity, and quantum theories do not provide a dynamical
space-time frame. The model in the form of Eq. (2) provides an entirely new
function for the quantization of time.

Model (2) shows that energy appears as the inner product of the coupling of
space and time fields (right-handed translation), and in reverse order, the origin
of space-time variables is the decay of energy into virtual space and time entities
(left-handed translation), with restoration of energy at the background state.
This is the non-uniform, non-static conversion of energy from one form to
another. On this basis, time appears as the product and boundary of the discrete
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only in the past.
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without a shape. This approach is different from Wheeler’s opinion that at Planck
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force. Force and an event individually have no free existence, and they exist only
through an exchange interaction. The exchange interaction generates velocity,
which describes this interaction in the form of discrete packets showing how many
times the reflected energy of exchange interactions repeats that interaction.

The uncertainty principle describes the commutation of momentum and posi-
tion in the form, which does not hold conservation of energy. The uncertainty
principle does not describe the change of position within the space-time frame and
presents momentum without the energy-momentum exchange interaction.

When there is no applied energy (Eap = 0), gravitational and inertial forces
cancel each other, and a particle falls back to the initial state. This approach explains
electromagnetic phenomenon, which has to be understood through interaction
within two space-time frames.

Local position has conjugation with the force (energy) carrying particle
which itself is a carrier of space-time. Therefore, a local position exists only
through interaction with the force-carrying particle, which does not obey
Lorentz symmetry.

Model (2) involves the exchange of interaction of energy portions in space-time
instead of the curvature tensor of relativity. Inertia is not determined by mass itself
because the mass of a particle has no independent existence.

Model (2) involves the energy-momentum exchange interaction and, similar to
Maxwell’s antisymmetric field tensor, describes antisymmetric energy distribution
in the space-time field.

Particle physics connects the formation of mass with the breaking of symmetry,
but symmetry, as is known from Neother’s theorem, is associated with the conser-
vation law. Therefore, breaking of symmetry has to be analyzed within the princi-
ples of energy conservation.

The model of non-uniform conservation of energy (2) involves the commutation
of space-time and energy-momentum ingredients that explains symmetry breaking
in the distribution of energy within the asymmetric boundaries of space and time
phases.

It is obvious that non-uniform conservation of energy within an asymmetric
space-time frame excludes the existence of continuous symmetry of particles-
antiparticles, whereas continuous symmetry needs infinite energy resources to hold
symmetry.

Model (8) connects space-time position with the energy-momentum exchange
relation and shows that this relation within space-time boundary-mapped frame
cannot be subject to uncertainty because position as a spatial variable does not have
existence, independent of time.

6. Principles of generation of mass and gravitation

One of the main problems related to the generation of mass by spontaneous
breakdown of continuous symmetry, given by the Higgs mechanism, is that this
mechanism does not connect the generation of mass with the space-time locality of
a particle and does not explain why background continuous symmetry has to be
broken in an unnatural way. The mechanism of mass generation also has to explain
why collision experiments produce more matter particles than antimatter particles.

In this chapter, we will discuss how the non-uniform energy conservation con-
cept is an alternative mechanism of mass generation. The non-uniform distribution
of energy portions within asymmetric space and time phases requires generation of
fields with different energetic properties (frequency and amplitude) which is the
only way for carrying conservation of energy through these fields. The coupling of
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two fields with different energetic properties as energy consuming and energy
restoring phases generates the non-virtual space-time frame, which appears to be
the non-uniform conservation of energy through energy-mass exchange transfor-
mations (Eap/Es � 1).

The background state of a space-time frame is the relation of virtual asymmetric
space and time phases, which proceeds through the conversion of energy from one
form to another (8), through the translation of asymmetric entities, such as ΔS/S1,
Δt/t1, carrying energy portions as virtual matter and antimatter particles.

We can describe the non-uniform background energy-mass translation by con-
version of light photons to electron/positron pairs, which is a well-known quantum
mechanics translation event. Quantummechanics states that during this translation,
energy conservation is held by fluctuations, such as particles that borrow energy
and return it after a very short time:

γ=γ ¼ eþ=e� (5)

The energy-matter translation given by Eq. (5) does not count the time phase of
energy conservation and the locality of the produced particles, while the translation
between photons and leptons takes place in abstract space. Equation (5) could be
the discrete translation of energy in the form of infinite fluctuations of the back-
ground quantum state. It is clear that in this case there is no natural way for
breaking of the continuous symmetry of discrete fluctuations, forming time-
independent infinite symmetry of matter-antimatter relations. Equation (5) does
not reflect the borrowed time in the change of energy.

Conservation of energy requires a certain finite frame for locality, therefore
space and time cannot exist as separate variables. The formation of a particle within
any time scale without locality in space phase leads to nonconservation of energy.

On this basis, we replaced Eq. (5) with the relation:

γ=γ ¼ � eþ=e� þ νe=νe�ð Þ (6)

The right side of Eq. (6) involves an additional identity in the form of neutrinos
to cover the missing part of energy conservation in a time-dependent frame. Equa-
tion (6) represents the mechanism of energy conservation, which involves the
decay of energy into asymmetric space and time field particles (2), characterized by
different energy densities. Conversion of light photons from one form to another
for conservation needs the generation of phase differences, which appears with the
formation of e+/e� + νe/νe� pairs.

The space field particles, comprising e�/e+ pairs, have more energy density,
while time phase particles, comprising νe/νe� pairs, have energy portions of a high
frequency. It is precisely for this reason that the mass for neutrinos is significantly
less than that of electrons. The right-handed antineutrino and left-handed neutrino
pair together with the electron/positron pair represents the distribution of energy
within virtual space and time phases. Due to the locality within space, close to
Planck’s size, the performance of virtual matter particles became time-dependent,
and it attains a velocity less than the speed of light photons. Hence, the parity
translation (6) became non-invariant.

Generation of e�/e+ + νe/νe� particles (6) is the translation of the energy of
photons to virtual space and time phase particles which could be specified as
“empty space” particles. The “empty space” is the medium where e�/e+ + νe/νe�
particles form a fluid with a continuum spectrum. In the absence of energy flux
(Eap = 0), a loss of the space frame takes place with the translation of virtual
particles back to photons. However, particles before giving the “borrowed’ energy
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existence, independent of time.
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breakdown of continuous symmetry, given by the Higgs mechanism, is that this
mechanism does not connect the generation of mass with the space-time locality of
a particle and does not explain why background continuous symmetry has to be
broken in an unnatural way. The mechanism of mass generation also has to explain
why collision experiments produce more matter particles than antimatter particles.
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cept is an alternative mechanism of mass generation. The non-uniform distribution
of energy portions within asymmetric space and time phases requires generation of
fields with different energetic properties (frequency and amplitude) which is the
only way for carrying conservation of energy through these fields. The coupling of
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two fields with different energetic properties as energy consuming and energy
restoring phases generates the non-virtual space-time frame, which appears to be
the non-uniform conservation of energy through energy-mass exchange transfor-
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The background state of a space-time frame is the relation of virtual asymmetric
space and time phases, which proceeds through the conversion of energy from one
form to another (8), through the translation of asymmetric entities, such as ΔS/S1,
Δt/t1, carrying energy portions as virtual matter and antimatter particles.

We can describe the non-uniform background energy-mass translation by con-
version of light photons to electron/positron pairs, which is a well-known quantum
mechanics translation event. Quantummechanics states that during this translation,
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γ=γ ¼ eþ=e� (5)

The energy-matter translation given by Eq. (5) does not count the time phase of
energy conservation and the locality of the produced particles, while the translation
between photons and leptons takes place in abstract space. Equation (5) could be
the discrete translation of energy in the form of infinite fluctuations of the back-
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breaking of the continuous symmetry of discrete fluctuations, forming time-
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γ=γ ¼ � eþ=e� þ νe=νe�ð Þ (6)
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The space field particles, comprising e�/e+ pairs, have more energy density,
while time phase particles, comprising νe/νe� pairs, have energy portions of a high
frequency. It is precisely for this reason that the mass for neutrinos is significantly
less than that of electrons. The right-handed antineutrino and left-handed neutrino
pair together with the electron/positron pair represents the distribution of energy
within virtual space and time phases. Due to the locality within space, close to
Planck’s size, the performance of virtual matter particles became time-dependent,
and it attains a velocity less than the speed of light photons. Hence, the parity
translation (6) became non-invariant.

Generation of e�/e+ + νe/νe� particles (6) is the translation of the energy of
photons to virtual space and time phase particles which could be specified as
“empty space” particles. The “empty space” is the medium where e�/e+ + νe/νe�
particles form a fluid with a continuum spectrum. In the absence of energy flux
(Eap = 0), a loss of the space frame takes place with the translation of virtual
particles back to photons. However, particles before giving the “borrowed’ energy
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back lose localization in space phase and lose some portion of the energy which
has to go in parallel with the absorption of photons by e�/e+ pairs. This phenome-
non is the main feature of energy nonconservation during the return of “borrowed”
energy of quantum fluctuations. Generation of space phase and distribution of
energy in the space field leads to the non-uniform conservation of energy in
space by absorption of photons by e�/e+ pairs with the formation of pairs of
heavy bosons.

7. The Higgs mechanism

The question as to why particles need mass is the main question of fundamental
physics. Based on the Standard Model, the generation of mass by particles is due to
the spontaneous breaking of symmetry within pairs of particles-antiparticles in the
universe. The Standard Model applies Higgs mechanism in order to explain the
phenomenon of spontaneous symmetry breaking.

In accordance with the Higgs mechanism, space is filled with a field, and when
the weak force particles (electron, quarks) move through Higgs field, they gain
mass. However, the Higgs field does not give mass to protons, which are generated
from quarks. The Higgs mechanism does not explain why photons are not given a
mass when they pass through the Higgs field.

It is necessary to note that particle physics news involves hot discussions sur-
rounding the discovery of Higgs bosons. The Higgs mechanism does not explain
why field suddenly shifted matter-antimatter symmetry to a mass generation event.
Many other questions also remain open, such as where the Higgs field came from
and why the universe should contain the Higgs field for creating matter-antimatter
asymmetry.

Based on the non-uniform conservation of energy, we can explain why conver-
sion of kinetic energy, produced from collision of matter-antimatter pairs, breaks
the symmetry. Model (2) shows that conservation of energy gives associated mass
which is localized in the space-time frame in order to eliminate singularity in energy
conservation. From model (2), it also follows that the zero value of the field takes
place at Eap = 0, which leads to ripples between space and time phases in the so-
called Higgs Field.

Model (2) shows that at Eap = 0 all energy is accumulated in the form of mass,
and the space-time frame decays to virtual space and time ingredients. Virtual space
and time ingredients annihilate each other as ripples of particles and antiparticles
with the generation of gravitational energy accelerating to the background state
with the longitudinal wave. The background space does not go to the zero value
because in this case the energy of the universe will be infinite. At Eap = 0, the
radioactive decay of the space-time frame produces heavy bosons W+, W� and Z.
At minimum space, the energy accumulated in time phase generates location ofW+,
W� bosons in quarks with generation of space-time frame of matter.

When all the available energy is consumed in space (Eap = 0), the background
space (Planck scale) with the lowest valley of energy becomes the vacuum state and
generates gravitational attraction toward all the ingredients of decay of space-time
frame to the background state.

Coupling of gravitational energy with virtual space and time leads to the regen-
eration of non-virtual space-time frame of matter.

The two parts of space, carrying different contents of energy, have entangle-
ment, but they have no symmetry and are not two identical, equal halves, which
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was suggested by the authors of the EP paper [6]. The widely separated regions of
space carry non-uniform conservation of energy within the space-time frame;
therefore, the entanglement of nonidentical pieces of space is due to the connection
of energy within space and time phases regardless of space and time scales.

In accordance with our concept of the non-uniform conservation of energy
principle, the phenomenon called mass generation is the requirement of energy
conservation. Based on model (2), generation of mass is not a spontaneous
symmetry-breaking event; it is the requirement of energy conservation that is
carried through a discrete non-uniform space-time frame. The space and time
parameters work as particles and antiparticles carrying energy conservation
through their integrated frame.

Model (2) describes the conjugation of force (Eap) and matter (Es) particles,
forming the space-time frame of a matter. On this basis, light energy can be
observable only if it reflected from the space-time frame of matter. The force-
carrying particle (Eap) generates its conjugated particle (Es) that has a mass, simul-
taneously conserving energy and momentum. The model shows that when the
corresponding particle has no mass, the conservation of energy diverges to infinity.

Model (2) may explain why photons do not attain mass when they pass through
Higgs field. Model (2) comprises of massless (Eap) and mass-containing particles
(Es). At Eap = 0, particles which form the so-called Higgs field have no space-time
configuration. Assuming information that the Higgs boson may decay to a pair of
photons, we can describe the generation of Higgs field particles and photons
through Eqs. (7) and (8):

eþ=νeþe�=νe�¼eþ=e�þνe=νe� (7)

eþ=νeþe�=νe�¼�eþ=e�þνe=νe�¼2Y (8)

Scheme (8) describes the generation of light photons from dark matter. Due to
the consumption of light photons for generation of space-time frame of observable
matter, the conversion reaction (8) does not have the same velocity in both direc-
tions and is, therefore, not a time reversal invariant process.

Now the question is how we can describe the mass of protons, which does not
originate from Higgs bosons. By Standard Model, the mass of protons comes from
binding energy-gluons.

The coupling of energetic field with the virtual particles e+/e� + νe/νe� leads to
the insertion of energy to the virtual particles with the generation of quarks and
space-time frame:

2Yþeþ=e�þνe=νe�¼eþ=νeþe�=νe� (9)

The coupling reaction (9) maintains the conservation of energy and momentum
within the boundary-mapped space-time frame.

The virtual particles e+/e� + νe/νe� exist in the form of dark matter and became
observable only after the generation of the space-time frame. Similarly, the pho-
tons, generated from decomposition of matter space-time frame, exist in the form
of dark energy and become observable only after interaction with the space-time
frame of matter.

Therefore, matter and energy are observable only within interactions with the
space-time frame. Interaction of virtual particles with the energy photons is such a
coupling of virtual particles with themselves. These interactions follow the scheme,
which is shown through the conversion (10):
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the symmetry. Model (2) shows that conservation of energy gives associated mass
which is localized in the space-time frame in order to eliminate singularity in energy
conservation. From model (2), it also follows that the zero value of the field takes
place at Eap = 0, which leads to ripples between space and time phases in the so-
called Higgs Field.

Model (2) shows that at Eap = 0 all energy is accumulated in the form of mass,
and the space-time frame decays to virtual space and time ingredients. Virtual space
and time ingredients annihilate each other as ripples of particles and antiparticles
with the generation of gravitational energy accelerating to the background state
with the longitudinal wave. The background space does not go to the zero value
because in this case the energy of the universe will be infinite. At Eap = 0, the
radioactive decay of the space-time frame produces heavy bosons W+, W� and Z.
At minimum space, the energy accumulated in time phase generates location ofW+,
W� bosons in quarks with generation of space-time frame of matter.

When all the available energy is consumed in space (Eap = 0), the background
space (Planck scale) with the lowest valley of energy becomes the vacuum state and
generates gravitational attraction toward all the ingredients of decay of space-time
frame to the background state.

Coupling of gravitational energy with virtual space and time leads to the regen-
eration of non-virtual space-time frame of matter.

The two parts of space, carrying different contents of energy, have entangle-
ment, but they have no symmetry and are not two identical, equal halves, which
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was suggested by the authors of the EP paper [6]. The widely separated regions of
space carry non-uniform conservation of energy within the space-time frame;
therefore, the entanglement of nonidentical pieces of space is due to the connection
of energy within space and time phases regardless of space and time scales.

In accordance with our concept of the non-uniform conservation of energy
principle, the phenomenon called mass generation is the requirement of energy
conservation. Based on model (2), generation of mass is not a spontaneous
symmetry-breaking event; it is the requirement of energy conservation that is
carried through a discrete non-uniform space-time frame. The space and time
parameters work as particles and antiparticles carrying energy conservation
through their integrated frame.

Model (2) describes the conjugation of force (Eap) and matter (Es) particles,
forming the space-time frame of a matter. On this basis, light energy can be
observable only if it reflected from the space-time frame of matter. The force-
carrying particle (Eap) generates its conjugated particle (Es) that has a mass, simul-
taneously conserving energy and momentum. The model shows that when the
corresponding particle has no mass, the conservation of energy diverges to infinity.

Model (2) may explain why photons do not attain mass when they pass through
Higgs field. Model (2) comprises of massless (Eap) and mass-containing particles
(Es). At Eap = 0, particles which form the so-called Higgs field have no space-time
configuration. Assuming information that the Higgs boson may decay to a pair of
photons, we can describe the generation of Higgs field particles and photons
through Eqs. (7) and (8):

eþ=νeþe�=νe�¼eþ=e�þνe=νe� (7)

eþ=νeþe�=νe�¼�eþ=e�þνe=νe�¼2Y (8)

Scheme (8) describes the generation of light photons from dark matter. Due to
the consumption of light photons for generation of space-time frame of observable
matter, the conversion reaction (8) does not have the same velocity in both direc-
tions and is, therefore, not a time reversal invariant process.

Now the question is how we can describe the mass of protons, which does not
originate from Higgs bosons. By Standard Model, the mass of protons comes from
binding energy-gluons.

The coupling of energetic field with the virtual particles e+/e� + νe/νe� leads to
the insertion of energy to the virtual particles with the generation of quarks and
space-time frame:

2Yþeþ=e�þνe=νe�¼eþ=νeþe�=νe� (9)

The coupling reaction (9) maintains the conservation of energy and momentum
within the boundary-mapped space-time frame.

The virtual particles e+/e� + νe/νe� exist in the form of dark matter and became
observable only after the generation of the space-time frame. Similarly, the pho-
tons, generated from decomposition of matter space-time frame, exist in the form
of dark energy and become observable only after interaction with the space-time
frame of matter.

Therefore, matter and energy are observable only within interactions with the
space-time frame. Interaction of virtual particles with the energy photons is such a
coupling of virtual particles with themselves. These interactions follow the scheme,
which is shown through the conversion (10):
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ð10Þ

We may present the scheme (10) in the reverse order:

ð11Þ

Model (2) explains the invariance of time reversal transformation in scheme
(10). The energy of space-time matter Es is always less than the energy of photon
particles. The process moves in the direction of expansion of the space-time frame
of observable matter.

Scheme (11) in a similar way explains the generation of matter. Light photons
transform to ingredients of matter particles, such as electron/positron and neutrino
pairs. Due to the consumption of light energy during the coupling of photons with
the ingredients of matter particles, the conversion of light photons is not invariant
to the reversal of time.

8. The energy-mass equivalence

In accordance with the theory of relativity, mass and energy are different man-
ifestations of the same identity, and the equivalence of mass and energy is a conse-
quence of the symmetries of space and time [17]. This statement of the theory of
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relativity does not explain when the difference between mass and energy disappears
and when energy and mass became different entities.

Based on model (2), the mass-energy equivalence is the consequence of energy
conservation, which is carried through antisymmetric space-time phases. When
there is no available energy to be conserved within space-time, the difference
between energy and mass disappears. The difference between energy and mass
appears when there is an energy (electromagnetic, kinetic) applied to space-time
frame of a system. Production of energy in proton-proton collision experiments
leads to the separation of mass from energy with the generation of a space-time
frame of the produced particles.

It is necessary to show that the energy-momentum exchange interaction, which
generates mass, is similar to Lorentz’s theory of the generation of electron’s mass.
Lorentz connected mass with the electromagnetic effect and suggested that “back
reaction of electric and magnetic fields leads to the generation of mass” [18].
However, Lorentz did not explain the nature of back reaction of electric and mag-
netic fields. Lorentz’s formulation does not involve energy-momentum exchange
interaction.

Lorentz’s theory of electron mass is a very important approach for understand-
ing the mass problem. Model (2) explains Lorentz’s statement on the nature of
apparent and true masses [18]. Model (2) shows that the motion of any body, for
example, an electron, takes place with the consumption of energy, which is
imported to the space-time frame. Due to the correlation of the mass with the
applied energy, we measure only the apparent mass but never the true mass.

When Eap of model (2) is zero, space-time decays and moves back to the
background state. In this case, the local energy portion responsible for the local state
disappears. In accordance with model (2), when space-time frame undergoes decay
(Eap = 0), the difference between space and time variables disappears which
generates a condensate field where the space and time portion of energy are
uniformly mixed. Separation of space and time variables from the background
condensate and the formation of space-time frame consume energy, while merging
them restores that energy at the initial state. Therefore, energy is conserved
only through the non-uniform distribution within the boundary-mapped
space-time frame and the energy-momentum exchange interaction within
the space-time frame.

At the background state, all available energy of the universe, accumulated
within minimum space, leads to the separation of space and time portions of energy
from condensate with the formation of space-time frame with asymmetric bound-
aries. Energy level in the non-uniform conservation stage is less than the energy of
background condensate of uniform energy conservation stage.

Background vacuum and black hole are the boundary conditions of space-time
frame and energy conservation. Due to the exchange interaction, black hole space
has a strong gravitational effect toward electromagnetic energy and consumes all
the available portion of energy. Vacuum is the other extreme of space-time and has
strong gravitational effect to the portion of energy consumed in space. Therefore,
electromagnetism and gravitation are two phases which transform into each other,
satisfying the non-uniform conservation of energy. On this basis, the phenomenon
called mass in the form of inertia appears as the carrier of energy conservation
within an asymmetric space-time frame.

Due to the absence of space-time frame, a gravitational field in the form of a
longitudinal wave does not react with the matter. On this basis, gravity has no
discrete behavior, and there is no quantization of this field.

It is necessary to note that the combination of electromagnetism and gravity is
not enough to complete the unified theory. In accordance with the concept of
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relativity does not explain when the difference between mass and energy disappears
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netic fields. Lorentz’s formulation does not involve energy-momentum exchange
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Lorentz’s theory of electron mass is a very important approach for understand-
ing the mass problem. Model (2) explains Lorentz’s statement on the nature of
apparent and true masses [18]. Model (2) shows that the motion of any body, for
example, an electron, takes place with the consumption of energy, which is
imported to the space-time frame. Due to the correlation of the mass with the
applied energy, we measure only the apparent mass but never the true mass.

When Eap of model (2) is zero, space-time decays and moves back to the
background state. In this case, the local energy portion responsible for the local state
disappears. In accordance with model (2), when space-time frame undergoes decay
(Eap = 0), the difference between space and time variables disappears which
generates a condensate field where the space and time portion of energy are
uniformly mixed. Separation of space and time variables from the background
condensate and the formation of space-time frame consume energy, while merging
them restores that energy at the initial state. Therefore, energy is conserved
only through the non-uniform distribution within the boundary-mapped
space-time frame and the energy-momentum exchange interaction within
the space-time frame.

At the background state, all available energy of the universe, accumulated
within minimum space, leads to the separation of space and time portions of energy
from condensate with the formation of space-time frame with asymmetric bound-
aries. Energy level in the non-uniform conservation stage is less than the energy of
background condensate of uniform energy conservation stage.

Background vacuum and black hole are the boundary conditions of space-time
frame and energy conservation. Due to the exchange interaction, black hole space
has a strong gravitational effect toward electromagnetic energy and consumes all
the available portion of energy. Vacuum is the other extreme of space-time and has
strong gravitational effect to the portion of energy consumed in space. Therefore,
electromagnetism and gravitation are two phases which transform into each other,
satisfying the non-uniform conservation of energy. On this basis, the phenomenon
called mass in the form of inertia appears as the carrier of energy conservation
within an asymmetric space-time frame.

Due to the absence of space-time frame, a gravitational field in the form of a
longitudinal wave does not react with the matter. On this basis, gravity has no
discrete behavior, and there is no quantization of this field.

It is necessary to note that the combination of electromagnetism and gravity is
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conservation of energy and momentum within the space-time frame, a complete
unified theory requires the combination of electromagnetism and gravity with the
space-time frame.

Therefore, our approach shows that description of space-time cannot be more
fundamental than energy conservation, but the combination of space-time with the
conservation of energy becomes a fundamental theory of reality.

Model (2) does not describe a particle as an entity, which is localized in space
and evolves in time, but it presents a particle and space-time as a resulting quantity
produced from each other.

Decomposition of a space-time frame (Eap = 0) leads to the loss of information
which is why black hole radiation does not carry any information. Black hole
radiation leads to the restoration of energy at the initial state and the starting of new
information, carried by the new space-time frame.

In Eq. (2), the Es in the denominator is the dark matter, but in the numerator is
the dark energy. When Eap = 0, all the photon energy transforms to dark energy
which disappears between dark energy and dark matter.

The exchange interaction of space and time portions in space-time frame leads
to the formation of electric and magnetic fields with the generation of time transla-
tional non-invariant electromagnetic energy. The Eap � Es parameter of the equa-
tion presents the vector potential of electromagnetism, which vanishes due to the
consumption in space.

Therefore, electromagnetic energy cannot exist without discrete space-time
frame and exchange interactions. Light is observable only through the reflection
from space-time frame, and without space-time frame energy is dark. Higgs field
has no space-time frame, which is why it is a scalar field. Quantum excitation is the
redistribution of energy portions between space and time phases.

By Bose-Einstein statistics, two bosons with identical properties can be in the
same place at the same time. Based on model (2) bosons have no space-time frame,
which is why there is no difference between light bosons. Interaction of light bosons
with the space-time frame and absorption of light with the growth of the matter
space-time structure make light observable.

Model (5) explains the phenomenon called “nonlocality.” The function
Eap � Es/Es of model (2) which describes action-response parity is the origin of local
action. At Eap = 0, a particle has no space-time frame and has no certain locality.
When a particle has no space-time (Eap = 0), all particles are the non-
distinguishable ingredients of antimatter “condensate.”

At Eap � Es ˃ 0 a particle has its own space-time frame and, therefore, indepen-
dent locality. The condition Eap = 0 eliminates the action-response behavior of a
particle which loses spin and moves to the background state. Therefore, energy
conservation comprises of two steps: the decomposition of matter to an energetic
field and the reverse process of transfer of an energetic field to matter.

In accordance with model (2), particles have space-time existence at positive
energy state and have momentum in the opposite direction. The positive energy
solution alone does not complete energy conservation. In accordance with our
approach, the relationship between curvature of space-time and energy is the natu-
ral consequence of cyclic energy conservation within boundary-mapped space-
time.

In accordance with model (2), the positive and negative energy states are not
symmetric. The negative energy state is the second portion of energy, conserved in
the form of Higgs field. At the state of zero positive energy (Ea = 0), particles do not
follow Pauli’s exclusion principle and, thus, have no local space-time position; in
other words, all the particles occupy the same position.
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Dirac analyzed the relation of energy and momentum-using equations, which
involves the sum of these parameters. Model (2) suggests a different approach and
involves the ratio of the available portion of energy and the energy, which is
consumed by momentum, which eliminates the divergence of energy to infinity.

Now returning to Rovelli’s statement [12] on relation of space to the electro-
magnetic field, we may add that space-time itself through energy distribution is
generated from an electromagnetic field and as a medium carries an electromag-
netic field. Merging of energy quanta with the generated space-time leads to the
expansion of space of an event.

9. Conclusion

In this paper, we extended our analysis on the nature of space-time to give an
input to the hot disputes on the generation of a unified theory by entanglement of
two equal pieces of space through “Wormhole Bridge” which was the outcome of
the ER and EPR papers. We suggest that the unification of the theory of relativity
with quantum mechanics is possible only through the proper mathematical formu-
lation of the law of conservation of energy within the space-time frame. In accor-
dance with this approach, the conversion of energy from one form to another
requires a non-separable space locality and time frame which generates a boundary-
mapped space-time structure wherein the consumption of light photons generates
identities, such as space and time particles, carrying distribution of energy within
the emerging non-uniform space-time field.

The non-uniform conservation of energy within the boundary-mapped space-
time manifold leads to the generation of a deterministic dynamical law. This
concept unifies all the interactions of nature within the asymmetric space-time
manifold, carrying the non-uniform conservation of energy through coupling of
energy-momentum conservation frames. It also describes the origin of mass, as the
product of the non-uniform conservation of energy within the non-invariant
energy-mass relation. We showed that gravity is materialized in space energy, while
time at zero energy state (Eap = 0) in the form of ripples of space and time phases
returns an event to the initial background state with restoration of a new elemen-
tary space-time frame. Based on the energy conservation model (2), at matter-
antimatter symmetry, the difference between energy and momentum disappears
which destroys the space-time frame of the universe.

When energy is consumed by a space-time frame or by e�/v� + e+/v particles
with the formation of quarks, the space-time frame returns to its origin after
consumption of all the available portion of energy. Only energy, accumulated at
background state, may separate e�/e+ + v/v dark field particle pairs and generate
quarks. When the matter has no space-time frame, it is not observable. The dark
matter and dark energy are “dark” due to the absence of space-time frame, and
energy, which is produced from the decomposition of the space-time frame, is not
observable. The dark energy becomes an electromagnetic energy when it interacts
with the space-time frame.
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conservation of energy and momentum within the space-time frame, a complete
unified theory requires the combination of electromagnetism and gravity with the
space-time frame.

Therefore, our approach shows that description of space-time cannot be more
fundamental than energy conservation, but the combination of space-time with the
conservation of energy becomes a fundamental theory of reality.

Model (2) does not describe a particle as an entity, which is localized in space
and evolves in time, but it presents a particle and space-time as a resulting quantity
produced from each other.

Decomposition of a space-time frame (Eap = 0) leads to the loss of information
which is why black hole radiation does not carry any information. Black hole
radiation leads to the restoration of energy at the initial state and the starting of new
information, carried by the new space-time frame.

In Eq. (2), the Es in the denominator is the dark matter, but in the numerator is
the dark energy. When Eap = 0, all the photon energy transforms to dark energy
which disappears between dark energy and dark matter.

The exchange interaction of space and time portions in space-time frame leads
to the formation of electric and magnetic fields with the generation of time transla-
tional non-invariant electromagnetic energy. The Eap � Es parameter of the equa-
tion presents the vector potential of electromagnetism, which vanishes due to the
consumption in space.

Therefore, electromagnetic energy cannot exist without discrete space-time
frame and exchange interactions. Light is observable only through the reflection
from space-time frame, and without space-time frame energy is dark. Higgs field
has no space-time frame, which is why it is a scalar field. Quantum excitation is the
redistribution of energy portions between space and time phases.

By Bose-Einstein statistics, two bosons with identical properties can be in the
same place at the same time. Based on model (2) bosons have no space-time frame,
which is why there is no difference between light bosons. Interaction of light bosons
with the space-time frame and absorption of light with the growth of the matter
space-time structure make light observable.

Model (5) explains the phenomenon called “nonlocality.” The function
Eap � Es/Es of model (2) which describes action-response parity is the origin of local
action. At Eap = 0, a particle has no space-time frame and has no certain locality.
When a particle has no space-time (Eap = 0), all particles are the non-
distinguishable ingredients of antimatter “condensate.”

At Eap � Es ˃ 0 a particle has its own space-time frame and, therefore, indepen-
dent locality. The condition Eap = 0 eliminates the action-response behavior of a
particle which loses spin and moves to the background state. Therefore, energy
conservation comprises of two steps: the decomposition of matter to an energetic
field and the reverse process of transfer of an energetic field to matter.

In accordance with model (2), particles have space-time existence at positive
energy state and have momentum in the opposite direction. The positive energy
solution alone does not complete energy conservation. In accordance with our
approach, the relationship between curvature of space-time and energy is the natu-
ral consequence of cyclic energy conservation within boundary-mapped space-
time.

In accordance with model (2), the positive and negative energy states are not
symmetric. The negative energy state is the second portion of energy, conserved in
the form of Higgs field. At the state of zero positive energy (Ea = 0), particles do not
follow Pauli’s exclusion principle and, thus, have no local space-time position; in
other words, all the particles occupy the same position.
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Dirac analyzed the relation of energy and momentum-using equations, which
involves the sum of these parameters. Model (2) suggests a different approach and
involves the ratio of the available portion of energy and the energy, which is
consumed by momentum, which eliminates the divergence of energy to infinity.

Now returning to Rovelli’s statement [12] on relation of space to the electro-
magnetic field, we may add that space-time itself through energy distribution is
generated from an electromagnetic field and as a medium carries an electromag-
netic field. Merging of energy quanta with the generated space-time leads to the
expansion of space of an event.

9. Conclusion

In this paper, we extended our analysis on the nature of space-time to give an
input to the hot disputes on the generation of a unified theory by entanglement of
two equal pieces of space through “Wormhole Bridge” which was the outcome of
the ER and EPR papers. We suggest that the unification of the theory of relativity
with quantum mechanics is possible only through the proper mathematical formu-
lation of the law of conservation of energy within the space-time frame. In accor-
dance with this approach, the conversion of energy from one form to another
requires a non-separable space locality and time frame which generates a boundary-
mapped space-time structure wherein the consumption of light photons generates
identities, such as space and time particles, carrying distribution of energy within
the emerging non-uniform space-time field.

The non-uniform conservation of energy within the boundary-mapped space-
time manifold leads to the generation of a deterministic dynamical law. This
concept unifies all the interactions of nature within the asymmetric space-time
manifold, carrying the non-uniform conservation of energy through coupling of
energy-momentum conservation frames. It also describes the origin of mass, as the
product of the non-uniform conservation of energy within the non-invariant
energy-mass relation. We showed that gravity is materialized in space energy, while
time at zero energy state (Eap = 0) in the form of ripples of space and time phases
returns an event to the initial background state with restoration of a new elemen-
tary space-time frame. Based on the energy conservation model (2), at matter-
antimatter symmetry, the difference between energy and momentum disappears
which destroys the space-time frame of the universe.

When energy is consumed by a space-time frame or by e�/v� + e+/v particles
with the formation of quarks, the space-time frame returns to its origin after
consumption of all the available portion of energy. Only energy, accumulated at
background state, may separate e�/e+ + v/v dark field particle pairs and generate
quarks. When the matter has no space-time frame, it is not observable. The dark
matter and dark energy are “dark” due to the absence of space-time frame, and
energy, which is produced from the decomposition of the space-time frame, is not
observable. The dark energy becomes an electromagnetic energy when it interacts
with the space-time frame.
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