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Preface

As the quality, applicability, and speed of digital systems in healthcare continue 
to increase, and as costs continue to decrease, a myriad of advances in health-
care applications continue to appear. The wide adoption of large and complex 
electronic health record (EHR) systems by healthcare institutions along with the 
vast amount of publicly available medical information through the Internet have 
significantly increased public expectations for higher quality healthcare. In addi-
tion, the overwhelming flow of information through a variety of sources causes 
distractions and challenging situations for care provisioning. Fortunately, recent 
advances in science and technology, high-performance computing platforms, and 
more attention to social aspects of computing can help the situation. This book 
addresses such issues through scientific and practical solutions and future research 
pathways.

The scope of digital systems in healthcare spans telemedicine, homecare provision-
ing, life-support systems, and public health management. The success of these 
systems is highly dependent on the targeted specialty, the systems’ accuracy and 
usability, and quality of information. The use of proper information technology, 
user experience, computing power, and Internet access has been challenged in the 
design of such systems. Recently, the influence and success of machine learning 
science and technologies empowered by fast computing cores have provided new 
opportunities to develop decision systems that will improve usefulness through 
more adoption and retention.

This volume includes chapters that elaborate on the success of decision systems 
in different sectors of healthcare and medical domains and report on a number 
of these advances. In the first section on Digital Technology for Healthcare 
Management, Chapter 1 by Lyons et al. reports on the implementation of a national 
home telehealth program by the US Veterans Health Administration, noted for its 
advanced use of digital systems to support veterans. In Chapter 2, Andrès et al. 
provide a review of technologies and non-invasive devices for optimal management 
of diabetes mellitus, chronic heart failure, and related comorbidities. In Chapter 3, 
Edoh discusses primary healthcare service delivery and accessibility through digital 
technologies. Finally, in Chapter 4, Taddei et al. outline the telemedicine network 
for pediatric cardiology that is in use throughout thirteen hospitals located in the 
Tuscany region in Italy.

In the second section on Clinical Decision Support Systems (CDSS), Chapter 5 by 
Littlejohn et al. addresses the need to use human factors engineering to improve 
CDSS human interfaces. In Chapter 6, Siu et al. report on an intelligent CDSS that 
helps care managers to develop plans for better quality care in-home and institu-
tional elderly care. In Chapter 7, Roham et al. present a systematic review of big 
data visualization to support more informative user interactions with CDSS. The 
section ends with Chapter 8 in which Segura et al. describe a system that supports 

XII
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gathering data from multiple sources on infections caused by resistant bacteria. 
Their system provides decision support to multi-institutional teams for fighting 
these threats. 

Kamran Sartipi
East Carolina University, 

USA

Thierry Edoh
University of Bonn,

Germany
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Chapter 1

The Evolution of Elderly
Telehealth and Health Informatics
Joseph P. Lyons, Kimberly Watson and Angela Massacci

Abstract

Many elderly individuals experience memory loss and often dementia as they
age. This causes problems for the elderly due to diminished skills and increase in
medical problems and natural decline. The Veterans Health Administration (VHA)
introduced a national home telehealth program, Care Coordination/Home
Telehealth (CCHT). Its purpose was to coordinate the care of veteran patients with
chronic conditions and avoid their unnecessary admission to long-term institutional
care. Such programs are cost-effective. Long-term care insurance companies are
likely to cover these services. Home care and nursing home corporations are fol-
lowing the VHA’s lead. We have recently witnessed significant advances in tech-
nology. Internet and mobile applications have opened a new world, providing
information and opportunities for individuals to learn more information about
illness and at a much faster rate. Smart home technology has evolved. Elderly
patients often encounter difficulties using these technologies. Despite the advances
in telehealth and telemedicine and the evolution of the technology, many individ-
uals cannot afford the treatment or the technology. These same individuals and
families are part of the digital divide, and they have not embraced the new tech-
nology. Federal programs have been developed and implemented to help this
portion of the population.

Keywords: National Home Telehealth Program, Internet applications, Smart Home
Technology, Telemedicine, Health Informatics

1. Introduction

As individuals age in the United States society, they receive benefits once they
reach 65 years of age. They are considered senior citizens and receive many dis-
counts from corporations as well as Social Security and Medicare financial benefits.
The older individual frequently slows down mentally and physically. Many elderly
individuals experience memory loss and often dementia as they age. This causes
problems for the elderly due to diminished skills and increased medical problems
and natural decline.

In the last 20 years, we have witnessed significant advances in technology.
Internet and mobile applications have opened a new world, providing information
and opportunities for individuals to learn more information about illness and at a
much faster rate. Elderly patients often encounter difficulties using these technolo-
gies. Younger people adopt new technologies much easier, with much shorter
learning curves. Internet and mobile applications are written by younger people and
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are more frequently used by them. The applications are not rewritten to make it
easier for elderly people to use. Every day the elderly person encounters new
problems such as physical ailments. The provost at a large public university stated
“Every day I find a new problem or disability that I will have for the rest of my life”
[1]. The technologies to resolve these problems are written by younger people who
have many applications on their phones. The elderly person often does not have the
interest to install these applications on his or her phone or to use the application.
The elderly view such technologies as challenges rather than the benefits that they
are designed to produce.

In this paper, we will examine how the elderly will adopt health information
technology and the barriers to such adoption. We will then discuss the emergence of
smart home technology and how it will be implemented in the homes of older
adults. We will explore how caregivers will be trained and the impact of such
training on the adoption of telehealth technology by the elderly. The groundbreak-
ing work of the Veteran Administration with their introduction of Care Coordina-
tion/Home Telehealth (CCHT) will be discussed in detail. The hospital at home
model introduced by Johns Hopkins University Hospitals will be explained. The
evolution in health informatics and telehealth will also occur in nursing home
corporations and home care companies. The rationale for such expansion will be
explored. Recent technology advances in smart homes will be further discussed. The
authors will then describe how an elderly person should go about implementing
telehealth technology in his or her home and the efforts of academic institutions to
develop training programs for caregivers and home care professionals.

2. Challenges to health information technology (HIT) adoption by
older adults

Advances are being made in the implementation of the electronic health record
(EHR), speech recognition, and telemonitoring with elderly patients in their homes.
The electronic health record helps the elderly person keep track of their healthcare
problems, such as which problem was treated by which health professional, when
treatment occurred, and the outcome of those treatments.

EPIC software, a major electronic health record vendor in the United States, pro-
ducesMyChart patient portal for all its patients and educates them on its use while in
the hospital [2]. EPIC is the EHR system for many large healthcare organizations such
as Cleveland Clinic, Geisinger Health System, and the Mayo Clinic. Other software
vendors offer similar EHR chart products. Every year the elderly person will have
outpatient visits to many different professionals, primary care, cardiologists, dentists,
physical therapists, chiropractors, podiatrists, etc. Although each of these profes-
sionals has their own specialized EHR systems, the different vendors are building
links to allow the systems to transfer information between different EHR systems.
This is termed interoperability. The US federal government is constantly helping EHR
vendors to make their systems communicate in a streamlined fashion. Fast Healthcare
Interoperability Resources (FHIR) [3] is a standard to help achieve healthcare infor-
mation systems’ interoperability. FHIR uses HL7 messaging standards which are
widely implemented by the healthcare industry and have been deployed internation-
ally for decades. HL7 Version 2 health information exchange standards are a popular
choice of local hospital communities for the exchange of healthcare information,
including electronic medical record information [3].

Today’s healthcare providers have a primary focus of improving elderly patient
outcomes. Each healthcare facility faces a need to choose strategies that are most
suitable to ensure provision of information system and communication technology
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[4]. One of the key priorities for governments and healthcare providers around the
world is postponing disability and dependency in later life [5]. Hospital-based
patient portals have the potential to better inform and engage elderly patients in
their care. MyChart is an electronic healthcare record portal that allows elderly
patients online access to their medical records. These records are secured to provide
privacy for the elderly patient. Bedside mobile tablets are now available to elderly
patients while they are inpatients. These tablets allow real-time views of their
results. It also has the capability of communicating with the nursing staff via
electronics. These coordinated care networks are designed to drive higher-quality
care as well as give the elderly patient a sense of control over their healthcare.

Healthcare is now being aimed toward focusing on meaningful use of care by
engaging the elderly patient through online access and bedside tablets, allowing
coordination of their own care. This focus is directly related to future impact of such
involvement with the patient knowledge, elderly patient knowledge, and how such
engagement will affect the delivery of care. Lack of communication often leaves
the elderly patients unclear as to why tests are being ordered and why specialists
have been consulted; such tools will allow the open forum for real-time questions to
be asked. The purpose of these tools is to resolve communication gaps between the
healthcare team and the elderly patients. The term e-patient was coined long before
the advent of Internet to describe patients who take an active role in their health
and healthcare by being equipped, enabled, empowered, and engaged [6]. Although
e-patient is a pioneering concept, this concept will be explored through transfor-
mational and innovative methodology of healthcare technology.

Communication and compliance have long been challenges to the healthcare
system especially with the elderly demographics. Maintaining a comprehensive
continuity of care between providers and elderly patients has been an important
challenge to hospital settings and the healthcare teams. Elderly patients today are
more complex than ever for a multitude of reasons. These elderly patient
populations often have multiple active disease processes, undergo numerous tests,
and receive complex treatments during any hospital stay. This complexity has
been found to have incomplete comprehensive care and less optimal engagement
in their care [7].

Electronic healthcare systems have changed and continue to evolve in all aspects
of healthcare and the delivery of our care. As with any change, this initiative has
caused excessive excitement, anxiety, resistance, and conflict in every aspect of the
healthcare setting especially with the elderly. To successfully implement, manage,
and lead toward use of electronic healthcare records, leadership must work directly
with the clinical, administrative, and technical people in their organization along
with special training to teach the elderly generation how to utilize this technology.
Nursing theories provide a foundation for supporting and managing the enormous
degree of change experienced by the healthcare system and the people within any
healthcare system [6]. Currently there is no single comprehensive, generally
accepted theoretical, or conceptual model of health or nursing informatics [6].
Some of the key components in theory-based learning principles can apply to both
the healthcare team and the elderly patient-centered care. Each learner is an indi-
vidual with their own approach to learning, meaningful information to support
retention; active engagement and participation also support long-term retention;
conceptual learning is enhanced with concrete realistic examples; learning is
enhanced when the teaching includes cognitive, affective, and psychomotor
domains in concert; and learning is contagious. These are all examples of theory-
based learning for both healthcare and elderly patients [6]. Educators need to be
cognizant of their patient population to utilize the age-appropriate approach when
teaching the elderly patient.
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Many hospitals have incorporated the education and teaching of the use of
MyChart into their discharge process. After visit processes are no longer just an act
of handing the patient a discharge paper to sign, which are strategic and purposeful.
This is especially important for the elderly patient population. Most organizational
healthcare teams have daily patient flow rounds. These rounds are designed to
establish needs of the patients to include reporting of which patients have signed up
for the use of MyChart. The discharge process has the independent codes for the
patients printed on the discharge papers. The nurse spends time educating and
teaching the elderly patient population how to sign up for the use of MyChart. Once
these patients are signed up, they continue to teach them how to set up their post-
discharge appointments with their healthcare teams. They are shown how to look
up results from laboratory work, the reconciled medication list, future appoint-
ments, future screening testing that is necessary, and any essential needs that may
be pertinent to the elderly patient. The nursing staff is trained to assess the cogni-
tive level of comprehension of their patient in their teaching. The nurse must
determine if the patient understands or needs reinforcement. This piece of educa-
tion is integrated into the patient’s permanent charting. Often the elderly patient
has a caregiver of some sort accompanied with them to support the teaching of this
elderly patient population. This is very important during the educational discharge
process of the elderly. The entire process is a patient-centered care coordination
related to the elderly patient population. This training on bedside tablets by the staff
member occurs when the patients are in the hospital. This knowledge of how to
use the technology can be more easily transferred to the patient in his or her home
once the patient is discharged.

The use of MyChart and/or any other EHR is considered one of healthcare’s
performance measures. The key performance indicator (KPI) report is printed out
monthly to give a score card for the performance measures. This metric is a well-
defined performance measurement used to monitor, analyze, and optimize
healthcare processes to increase patient satisfaction and patient quality care. The
use of this score card is to determine if the organization is meeting targets that are
set up for the EHR in the system. These reports give a scorecard of the activation
rate and percentage, the patient satisfaction rate with the access, and the domestic
utilization related to the use of MyChart or electronic information technology.
There is no data to determine age demographic yet with the KPI scorecard.

Another modality linked to the MyChart capability is the MyChart Evisit. An
Evisit is an online visit available through MyChart with a primary care provider.
This is a fast, affordable, and secure way to receive an online diagnosis and treat-
ment plan for common medical conditions. It allows the elderly patient to remain in
their home and still manage their healthcare needs. All communication related to
the Evisit occurs in writing. There is no video, visual, photo, or verbal contact
between the elderly patient and the primary care provider. This modality allows
the elderly patient to seek medical advice for low acuity conditions. The patient fills
out an available questionnaire about their symptoms and submits to a provider.
There is a general charge of $36 for the Evisit. Many insurance plans cover the
Evisit; however, the coverage does vary. The Evisit is designed for nonurgent
conditions. If the provider feels the condition requires an emergency room visit or
in-person visit, they will cancel the Evisit and notify the patient via online MyChart.

Here are some of the common conditions that are available for an Evisit:

Acute eVisits Chronic condition follow-up eVisits

Sinus, cold, and/or cough Seasonal allergies follow-up

Back pain Insomnia follow-up
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Acute eVisits Chronic condition follow-up eVisits

Diarrhea Hypothyroid follow-up

Urinary problems Hypertension follow-up

Heartburn IBS follow-up

Headache Osteoarthritis follow-up

Rash Diabetes follow-up

Vaginal discharge Migraine follow-up

Pink eye

The direct patient access via patient portal, MyChart, is designed to improve
patient engagement with the elderly population. It is believed that through this
access the elderly patients will feel a sense of ownership of their results and patient
care. The ability to view results is another modality available through MyChart for
the elderly patient population. It is thought that if elderly patients can view results
prior to visiting their physicians, it would allow time to absorb and prepare with
valid questions regarding their healthcare. One goal that is noted is that making
abnormal test results available to the elderly patient population would improve
patient safety by increasing the likelihood of elderly patients following up on the
abnormal results [8]. This is believed to increase compliance with this elderly
patient population which will have a direct impact on nursing and patient care. The
approach of delivering the patient portal direct access is to manage the process that
may result in more effective and efficient healthcare delivery system [6]. This
technology described is to assist in nursing practice to accommodate in education
and teaching methods for the elderly patients. This education and teaching is
designed to directly impact the patient care for the aging patient population through
increased compliance and knowledge regarding their medical condition.

When dealing with any healthcare records, there is always the ethical consider-
ation to be considered. Electronic medical records are beneficial in a multitude of
ways; however, security and confidentiality are of upmost importance regarding
the data. The patient has the right to have their information. This information is
only to be released to unauthorized persons with the consent of the individual. Of
course, there must be consensual documentation for participants to be included in
any kind of research or study performed. Data integrity refers to the accuracy and
consistency of stored and transmitted data that can be compromised when infor-
mation is entered incorrectly or deliberately altered [6]. Privacy and confidentiality
are at the forefront of concerns when it comes to electronic healthcare records.
Despite regulatory requirements and governed control of records, major issues
related to privacy and security need to be addressed prior to nationwide interoper-
able EHR being fully implemented [6]. Patient portals will be secured by security
and pass codes that only patients will have access to. There is the thought that the
elderly patient population will be apprehensive about the fact that if they can have
mobile access to their information, so may the public. This apprehension related to
privacy of healthcare information is one of the challenges that healthcare providers
need to be forthright about when dealing with the elderly patient population. There
is still the ambivalence of protection of information with the elderly. Despite this
barrier, healthcare providers maintain the initiative to educate and bring the elderly
on board with new technology and the benefits to this patient population.

Some elderly patients use healthcare standard systems like Microsoft
HealthVault since it provides a platform in which the individual can merge their
healthcare information [9]. The purpose of electronic health records is to provide a
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vehicle where all the patient’s records can be stored. Each of his or her providers can
identify all the treatments and results that the patient has received. Since interop-
erability between such EHR systems has not been achieved, the patient often turns
to HealthVault to combine all his or her records. Since the elderly person visits
many providers, he/she or a family member can use HealthVault to merge their
EHR records. Health information technology programs are written and used by
young people. The elderly use technology less frequently and are not as familiar
with the options and health information technology processes. In addition to elec-
tronic health records, the elderly will need to learn several pieces of this new health
technology. Elderly who have used computers in their recent work life are more
likely use HIT in retirement [10]. Lack of trust in HIT systems is often a major
barrier. Numerous passwords and unfamiliar HIT procedures may also cause prob-
lems for the elderly and reduce usage.

For 60 years, the elderly population has relied on professionals for healthcare.
Elders were asked to rank information received according to their level of trust.
Health information on the Internet ranked behind clinical HIT sources and maga-
zines and newspapers [11]. Elders are vulnerable to scams and abuse, especially
with financial and healthcare and prescription drugs [12]. Wild et al. [13] found that
older adults in home settings will accept surveillance and sharing of health infor-
mation if it can be used by their physicians to preserve the elderly person’s health.
The network of sensors monitors the condition of the subject under supervision and
sends the information to a distant healthcare facility over the Internet [14], or it can
automatically call for EMS in case of an emergency. Some physicians are strongly
encouraging their staff members to take the time to help the elderly person learn
how to access health information data and use telehealth and telemedicine technol-
ogy. Many organizations and practices offer additional training for staff members
related to HIT but are especially aimed toward providing the necessary tools to
educate the elderly population.

Interoperability among different treatment protocols and standards is also criti-
cal for the consistent operation of the system. In addition, precise and accurate
measurements of key health parameters are vital for a reliable health monitoring
system. The advancement of miniaturized and inexpensive sensors, embedded
computing devices, and wireless networking technologies is paving the way for the
utilization of remote health monitoring systems. Remote health monitoring allows
unobtrusive, ubiquitous, and real-time monitoring of physiological signs without
interrupting the daily activities of individuals.

Patients are now able to remain in their familiar home environment and enjoy
their normal lives with friends and family while their health is being monitored and
analyzed from a remote facility based on the physiological data collected by differ-
ent on-body sensors. The system can perform a long-term health trend analysis,
detect anomalies, and generate alert signals in case of an emergency. The problem
may be that the elderly person must remove these sensors to complete some activ-
ities of daily living such as showering or bathing and then may forget to put the
sensors back on. This is a burden that each elderly person who has sleep apnea
experiences each evening even though the technology has been in place for several
years and the sleep apnea process is well known to the elderly person.

By most estimates, the average trip to the emergency room (ER) in the USA
costs $1500 to $2500. Recent research from the Centers for Disease Control esti-
mated the number of trips per year to be 136.3 million [15]. The CDC’s research also
showed that the number of injury-related visits to the ER was 40.2 million, meaning
that the other nearly 100 million visits might have been avoided with preventative
care. A visit to a doctor’s office costs significantly less on average than a trip to the
ER, so the USA and other countries are desperately trying to find a way to cut down
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on the number of avoidable ER trips made each year. The cost of such visits can be
further reduced using telemedicine and telehealth.

3. The emergence of smart home technology

“One of the possible solutions is the development of smart medical homes that can
measure patient health and alert both the individual and a medical professional if a
problem arises. These homes—and the individuals themselves—can be outfitted with
machine-to-machine (M2M) medical devices that use sensors to monitor patient health
and can transmit information to healthcare workers. So, what would a smart medical
home look like? One feature might be to have the individual connected to a wearable
device that monitors glucose levels for a diabetic patient. Even the person’s sneakers could
be outfitted with sensors that function as gait monitors to measure changes in walking
patterns, stumbling and falling. Over time such devices would detect a limp or shuffle
that could be a symptom of a more serious illness or injury. As these kinds of products
become staples of the home environment, they will occupy a larger piece of the total M2M
market. Recent market analysis from Juniper Research, for example, projects the smart
wireless healthcare and fitness device services market will reach $1.8 billion by 2019”
[16]. Because home-based M2M medical devices monitor critical vital signs, they
must be supported by reliable wireless connectivity and have the capacity to trans-
mit data steadily and quickly.

“Long-Term Evolution (LTE) has been recently introduced. Because LTE is a
cellular connection rather than Wi-Fi, a patient can be monitored anywhere there is
LTE coverage” [17]. This flexibility allows them to enjoy their independence with-
out worrying about staying connected. A 4G LTE certainly fits the bill, but for many
years the technology was considered too expensive and consumed too much power
to be viable for these kinds of devices. That paradigm is now shifting, with the
advent of low-power 4G LTE chipsets that conserve power and battery life by
controlling data flow. These chipsets make the prospect of building 4G capability
into devices more financially feasible for manufacturers and will, ultimately,
increase adoption of connected medical technology. On top of the potentially mas-
sive economic benefits these new-age homes may provide, they will also help at-risk
individuals avoid medical scares and give their families peace of mind. In other
words, the smart medical home concept is moving forward and 4G LTE will help
push it along. For this technology to be implemented, the elderly person will have to
embrace this technology. Herein lies the problem, the elderly person will have to
learn how to implement the technology and how to use it effectively. Caregivers
will need to be trained so that he or she can help the elderly learn about the
technology, implement it, and use the technology on a daily basis. For example,
sleep apnea technology is used effectively by the elderly population on a daily basis.

4. Caregivers help the elderly

Numerous Internet and mobile applications have been recently developed which
target caregivers for care coordination [18]. If the patient suffers from dementia,
there are tools which focus on improving caregiver’s ability to help the person to
reduce their care burden [19]. The needs of the caregivers are quite different than
those of the elderly. The caregiver may be better able to use the technology than the
elderly client. The elderly client may be able to be taught how to use the HIT by the
caregiver. This will depend on the training program available to the caregiver and
the elderly person. As HIT expands, such teaching may grow into a large part of the
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caregiver’s work in the near future. Teaching the elderly person to use the Internet
for health information resulted in the elderly being willing to use the Internet more
often [20]. Barriers to decision-making using HIT, information, and communica-
tion issues are modifiable [21]. Technology may be the means for the elderly to
overcome those barriers [22]. The authors of this paper envision the emergence of
laboratories at universities and private business where these skills are taught and
certification courses are offered. Home care companies and nursing home corpora-
tions will more than likely lead the way and help train the caregivers as well as the
elderly themselves. This training will also provide some burden relief of the care-
givers and reduce caregiver burnout.

5. Veterans Health Administration (VHA) introduces Care
Coordination/Home Telehealth

“Between July 2003 and December 2007, the Veterans Health Administration
(VHA) introduced a national home telehealth program, Care Coordination/Home
Telehealth (CCHT). Its purpose was to coordinate the care of veteran patients with
chronic conditions and avoid their unnecessary admission to long-term institutional
care. CCHT involves the systematic implementation of health informatics, home
telehealth, and disease management technologies. It helps elderly patients live inde-
pendently at home. CCHT is now a routine service provided by VHA to support
veteran patients with chronic conditions as they age. CCHT patients are predomi-
nantly male (95%) and aged 65 years or older. The VHA uses strict criteria to
determine patient eligibility for enrollment into the program. The VHA staff assesses
how well its CCHT programs meet standardized clinical, technology, and manage-
rial requirements” [23].

“The VHA trained 5000 staff to provide CCHT. Routine analysis of data obtained
for quality and performance purposes from a cohort of 17,025 CCHT patients
showed the benefits of a 25% reduction in numbers of bed days of care, 19%
reduction in numbers of hospital admissions, and mean satisfaction score rating of
86% after enrollment into the program. The cost of CCHT was $1,600 per
patient per annum, substantially less than other NIC programs and nursing home
care” [23].

Here is the cost analysis of the expected benefit of the VHA CCHT program:

1.$225/day � 17,025 patients � 365 days = $13,981,781,000

2.25% reduction = $10,486,335,000

3.Savings due to using CCHT = $3,495,446,000

4.Saving per patient $3,495,446,000/17025 patients = $20,531 per patient

The projected number of people over 65 in the USA is 46 million [24].

Let’s be conservative and assume that 30% of the elderly (65+) are in need of
treatment and can benefit from programs such as CCHT: The Veterans Health
Administration estimates that 75,000, or about 50%, of its total patient population,
could be cared for with home telemedicine technologies [23]. However in our
analysis below, we will use 30%.
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5.46 million � .30 = 13.8 million people.

6.Savings from treating these 13.8 million people using CCHT is
13.8 � $20,531 = $2,833,278,000.

7.Estimates of CCHT savings = $2.833 billion.

The detailed reader may quarrel with the numbers, but it is evident that signif-
icant savings can be gained by implementing CCHT.

The VHA’s experience is that an enterprise-wide home telehealth implementa-
tion is an appropriate and cost-effective way of managing chronic care patients in
both urban and rural settings. This positive experience has set the stage for other
governmental agencies and private home care and institutional organizations to
develop and implement similar services for the elderly. The question is what per-
centage of the elderly can be trained to use telehealth technology and remain in
their residence? 50 or 30 or 10%?

For veterans who have a health problem like diabetes, chronic heart failure,
chronic obstructive pulmonary disease (COPD), depression, or post-traumatic
stress disorder, getting treatment can be complex and inconvenient. For some,
especially older veterans, conditions like these can make it difficult for them to
remain living independently in their own home and make it necessary for them to
go into a nursing home where their symptoms and vital signs (pulse, weight,
temperature, etc.) can be checked frequently. Having this information means pro-
viders and nurses can change medications or other treatments and prevent serious
health problems from developing.

Now there are new technologies that make it possible to check on symptoms and
measure vital signs in the home. Special devices (home telehealth technologies) can
do this and are easy to use for some elders. Home Telehealth (HT) can connect a
veteran to a VHA hospital from home using regular telephone lines, cellular modem
(these act as doors for transmission of information), and cell phones (using an
interactive voice response system).

The VHA has found that not every patient is suitable for this kind of care. VA
patients must be evaluated and trained. But, for those that are suitable for this kind
of care, Home Telehealth can help them to remain at home and live independently.
The VHA is hiring staff nurses to be home telehealth specialists. The VHA has
demonstrated that Home Telehealth can be a cost-effective alternative to full-time
residence in a nursing home. The VHA has demonstrated this technology for
veterans.

Private nursing home corporations are following the VHA’s lead offering the
same technology to nonveterans. Private patient home services are financed by
many different methods: long-term care insurance, Medicaid for eligible patients,
limited Medicare for short periods, and private pay.

Here is a statement from a popular long-term care insurance company policy:

“MedAmerica [25] will provide Daily Benefits at 100% of the actual charges
incurred up to the Maximum Nursing home Benefit amount shown in your Schedule
of Benefits for Qualified Long-Term Care Services provided by a Nursing Home
while you are a resident.
If you are Benefit Eligible, MedAmerica will provide Daily Benefits at 100% of the
actual charges incurred up to the Maximum Assisted Living Facility Benefit amount
shown in your Schedule of Benefits for Qualified Long-Term Care Services provided
in an Assisted Living Facility.
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1.$225/day � 17,025 patients � 365 days = $13,981,781,000
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The projected number of people over 65 in the USA is 46 million [24].
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analysis below, we will use 30%.
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If you are Benefit Eligible, MedAmerica will provide Daily Benefits at 100% of the
actual charges incurred up to the Maximum Home Health Care or Adult Day Care
Benefit amount shown in your Schedule of Benefits for Qualified Long-Term Care
Services provided in a Home Health Care or an Adult Day Care Facility that are:

1.Home Health Care or personal care attendant services including such things as:
personal hygiene, performing Activities of Daily Living, managing medications
and other related support services.

2.Adult day care

3.nursing services

4.Physical, occupational, respiratory and speech therapy

5.Homemaker services including light work, household tasks, preparing meals,
doing laundry and other incidental household tasks that do not require the
services of a trained aide or attendant.”

Although the authors of this paper are not lawyers, it appears to us that
MedAmerica and other long-term care insurers will cover the cost of HIT and HT as
well as assist the caregivers in the elder’s home.

Several commercial vendors are offering similar telehealth products. Listed
below are a few examples:

1.Live Expert is advertised as the “next-generation home healthcare system and
remote patient monitoring” [26].

2.HoneyCo, based in Nashville, offers a one-stop shop for the smart home,
taking products off the shelf and assembling them into a single, easy-to-use
software-hardware platform [27].

As stated above, Home Telehealth technology provides a telemedicine tool for
patients to take an active role in the management of their chronic diseases. HT
works by allowing patients to transmit vital health data from their home to physi-
cians’ offices and, in turn, receive health coaching from their providers based on the
clinical data they transmit. A home telehealth system generally consists of a stand-
alone hub device that collects physiologic data from peripheral devices and connects
the patient to the provider via interactive/audio/video capabilities. HT tools include
audio and video conferencing capabilities, allowing remotely located healthcare
professionals to interview, observe, and educate the patient. In addition, HT tools
assist in the use of the peripherals or other medical devices. Once again most elderly
individuals and couples will need assistance to implement and use this technology
daily. The VHA has demonstrated that this can occur and is occurring for
eligible and willing veterans. This telehealth technology is transferable to the
general population.

Advanced HT tools have the ability to show full-motion video, which can be
used to provide patient education. HT tools include audio and video conferencing
capabilities, allowing remotely located healthcare professionals to interview,
observe, and educate the patient. In addition, HT tools assist in the use of the
peripherals or other medical devices.

Despite the large number of health information technologies available in the
marketplace, the current installed base of devices still remains relatively small,
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particularly in light of the immense target population of chronically ill patients.
The majority of devices currently in use are still part of pilot or demonstration
projects [28].

6. VA expands telehealth services again with T-Mobile’s 70,000 lines

1.“The US Department of Veterans Affairs and T-Mobile announced that T-Mobile
would be adding 70,000 lines of wireless service to increase telehealth services in the
VA network and expand services to veterans, especially those in rural areas [29].
The expanding network will connect veterans at home and at VA facilities, such as
community-based outpatient clinics (CBOCs), with VA clinicians within the VA
network.

2.This adds to VA’s push this year to extend telehealth to distant veterans in rural
areas through initiatives such as with T-Mobile and the Spok Health – Standard
Communications partnership to expand the Spok Care Connect messaging service
to more VA healthcare systems. The VHA (Veterans Health Administration)
has long been the largest user of telehealth services in the US. Until recently,
their emphasis has been on store-and-forward and clinic-based patient consults,
but finally Home Telehealth (HT) is being supported. Reportedly, only 1% of
veterans used Home Telehealth, while 12% used other forms of telehealth. The
VA was among the earliest users of remote patient monitoring/home telehealth,
dating back to 2003 and even earlier, with companies such as Viterion and
Cardiocom.

3.While most of the news about VA has been about their leadership changes and their
difficulties around EHRs, their ‘Anywhere to Anywhere’ program was finalized in
May 26, 2018. This allows VA practitioners to provide virtual care across state lines
to veterans, regardless of local telehealth regulations.

4.T-Mobile is already the lead wireless provider to the VA. The 70 K line addition is
part of the carrier’s $993.5 million five year contract with the US Navy.” The
impact of this telehealth expansion will not only facilitate the use by veterans
but will lead the way for the private sector to implement telehealth, especially
in rural areas.

7. The hospital at home model, Johns Hopkins University Schools of
Medicine and Public Health

The VHA, along with other major hospital systems, is exploring methods to
discharge patients and continue treatment in the patient’s home. The following
section depicts the work done at Johns Hopkins on the hospital at home project.

The hospital at home model was developed by the Johns Hopkins University
Schools of Medicine and Public Health. The framework has been adopted by a
number of hospitals around the country, including Veterans Affairs and integrated
delivery systems with Medicare Advantage Plans. This model was designed to care
for acutely ill patients within their homes. The primary target population is elderly
patients with multiple chronic conditions and acute illness or those experiencing
exacerbations of their chronic conditions and requiring acute hospital care. Treating
patients in the home can save money, reduces the risk of health threats for the
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patients (especially for this at-risk population), and opens up hospital beds for other
patients.

In 2012, the hospital at home program treated more than 1000 patients
throughout the country. These patients are at low risk of clinical deterioration with
proper care and are not likely to require highly technical, hospital-based proce-
dures. Hopkins’ initial research focused on frail, chronically ill, elderly patients who
required acute hospital admission for one of the following reasons: (a) community-
acquired pneumonia, (b) heart failure exacerbation, (c) chronic obstructive
pulmonary disease exacerbation, and (d) Cellulitis Complex Care Management
Program.

This program overview is part of a series describing innovative approaches to
caring for complex patients. Funded by the California Health Care Foundation,
these overviews are the result of a national scan highlighting programs active in the
field that have demonstrated success. “After their national demonstration study, Hop-
kins added several other conditions, including: Deep vein thrombosis (DVT); Pulmonary
embolism (PE); Dehydration/volume depletion; and Complicated UTI/Urosepsis. The
program does not include patients on dialysis. Patients do not have to have a caregiver.
The process of patient identification differs among the adoption sites. Patients can be
identified using electronic health records, physician referrals, or other methods, such as
emergency department (ED) referral” [30].

Johns Hopkins found that implementation of the program on a wide scale has
been limited by the incorrect assumption that hospital care is safer and bypasses
payment issues with Medicare. Currently, there are no payment codes for hospital
at home care in fee-for-service Medicare. Thus, implementation of the hospital at
home model has been limited to Medicare managed care, integrated delivery sys-
tems, and Veterans Affairs health systems. A challenge of the model is the difficulty
in serving patients across a broad geography. Successful implementations of this
model have limited the geography to a 20- or 30-mile radius from the hospital.

The VHA Clinical Research Study of 2007 [23] and the Johns Hopkins hospital at
home model have more than adequately demonstrated that such elderly health
informatics systems can be effective for at least 30% of the elderly population. We
think the training of the patients in the hospitals and the caregivers along with
having physician’s staff support facilitating the efforts will be instrumental in the
elderly embracing this technology. The elderly population are now much more
inclined to own and use cell phones than in previous years. They use the Internet to
bypass the cable companies and stream television programs on their 4K televisions.
Consumer cellular and other phone companies have carved out a business by
focusing on the elderly.

8. Nursing home corporations and home care companies

As technology evolves and becomes commonplace, will the large nursing home
corporations such as Shepherd of the Valley, Ohio Living—Park Vista, Windsor
House, Wesley Village, and Copeland Oaks Retirement Community—and several
other corporations across the USA see this as competition? Or will they embrace this
new technology and make HIT and HT part of their array of services? Will the home
care companies see this as an opportunity to expand their healthcare role? The
authors of this paper believe that both the nursing home companies and the home
care companies will embrace this technology, lead the way, and offer these services
to their clients. We expect that retirement communities will build telehealth tech-
nology into their single-family homes and the hospitals will also build such tech-
nology into the retirement apartments located adjacent to the hospitals. The
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evolution of this technology is just now starting to surface at a growing rate in the
elderly population. It is believed as the upcoming years improve upon and master
this technology that eventually it will become expected from all patient populations
and especially the elderly.

9. The technology that will be functional in smart homes

“Smart homes, which incorporate environmental and wearable medical sensors,
actuators, and modern communication and information technologies, can enable contin-
uous and remote monitoring of elderly health and wellbeing at a low cost. Smart homes
may allow the elderly to stay in their comfortable home environments instead of expensive
and limited healthcare facilities. Healthcare personnel can also keep track of the overall
health condition of the elderly in real-time and provide feedback and support from
distant facilities” [31]. The elderly may require frequent, immediate medical inter-
vention, which may otherwise result in fatal consequences. Such emergency situa-
tions can be avoided by monitoring the physiological parameters and activities of
the elderly in a continuous fashion [32]. In most emergency cases, the elderly seek
in-patient care, which is very expensive and can be a serious financial burden on the
patient if the hospital stay is prolonged [33].

Remote health monitoring in a smart home platform, on the other hand, allows
people to remain in their comfortable home environment rather than in expensive
and limited nursing homes or hospitals, ensuring maximum independence to the
occupants [34]. In recent years, the Internet of Things (IoT) has gained much
attention from researchers, entrepreneurs, and tech giants [35] around the globe.
The IoT is an emerging technology that connects a variety of everyday devices and
systems such as sensors, actuators, appliances, computers, and cellular phones, thus
leading toward a highly distributed intelligent system capable of communicating
with other devices and human beings. The dramatic advancements in computing
and communication technologies coupled with modern low-power, low-cost sen-
sors, actuators, and electronic components have unlocked the door of ample oppor-
tunities for the IoT applications. The smart home with integrated e-health and
assisted living technology is an example of an IoT application that can potentially
play a pivotal role in revolutionizing the healthcare system for the elderly. The full
details of this technology are beyond the scope of this paper, but the reader can find
significant detail in the previously referenced sensors article [31].

Older adults with complex care needs want to live as independently as they can
for as long as they can and limit stress on family and other caregivers. Telehealth
strategies offer the potential to improve access to care and the quality of care while
reducing strain on caregivers. For healthcare systems, home telehealth may help
address the challenge of rising costs. Though limited today, home telehealth is likely
to be implemented more widely as policy makers reduce regulatory barriers and
providers focus on improving telehealth strategies to meet the needs of families.

The care of older adults with frailty, chronic disease, or significant disabilities
who live in the community is a major challenge for both health systems and families
[36]. This care can be sometimes rewarding yet simultaneously difficult for family
caregivers to manage because of the lack of coordinated care and because of care-
givers’ competing obligations. As the nation ages, the number of frail older adults
with functional and cognitive impairments who require assistance from others will
increase. Consequently, planning for the care of people with complex chronic con-
ditions has taken on greater urgency. Providing higher-quality and more cost-
effective care for older adults with complex conditions will require models of care
that, among other things, better integrate healthcare and social services and
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patients (especially for this at-risk population), and opens up hospital beds for other
patients.
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evolution of this technology is just now starting to surface at a growing rate in the
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increase. Consequently, planning for the care of people with complex chronic con-
ditions has taken on greater urgency. Providing higher-quality and more cost-
effective care for older adults with complex conditions will require models of care
that, among other things, better integrate healthcare and social services and

15

The Evolution of Elderly Telehealth and Health Informatics
DOI: http://dx.doi.org/10.5772/intechopen.88416



improve supports for family caregivers. To help achieve these goals, telehealth
services are increasingly included as a component of community-based care for
chronic conditions, mental health, and even palliative care. Through telehealth,
providers can deliver a wide range of diagnostic, therapeutic, and care management
services, as well as services to support caregivers, such as communication tools with
clinicians, services that otherwise would be delivered in a healthcare setting or
through in-person home visits. Telehealth has the potential to be an effective tool
for improving access and continuity, improving outcomes, and lowering costs. Can
the elderly population afford such expense? The answer is yes for a large percentage
of the elderly. Forbes magazine [37] in March 2018 stated that elderly Americans in
the 75+ age group had a mean net worth of $692,100. The typical net worth of the
average retiree 65 years and older is $264,750.

The 2016 Federal Reserve Consumer Finance Survey purports there is a national
shift toward wealth within the elderly population. There was an upward trend
toward the incomes in those over age 75. The report also shows that the increase has
occurred rapidly over a 30-year period. This leaves the senior population in the
position to create financial support for their families. This fact has created a respect
for America’s elderly in their ability to support generations of children and
grandchildren. The new reality for the elderly in Americans is that they are much
more affluent than even those in their 50s. Comparing the data against that of the
incomes of the 1950s, the wealth has reversed from the younger Americans to senior
citizens [38]. The poverty level for seniors began improving in the 1960s and grew
to be equal in wealth to other age groups by the 1980s.

10. Technology implementation is influenced by the “digital divide”

There are still some elderly that experience poverty [39, 40]. There are many
that do not have access to the Internet and thus the many online services available
for health prevention and promotion. There is some technological division that
exists for the poor and rich. Those educated and higher-income seniors are signifi-
cantly more inclined to have electronic and Internet resources to provide access to a
large menu of software programs to manage health issues. There are many chal-
lenges in today’s society for those who are not technologically skilled. There is a
correlation between low income and low access to technology. There is also a direct
link to the challenged socioeconomical population and increased physical impair-
ments. This increase in patient impairments provides an even greater need to
introduce this technology to such economically challenged elderly populations.

• According to the 2012 Pew Report “Digital Differences,” only 62% of people in
households making less than $30,000 a year used the Internet, while in those
making $50,000–74,999, that percentage jumped to 90.

• Smartphones have helped bridge the divide, as they provide Internet access to
populations previously at a digital disadvantage. Pew reports that, among
smartphone owners, “young adults, minorities, those with no college
experience, and those with lower household income levels” are more likely to
access the Internet primarily through their phones.

• There are still gaps in high-speed Internet access. Only 49% of African
Americans and 51% of Hispanics have high-speed Internet at home, as
compared with 66% of Caucasians. Internet speed has important effects on
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media access, especially when it comes to streaming video, so this gap is
significant.

A pilot program took place during the Obama Administration whereby the United
States Department of Housing and Urban Development (HUD) worked with private
businesses and nonprofit agencies to provide Internet assistance to low-income fam-
ilies. The ConnectHome Project brought light to the marked division in those who
have easy access to Internet services and the income barrier that exists for many
vulnerable groups, including the elderly. The pilot gave 38 communities the special
Internet access services. There are many business and organizations that have expec-
tations that the consumer has Internet access. This creates many access barriers for
those who lack understanding or income to have Internet access.

The company Comcast has created an impact by providing low-cost Internet
hardware and services. There have been over 2 million low-income Americans that
have been assisted. The company has committed to offering training and support to
assist with the Internet and computer literacy, making the technology purposeful
for the people. The company identified any child in the school system who is eligible
to receive free or reduced lunch would also determine that these families are
qualified to get the assistance. The family will receive the service but also the
broadband receiver. There are some that argue governmental involvement is crucial
with the Internet divide. Without the support, there would be a larger division by
blocking many Americans from educational or employment opportunities. The
holistic approach to the problem seems to be creating a positive impact on the
barriers that inhibit many from access. The question is Will AT & T, Spectrum,
and other Internet providers provide specialized services to the elderly to
facilitate the use of not only the Internet but also telehealth and health informatics
technology?

11. Implementing telehealth technology in the patient’s home

Telehealth and telemedicine are innovative technologies that deliver healthcare
to the patient population. Telemedicine is the practice of medicine via technology to
deliver healthcare at a distance. It enables the physician in one location using
telecommunications infrastructure to deliver care to a patient at a distant site.
Telehealth refers broadly to electronic and telecommunication technologies and
services used to provide healthcare and services at a distance. The difference
between the two is one where Telehealth refers to a broader scope of remote
healthcare services than that of telemedicine.

Patients and caregivers have concerns related to the security, dependability of
Internet connection, privacy protection, and how this assessment will be
performed. These are all very valid concerns that have been addressed via secure
and dependable Internet connection, custom-configured hardware and peripherals,
custom software (electronic medical records (EMR)). One of the main vital must
haves for Telehealth/Telemedicine is to secure an Internet connection. This is
largely due to the involvement of consultations from a distance. Efforts are being
made to build a stronger broadband infrastructure throughout the USA. The
National Broadband Plan was initiated in 2010 by the US government to help ensure
that all communities will have access to broadband service by 2020. “Broadband-
enabled health information technology (IT) can improve care and lower costs by
hundreds of billions of dollars in the future decades....” [41]. There have been
billions of dollars in funding to support the National Broadband Plan by the con-
gress. Healthcare providers are responsible for their own Internet connections.
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making $50,000–74,999, that percentage jumped to 90.

• Smartphones have helped bridge the divide, as they provide Internet access to
populations previously at a digital disadvantage. Pew reports that, among
smartphone owners, “young adults, minorities, those with no college
experience, and those with lower household income levels” are more likely to
access the Internet primarily through their phones.
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media access, especially when it comes to streaming video, so this gap is
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States Department of Housing and Urban Development (HUD) worked with private
businesses and nonprofit agencies to provide Internet assistance to low-income fam-
ilies. The ConnectHome Project brought light to the marked division in those who
have easy access to Internet services and the income barrier that exists for many
vulnerable groups, including the elderly. The pilot gave 38 communities the special
Internet access services. There are many business and organizations that have expec-
tations that the consumer has Internet access. This creates many access barriers for
those who lack understanding or income to have Internet access.

The company Comcast has created an impact by providing low-cost Internet
hardware and services. There have been over 2 million low-income Americans that
have been assisted. The company has committed to offering training and support to
assist with the Internet and computer literacy, making the technology purposeful
for the people. The company identified any child in the school system who is eligible
to receive free or reduced lunch would also determine that these families are
qualified to get the assistance. The family will receive the service but also the
broadband receiver. There are some that argue governmental involvement is crucial
with the Internet divide. Without the support, there would be a larger division by
blocking many Americans from educational or employment opportunities. The
holistic approach to the problem seems to be creating a positive impact on the
barriers that inhibit many from access. The question is Will AT & T, Spectrum,
and other Internet providers provide specialized services to the elderly to
facilitate the use of not only the Internet but also telehealth and health informatics
technology?

11. Implementing telehealth technology in the patient’s home

Telehealth and telemedicine are innovative technologies that deliver healthcare
to the patient population. Telemedicine is the practice of medicine via technology to
deliver healthcare at a distance. It enables the physician in one location using
telecommunications infrastructure to deliver care to a patient at a distant site.
Telehealth refers broadly to electronic and telecommunication technologies and
services used to provide healthcare and services at a distance. The difference
between the two is one where Telehealth refers to a broader scope of remote
healthcare services than that of telemedicine.

Patients and caregivers have concerns related to the security, dependability of
Internet connection, privacy protection, and how this assessment will be
performed. These are all very valid concerns that have been addressed via secure
and dependable Internet connection, custom-configured hardware and peripherals,
custom software (electronic medical records (EMR)). One of the main vital must
haves for Telehealth/Telemedicine is to secure an Internet connection. This is
largely due to the involvement of consultations from a distance. Efforts are being
made to build a stronger broadband infrastructure throughout the USA. The
National Broadband Plan was initiated in 2010 by the US government to help ensure
that all communities will have access to broadband service by 2020. “Broadband-
enabled health information technology (IT) can improve care and lower costs by
hundreds of billions of dollars in the future decades....” [41]. There have been
billions of dollars in funding to support the National Broadband Plan by the con-
gress. Healthcare providers are responsible for their own Internet connections.
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There are technology grants available to some providers, especially those in rural
and underprivileged areas.

“The University of Arkansas for Medical Sciences (UAMS) and the Arkansas e-
Link team was awarded $102 million by the National Telecommunications Infor-
mation Administration (NTA) in 2012. This was in alignment with supporting a
statewide $128 million broadband infrastructure to serve community institutions
across Arkansas. The Arkansas e-Link teams have installed and/or upgraded
broadband, interactive video units and public access personal computers all over the
state. There have been roughly 3900 community institutions, 61,000 businesses and
has reached more than 185,000 underserved families impacted from the Arkansas
e-Link infrastructure” [41].

Patient privacy laws remain managed much in the same way they do with an
in-person visit to a facility or provider in a face-to-face visit regarding telehealth/
telemedicine. Prior to the initial clinical consultation, patients are educated and
informed on how their data will be managed. They are asked to sign a consent form
that explains the format for which information will be used and accessed.

The customized software is required to be encrypted, and the software must
meet HIPAA Federal security standards and guidelines when using the telehealth/
telemedicine hardware. Patients are educated and taught to use additional security
efforts for any mobile devices that they should use such as phones and/or tables.
These security efforts are mainly password security to their device and the ability to
remotely disable mobile devices that are lost or stolen. The Health Insurance Porta-
bility and Accountability Act (HIPAA) was passed in the USA in 1996. The HIPAA
is to protect a patient’s right to privacy in both face-to-face visits and teleservice
consultations. All healthcare providers are legally bound by this law.

Telehealth/Telemedicine consultation custom-configured hardware includes
carts, desktop/laptop computers, and tablets. Carts are used for clinical and educa-
tional purposes and are typically portable systems. The clinical carts are utilized to
deliver patient care. The educational carts are used for training, meetings, inter-
views, etc. Each of the carts is designed to be customized to meet whatever the
specific needs and specialties may include. They include Codec which is used to
encrypt the patient data. The carts also generally have a monitor, camera, keyboard,
and remote control. They also have a PC to store patient information. This includes
the capability to view live images as well as take pictures to store and forward to
other healthcare professionals if care is needed to be delivered everywhere. The
customization is available for all needs of any Telehealth/Telemedicine providers.
They are designed to use tools, called peripherals, to assess patient needs. There are
cameras available for visualization needs such as dermatology or radiology. Some
other peripherals include items such as vital sign monitors, digital stethoscopes,
probes, spirometers, etc. Most consultations are done via desktop computers or a
laptop computer. HIPAA-compliant software must be used for encryption and
privacy to install on all devices that are utilized for Telehealth/Telemedicine pur-
poses. Usually when dealing with an acute situation or emergency, then tablets,
such as iPads, are used in other healthcare areas. This mobile technology enables an
immediate connection between the patient population and healthcare professional
regardless of location. Tablets are also intermittently used to monitor conditions
and consult with their healthcare team. The authors of this document envision a
growth of technical specialists who will aid the elderly and train the caregivers in
implementing and maintaining this technology in good working order.

Custom software (electronic medical records) is designed to deliver a digital
patient record that is forwarded to other healthcare professionals and facilities.
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Encrypted data is delivered to ensure security and privacy for the patient. There are
several companies in the market that develop software to customize to meet the
needs of the Telehealth/Telemedicine patient and providers.

Future technology is growing to the point of more mobile apps and self-
monitoring devices that will feed information directly to a patient’s digital record
and automatic notifications to a healthcare team if issues develop. As Telehealth/
Telemedicine services become more utilized and accepted, the technology will
continue to develop to meet the needs of the patient and healthcare provider as well
as cost-effectiveness.

12. Conclusion

The Veterans Health Administration in their national home telehealth program,
Care Coordination/Home Telehealth demonstrated that the care of veteran patients
with chronic conditions can be delivered in the patient’s home. Up to 50% of the
veterans can avoid their unnecessary admission to long-term institutional care. Such
programs are cost-effective. Long-term care insurance companies are likely to cover
these services. Home care and nursing home corporations are following the VHA’s
lead. Significant advances in the Internet and mobile and telehealth technology have
opened a new world, providing information and opportunities for individuals to
learn more information about illness and at a much faster rate. Smart home
technology has evolved.

However, the elderly often encounter difficulties using these technologies.
Caregiver training programs are evolving based on the VHS-CCHT model. Univer-
sities across the USA are working with home care and nursing home corporations,
utilizing private as well as federal and foundation funding to develop telehealth
training centers. The projected gain is that nonveterans will be able to achieve
similar success rates as the veterans have and avoid their unnecessary admission to
long-term institutional care.

Despite the advances in Telehealth and Telemedicine and the evolution of the
technology, many individuals cannot afford the treatment or the technology. These
same individuals and families are part of the digital divide, and they have not
embraced the new technology. Federal programs have been developed and
implemented to help this portion of the population. The learning curve of new
technologies for the elderly population is changing. The knowledge gap will con-
tinue to close as the United States government supports more initiatives regarding
health-related technology and its relationship to improved outcomes for the elderly.
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Abstract

In recent years, several technological innovations have become part of the 
daily lives of patients suffered from chronic diseases. It is the case for diabetes 
mellitus and chronic heart failure with noninvasive glucose sensors, intelligent 
insulin pumps, artificial pancreas, telemedicine, and artificial intelligence for an 
optimal management. A review of the literature dedicated to these technologies 
and devices supports the efficacy of the latter. Mainly, these technologies have 
shown a beneficial effect on diabetes or chronic heart failure management with 
mainly improvement for these two diseases of patient ownership of the disease; 
patient adherence to therapeutic and hygiene-dietary measures; the management 
of comorbidities (hypertension, weight, dyslipidemia); and at least, good patient 
receptivity and accountability. Especially, the emergence of these technologies 
in the daily lives of these patients suffered from chronic disease has led to an 
improvement of the quality of life for patients. Nevertheless, the magnitude of its 
effects remains to date debatable or to be consolidated, especially with the varia-
tion in patients’ characteristics and methods of experimentation and in terms of 
medical and economic objectives.

Keywords: chronic disease, diabetes mellitus, chronic heart failure,  
noninvasive device, glucose sensors, intelligent insulin pumps, artificial pancreas, 
telemedicine, telemonitoring, artificial intelligence, Big Data

1. Introduction

According to the World Health Organization (WHO), “chronic disease” is 
defined as a long-term condition that changes over time, for example, high blood 
pressure, diabetes mellitus, chronic heart failure (CHF) or chronic obstructive 
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pulmonary disorders (COPD), cancer, chronic kidney diseases, cognitive impair-
ment and deterioration, etc. [1, 2].

In France, it is estimated that 15 million people (about 20% of the population) 
are projected to suffer from chronic disease compared to 30% of the population in 
Canada and in other developed countries [2].

To date, despite major therapeutic advances, most chronic diseases remain serious 
in terms of functional or survival prognosis, with high morbidity and mortality rates 
[1]. Yet, this type of disease is responsible for 17 million deaths worldwide each year. 
A 5-year mortality rate of 30–50% has been reported in patients with New York Heart 
Association (NYHA) stages III–IV CHF [3]. In this setting, patients also frequently 
present for emergency hospitalization and rehospitalization, with long hospital stays, 
resulting in impaired quality of life [1, 3]. In France, acute and chronic HF is thus 
responsible for over 210,000 hospitalizations per year [1, 2], accounting for 5% of all 
hospitalizations and being the main cause of hospitalization among elderly subjects.

Optimal management of these chronic diseases is a challenge for health 
professionals. In recent years, progress has been made thanks to molecular biology 
with the development of innovative therapies, for example, new drugs, cellular 
therapy, etc. [3–5]. They also benefit from major advances in technologies (e.g., 
sensors, infusion systems, connected objects, etc.) and in artificial intelligence 
(AI) (e.g., Big Data analysis, deep learning, etc.) [6]. Combined with the infor-
mation and communication technologies (ICT) and the social and educational 
sciences, these technological advances and derived tools will probably revolution-
ize the care of chronic diseases with an optimization of the management [7].

This chapter focuses on actual as well as future technologies and noninvasive 
devices used in clinical routine at the service of the patients with chronic disease, 
with the example of diabetes and CHF.

2. Noninvasive sensors for glucose equilibration

Several studies have demonstrated that the external rapid analogue infusion 
pump associated with the Flash Glucose Monitoring™ system (Abbott Laboratories) 
(Figure 1) is currently the reference management for patients undergoing intensive 
insulin therapy [9]. In particular, these studies have documented the benefits on 
HbA1c, the frequency of acute hypoglycemic and hyperglycemic episodes,

Figure 1. 
Flash Glucose Monitoring™ system from Abbott Laboratories (adapted from [8]).
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For the diabetic patient, self-monitoring with a capillary blood glucose meter 
has long been the only way to understand his or her blood glucose control [10]. 
This self-monitoring gives a more or less truncated reflection of glycemic control 
(subject to interpretation) and above all allows the patient to adapt his insulin 
administration. In this setting, Holter glycemia, followed by real-time continu-
ous glucose measurement in the 2000s, revolutionized our vision of glycemic 
control [6, 10].

In recent years, noninvasive connected sensors measuring interstitial glu-
cose continuously have become more accurate, gradually freeing themselves 
from calibration constraints (e.g., FreeStyle Libre™, Abbott Laboratories) or 
from drug interference (e.g., paracetamol), operating for longer and longer 
(15 days–6 months) and becoming more discreet by placing themselves under the 
skin (Eversense™, Senseonics/Roche Diabetes Care) [10, 11]. The improvement in 
their accuracy (meaning mean absolute relative difference [MARD], from 16–20% 
to 10–14%) allows direct adaptation of insulin without concomitant control of 
capillary blood glucose levels [11].

3. Noninvasive sensors for glucose self-management

Clinical studies have validated this method, which replaces the classic capil-
lary self-monitoring of blood glucose in the management of patients treated with 
intensive insulin therapy. Controlled clinical studies have shown the efficacy of 
these devices on the improvement of HbA1c, associated with a decrease in the time 
spent in hypoglycemia, in T1D under external pump, but also under multi-injection 
(Dexcom STS™ System, Dexcom, Inc.) [11]. In addition, their efficacy has also 
been confirmed in T2D, in pregnant women and in children [12].

The connection of the sensors and the possible sharing of data (Dexcom G5™ 
Mobile, Dexcom, Inc.) allows a joint analysis of these data by the patient, the 
parents of a child, the doctor, or the nurse, thus avoiding, thanks to rapid adapta-
tion of the treatment, deterioration in glycemic control. Interstitial glucose data, 
glycemic variability, and time spent in the target defined for a patient complete the 
old “hard” criteria of HbA1c and frequency of hypoglycemia.

In some industrialized countries (e.g., in France), the reimbursement by health 
insurance companies of these devices (e.g., FreeStyle™ Libre, Abbott laboratories) 
and the soon-to-be-announced reimbursement of sensors coupled to external 
pumps for highly unstable type 1 diabetic patients opens the way to another modal-
ity of the concept of glycemic control assessment [10].

4. Intelligent insulin pumps

For type 1 diabetic and numerous type 2 diabetic patients (e.g., with cardiovas-
cular complications), insulin therapy is the necessary treatment. In this setting, 
fast or slow insulin analogues are usually administered subcutaneously, with one 
or more injections per day (e.g., multiple injections in intensive therapy) [4, 9]. In 
recent years, progress has been made with the development of ultrafast analogues 
(aspart Fiasp™, Novo Nordisk laboratory, recently launched on the French market), 
which allow the maximum peak action to be advanced and reduce the duration of 
action and therefore the quantity of insulin “on board,” by about 10 minutes [4]. 
Nevertheless, the limitations of subcutaneous administration remain related to the 
still too long insulin kinetics, the reproducibility of imperfect absorption, and the 
absence of a first hepatic passage that is physiological.
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In this context, studies have been carried out with the intraperitoneal route 
of administration. Compared to the subcutaneous route, this latter improves the 
HbA1c and is associated with a decrease in the frequency of severe hypoglycemia 
[13]. The outer surface of the peritoneum appears to be a promising site, and some 
bioartificial pancreases already use this route (e.g., BAir™, Beta-O2 Technologies 
and MailPan™ [for Macrocroencapsulation of Pancreatic ILôts], Defymed 
Company), with kinetic and metabolic results comparable to those of the intraperi-
toneal route [10]. An access port device allows for optimized insulin delivery either 
by an external pump or by injections. On this model, the device ExOlin™ (Defymed 
Company) is under development [14]. ExOlin™ is a medical device for the physi-
ological delivery of insulin. ExOlin™ allows instantaneous intraperitoneal (IP) 
injection of insulin by simple subcutaneous injection (via an external connection to 
a syringe, pen, insulin pump, etc.). It includes a biocompatible, non-biodegradable 
membrane that is permeable to insulin but impermeable to the tissues of the 
recipient.

The connection of the Enlite™ sensor to the MiniMed Veo™ and 640G™ pumps 
(Medtronic Company) allows the automatic stopping of insulin infusion when a low 
interstitial glucose concentration is detected or predicted, dramatically reducing the 
occurrence of severe hypoglycemia (Figure 2) [9].

The recent reimbursement by the health insurance of this system in certain 
poorly balanced T1D patients, subject to severe hypoglycemia under insulin therapy 
by pump and adapted self-monitoring, allows for management within the frame-
work of the care of this precursor of the “artificial pancreas.”

Several “bolus calculators” have been developed, especially for the insulin 
pumps, offering a bolus dose by coupling the current blood glucose level and a pre-
determined insulin/glucose ratio [7]. Nowadays, these systems have been replaced 
by new intelligent systems based on algorithms (AI) [7, 12].

These latter make it possible to propose a real adaptation of prandial and 
basal doses by integrating several parameters (glycaemia, insulin sensitivity, 
etc.) specific to the patient phenotype (personalized medicine). Self-learning, 
they are specifically adapted to the patient’s history of glycemic variations. They 
have shown their effectiveness on HbA1c, without increasing hypoglycemia, 
especially when coupled with nursing “coaching” (Diabeo™, Sanofi Laboratory) 
[16]. This system is currently approved within the framework of telemedicine 
[7]. Coupled with an external 670G™ pump (Medtronic Company), other 
algorithms already allow automatic adaptation of basal rates, with the patient 
managing only bolus doses [12].

Figure 2. 
Enlite™ sensor and MiniMed Veo™ 640G™ pumps from Medtronic Company (adapted from [15]).
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5. Artificial pancreas for glycemic management

The artificial pancreas device system is a system of devices that closely 
mimics the glucose regulating function of a healthy pancreas [17]. Most artifi-
cial pancreas consists of three types of devices: a continuous glucose monitor-
ing system (CGM); an insulin infusion pump; and a blood glucose device. A 
computer-controlled algorithm connects the CGM and insulin infusion pump 
to allow continuous communication between the two devices. An artificial 
pancreas device system not only monitors glucose levels in the body but also 
automatically adjusts the delivery of insulin to reduce high blood glucose levels 
(hyperglycemia) and minimize the incidence of low blood glucose (hypoglyce-
mia) with little or no input from the patient “the diabetic patient’s dream.” Its 
efficacy had been proven in 2015 in one prospective study (ambulatory care of 
diabetic patients) and confirmed in a recent meta-analysis (24 studies including 
585 patients) [17, 18]. This later had documented a significant improvement in 
the time spent in the target, the reduction of HbA1c and mean blood glucose, 
without an increase in hypoglycemia [18].

To date, the artificial pancreas is based on a closed-loop insulin delivery system, 
integrating AI. Most of these devices are mono-hormonal (insulin) and semiauto-
matic, with the patient manually reporting food intake and physical activity. Many 
of these devices are expected to be quickly brought to market (e.g., Diabeloop™ 
from Medtech Company) [19].

The limitations of single-hormonal subcutaneous devices are related to sensor 
latency, kinetics of interstitial glucose changes, and reproducibility of peripheral 
administration of subcutaneous insulin. In this setting, the bi-hormonal approach 
(insulin-glucagon) poses technical problems, as the stability of glucagon and the 
necessity of double reserves, but seems interesting to avoid hypoglycemia, espe-
cially during physical exercise [17, 18].

The addition of amylin or glucagon-like peptide-1 (GLP1) receptor analogue 
improves post-meal blood glucose levels by decreasing glucagon secretion; future years 
should make it possible to clarify the place of these molecules in the artificial pancreas.

Figure 3. 
Diabeloop™ from Medtech Company (adapted from [22]).
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without an increase in hypoglycemia [18].

To date, the artificial pancreas is based on a closed-loop insulin delivery system, 
integrating AI. Most of these devices are mono-hormonal (insulin) and semiauto-
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Another approach would be to operate other sites that combine sensors 
and insulin delivery. A study combining a subcutaneous sensor and intraperi-
toneal insulin infusion showed better regulation of post-meal periods [20]. 
Intraperitoneal insulin, which is more physiological, could improve problems 
related to meals and physical activity. Projects to miniaturize the implantable 
system and reduce its cost are all assets for make it an attractive alternative.

Improving the skills and the capacities of algorithms, by using the database 
setup (Big Data analysis), optimizing their self-learning capacity and their patient-
specific adaptation capacity, and supplementing their information with multiple 
sensors collecting parameters other than blood glucose levels could allow early 
detection of food intake, physical activity, stress, and adaptation of the system to 
specific situations (children, pregnancies, highly unstable diabetes) [21]. The con-
nection of the system to a telemedicine and coaching platform is an evolution that is 
already underway in the system Diabeloop™ (Figure 3).

6. Telemonitoring in the setting of diabetes and chronic heart failure

Over the last 10 years, new-generation telemedicine projects and studies have 
been developed in the setting of chronic disease management, particularly in the 
case of telemonitoring [7, 23]. Compared to the first projects, most of these projects 
incorporate self-administered medical questionnaires or forms on symptoms and 
signs of diabetes or chronic heart failure (CHF) decompensation; tools for medi-
cal education, particularly disease self-appropriation, food hygiene, and physical 
activity; tools for patient motivation; tools for therapeutic and hygiene observance; 
tool to remote comorbidities (e.g., arterial hypertension, obesity, dyslipidemia); 
tools for interaction between the patient and healthcare professionals like telephone 
support centers, tablets, and Web sites (e.g., Edu@com project for diabetes and 
e-care project for CHF) (respectively, Figures 4 and 5) [7, 23].

6.1 Telemonitoring in the setting of diabetes

In the setting of diabetes, the analysis of first-generation projects and studies 
shows that remote monitoring showed improvements in control of blood glucose 

Figure 4. 
Telemedicine project for diabetic patients: Educ@dom (adapted from [24]).
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level, significant reduction in HbA1c; better appropriation of the disease by 
patients; greater adherence to therapeutic and hygiene-dietary measures; positive 
impact on comorbidities (arterial hypertension, weight, dyslipidemia); better 
patient’s quality of life; and at least, good receptiveness by patients and patient 
empowerment [7, 23]. Moreover, a cost-effectiveness analysis found a potential of 
medical economy.

However to date, the magnitude of its effects remains debatable, especially with 
the variation in patients’ characteristics (e.g., background, ability for self-manage-
ment, and medical condition), sample selection, and approach for treatment of 
control groups.

Over the last years, new-generation telemedicine projects and studies have 
emerged in the setting of T1D and T2D [23, 25–27]. They support transmission and 
remote interpretation of patients’ data for follow-up and preventive interventions. 
Table 1 lists the characteristics of the telemonitoring studies conducted in the field 
of diabetes during the period from 2010 to 2015 (Table 1) [23, 25–27]. These new-
generation telemedicine projects are often known as “telemedicine 2.0” projects, 
given that they all utilize new ICT and the Web (tools for the “e-Health 2.0”) [27].

These projects rely on the standard connected tools for monitoring diabetes, 
such as glucose meters, BP, heart rate monitors, weighing scales, and pulse oxim-
eters, which relay the collected information via Bluetooth, 3G, or 4G [7, 28]. They 
include continuous glycemic monitoring solution and often a video call.

The development of practical chemical sensors to monitor parameters, although 
less mature, is also feasible. However, some external glucose pumps for the chronic 
management of diabetes also contain chronic intermediate-term (i.e., several days) 
subcutaneous glucose monitoring capability. The ability of such chemical sensors 
to augment other device monitoring capabilities for heart failure or other risks will 
require investigation.

Figure 5. 
Telemedicine project for patients with chronic heart failure: e-care (adapted from [12]).
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level, significant reduction in HbA1c; better appropriation of the disease by 
patients; greater adherence to therapeutic and hygiene-dietary measures; positive 
impact on comorbidities (arterial hypertension, weight, dyslipidemia); better 
patient’s quality of life; and at least, good receptiveness by patients and patient 
empowerment [7, 23]. Moreover, a cost-effectiveness analysis found a potential of 
medical economy.

However to date, the magnitude of its effects remains debatable, especially with 
the variation in patients’ characteristics (e.g., background, ability for self-manage-
ment, and medical condition), sample selection, and approach for treatment of 
control groups.

Over the last years, new-generation telemedicine projects and studies have 
emerged in the setting of T1D and T2D [23, 25–27]. They support transmission and 
remote interpretation of patients’ data for follow-up and preventive interventions. 
Table 1 lists the characteristics of the telemonitoring studies conducted in the field 
of diabetes during the period from 2010 to 2015 (Table 1) [23, 25–27]. These new-
generation telemedicine projects are often known as “telemedicine 2.0” projects, 
given that they all utilize new ICT and the Web (tools for the “e-Health 2.0”) [27].

These projects rely on the standard connected tools for monitoring diabetes, 
such as glucose meters, BP, heart rate monitors, weighing scales, and pulse oxim-
eters, which relay the collected information via Bluetooth, 3G, or 4G [7, 28]. They 
include continuous glycemic monitoring solution and often a video call.

The development of practical chemical sensors to monitor parameters, although 
less mature, is also feasible. However, some external glucose pumps for the chronic 
management of diabetes also contain chronic intermediate-term (i.e., several days) 
subcutaneous glucose monitoring capability. The ability of such chemical sensors 
to augment other device monitoring capabilities for heart failure or other risks will 
require investigation.
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Telemedicine project for patients with chronic heart failure: e-care (adapted from [12]).



Recent Advances in Digital System Diagnosis and Management of Healthcare

32

Name of the study Results

The Utah remote monitoring project (n = 109) Principal criteria:

• Mean HbA1c had decreased from 9.73% at 
baseline to 7.81% at the end of the program 
(p < 0.0001)

• Systolic blood pressure (BP) had decreased 
from 130.7 mmHg at baseline to 122.9 mmHg 
at the end (p = 0.0001)

Secondary criteria:

• Low-density lipoprotein content had 
decreased from 103.9 mg/dL at baseline to 
93.7 mg/dL at the end (p = 0.0263)

• Knowledge of diabetes and arterial 
hypertension have increased significantly 
(p < 0.001 for both)

• Patient engagement and medication 
adherence also have improved, but not 
significantly

• Per questionnaires at study end, patients felt 
the telemonitoring program had been useful

Randomized trial on home telemonitoring for the 
management of metabolic and cardiovascular  
risk in patients with type 2 diabetes (n = 302)

Principal criteria:

• Mean HbA1c difference of 0.33 ± 0.1 
(p = 0.001) has been observed between the 
telemonitoring compared and the control 
group. The proportion of patients reaching 
the target of HbA1c (HbA1c <7.0%) had been 
higher in the telemonitoring group than in 
the control group after 6 months, 33.0 vs. 
18.7% (p = 0.009), and 12 months, 28.1 vs. 
18.5% (p = 0.07)

• No difference had been registered for body 
weight, BP, and lipid profile

Secondary criteria:

• For quality of life (evaluated with the 
36-item short-form health survey), signifi-
cant differences in favor of the telemoni-
toring group, as for physical functioning 
(p = 0.01) and mental health (p = 0.005)

• On an economic level, a lower number of 
specialist visits was reported in the telemedi-
cine group: incidence rate ratio of 0.72 (95% 
confidence interval: 0.51–1.01; p = 0.06)

Study assessed the utility and cost-effectiveness of an 
automated diabetes remote monitoring and  
management system (DMRS) (n = 98)

Principal criteria:

• No significant difference for mean HbA1c 
between the DRMS and control groups at 
3 months, 7.60 vs. 8.10%, and at 6 months, 
8.10 vs. 7.90% (p = ns)

Secondary criteria:

• Changes from baseline to 6 months have 
been not statistically significant for self-
reported medication adherence

• Changes of diabetes-specific quality of life 
have been not significantly registered, except 
for the daily quality of life-social/vocational 
concern subscale score (p = 0.04)
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6.2 Telemonitoring in the setting of chronic heart failure

Over the last 10 years, several new-generation telemedicine projects and trials 
have emerged in the era of CHF, particularly in Europe [29]. These projects have 
main objectives: the prevention and treatment of HF exacerbations and the promo-
tion of self-empowerment. Main projects are listed in Table 2.

Most of these projects rely on the usual connected tools for monitoring HF, such 
as blood pressure meters, heart rate monitor, weighing scales, and pulse oximeters, 
which relay the information collected via Bluetooth, 3G, or 4G [7, 29]. They also 
incorporate self-administered medical questionnaires or forms (symptoms and 
signs of HF); tools for medical education, particularly disease self-appropriation, 
food hygiene, and physical activity; tools for patient motivation; tools for thera-
peutic and hygiene observance; and tools for interaction between the patient and 
healthcare professionals like telephone support centers, tablets, and Web sites [29].

Telemonitoring can also be divided in passive or automated, typical of implant-
able invasive devices that send either sporadically or continuously data to the 
receiving physician, and active, where, on the contrary, noninvasive devices involve 
an action or a self-measurement (e.g., blood pressure measurement) that a patient 
needs to accomplish. While the role of implantable telemonitoring devices for 
multiparameters or cardiac hemodynamic activity monitoring has been recently 
established as an effective way to prevent frequent hospitalizations, the role of non-
invasive methods for the remote monitoring of CHF patients is still under debate. 
In this review, we will concentrate, in specific, on the role of external devices and of 
the electrocardiography for the remote monitoring of CHF patients.

Name of the study Results

Telescot diabetes pragmatic multicenter randomized 
controlled trial (n = 321)

Principal criteria:

• The mean (SD) HbA1c at follow-up was 7.92% 
in the intervention group vs. 8.36% in the usual 
care group. For primary analysis, adjusted 
mean HbA1c was 0.51% lower (95% CI: 
0.22–0.81% (principal criterion) (p = 0·0007))

Secondary criteria:

• Adjusted mean ambulatory systolic BP 
has been 3.06 mmHg lower (95% CI: 
0.56–5.56 mmHg, p = 0.017), and mean 
ambulatory diastolic BP has been 2.17 mmHg 
lower (95% CI: 0.62–3.72, p = 0.006) among 
people in the intervention group when 
compared with usual care after adjustment

• No significant differences were identified 
between groups in terms of weight, treat-
ment pattern, and adherence to medication 
or quality of life

• The number of telephone calls was greater 
between nurses and patients in the interven-
tion compared with control group, rate ratio 
of 7.50 (95% CI: 4.45–12.65, p < 0.0001), 
but no other significant differences between 
groups in use of health services were identi-
fied between groups

Table 1. 
Results of the telemonitoring studies conducted in the field of diabetes during the period from 2010 to 2015 
[23, 25–27].
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Over the last 10 years, several new-generation telemedicine projects and trials 
have emerged in the era of CHF, particularly in Europe [29]. These projects have 
main objectives: the prevention and treatment of HF exacerbations and the promo-
tion of self-empowerment. Main projects are listed in Table 2.

Most of these projects rely on the usual connected tools for monitoring HF, such 
as blood pressure meters, heart rate monitor, weighing scales, and pulse oximeters, 
which relay the information collected via Bluetooth, 3G, or 4G [7, 29]. They also 
incorporate self-administered medical questionnaires or forms (symptoms and 
signs of HF); tools for medical education, particularly disease self-appropriation, 
food hygiene, and physical activity; tools for patient motivation; tools for thera-
peutic and hygiene observance; and tools for interaction between the patient and 
healthcare professionals like telephone support centers, tablets, and Web sites [29].

Telemonitoring can also be divided in passive or automated, typical of implant-
able invasive devices that send either sporadically or continuously data to the 
receiving physician, and active, where, on the contrary, noninvasive devices involve 
an action or a self-measurement (e.g., blood pressure measurement) that a patient 
needs to accomplish. While the role of implantable telemonitoring devices for 
multiparameters or cardiac hemodynamic activity monitoring has been recently 
established as an effective way to prevent frequent hospitalizations, the role of non-
invasive methods for the remote monitoring of CHF patients is still under debate. 
In this review, we will concentrate, in specific, on the role of external devices and of 
the electrocardiography for the remote monitoring of CHF patients.

Name of the study Results

Telescot diabetes pragmatic multicenter randomized 
controlled trial (n = 321)

Principal criteria:

• The mean (SD) HbA1c at follow-up was 7.92% 
in the intervention group vs. 8.36% in the usual 
care group. For primary analysis, adjusted 
mean HbA1c was 0.51% lower (95% CI: 
0.22–0.81% (principal criterion) (p = 0·0007))

Secondary criteria:

• Adjusted mean ambulatory systolic BP 
has been 3.06 mmHg lower (95% CI: 
0.56–5.56 mmHg, p = 0.017), and mean 
ambulatory diastolic BP has been 2.17 mmHg 
lower (95% CI: 0.62–3.72, p = 0.006) among 
people in the intervention group when 
compared with usual care after adjustment

• No significant differences were identified 
between groups in terms of weight, treat-
ment pattern, and adherence to medication 
or quality of life

• The number of telephone calls was greater 
between nurses and patients in the interven-
tion compared with control group, rate ratio 
of 7.50 (95% CI: 4.45–12.65, p < 0.0001), 
but no other significant differences between 
groups in use of health services were identi-
fied between groups

Table 1. 
Results of the telemonitoring studies conducted in the field of diabetes during the period from 2010 to 2015 
[23, 25–27].
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Name of the study Results

The Trans-European Network—home-
care management system (n = 426)

Compared to standard care alone, mortality and 
rehospitalization rates were shown lower in the groups receiving 
either telemonitoring or nurse telephone support, without any 
statistically significant differences between both intervention 
groups

The BEAT-HF study (n = 437) All-cause readmissions within 180 days post-discharge occurred 
in 50.8% (363 of 715) patients from the intervention group 
versus 49.2% (355 of 722) of those from the control group 
(adjusted hazard ratio, 1.03 [95% CI: 0.88–1.20]; p = 0.74)

The TIM-HF (n = 710) All-cause mortality rate (primary end point) was 8.4 per 100 
patient-years of follow-up in the telemedicine group and 8.7 
per 100 patient-years of follow-up in the standard care group, 
without significant difference (OR: 0.97 [95% CI: 0.67–1.41]; 
p = 0.87)

The Telemedical Interventional 
Management in Heart Failure II 
(TIM-HF2) (n = 1570)

The percentage of days lost due to unplanned cardiovascular 
hospital admissions and all-cause death was 4.88% (95% CI: 
4.55–5.23) in the remote patient management group versus 
6.64% (6.19–7.13) in the standard care group (ratio 0.80, 95% 
CI: 0.65–1; p = 0.0460)

Table 2. 
Results of the telemonitoring studies conducted in the field of chronic heart failure during the period from 2005 
to 2018 [7, 29].

In the context of CHF, the number and variety of physiologic sensors and 
the useful clinical parameters derived from those sensors is likely to continue to 
increase rapidly [29]. For example, in addition to the capabilities described above, 
future devices may include additional sensors to track respiration parameters 
(including rate, minute ventilation, and perhaps apnea and dyspnea detection), 
tissue perfusion (via optical sensors), cardiac output and stroke volume (via imped-
ance acute ischemia or myocardial infarction via S-T segment monitoring), electri-
cal alternant, and heart rate turbulence. Indeed some recently released devices 
already contain some of these fascinating capabilities. To date, several projects 
include BNP monitoring, ECG monitoring, and even a video call [6, 29, 30].

Recently, the TIM-HF2 study is the first to well document the interest of tele-
medicine in the CHF field, resulting in clinically relevant outcomes with statistical 
significance (Table 2) [31]. In fact, the percentage of days lost due to unplanned 
cardiovascular hospital admissions and all-cause death was 4.88% (95% CI: 
4.55–5.23) in the remote patient management group versus 6.64% (6.19–7.13) in the 
standard care group (ratio 0.80, 95% CI: 0.65–1; p = 0.0460). Patients assigned to 
remote patient management lost a mean of 17.8 days (95% CI: 16.6–19.1) per year 
compared with 24.2 days (95% CI: 22.6–26) per year for patients assigned to stan-
dard care. The all-cause death rate was 7.86 (95% CI: 6.14–10.10) per 100 person-
years of follow-up in the remote patient management group versus 11.34 (95% CI: 
9.21–13.95) per 100 person-years of follow-up in the standard care group (hazard 
ratio [HR] 0.70, 95% CI: 0.5–0.96; p = 0.0280) (Figure 6) [31].

Cardiovascular mortality did not significantly differ between both groups (HR 
0.671, 95% CI: 0.45–1.01; p = 0.056).

For this TIM-HF2 care strategy, the key component was a well-structured 
telemedical center with physicians and HF nurses (“coordination center”) available 
24 hours a day and every day a week, able to act promptly according to the indi-
vidual patient risk profile [7, 31]. The actions taken by the telemedical center staff 
included changes in medication and admission to hospital, as needed, in addition to 
educational activities.
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7.  Artificial intelligence for diabetes and chronic heart failure 
management

In recent years, several informatic solutions or tools have been developed and used to 
optimize the management of chronic diseases as diabetes or CHF, for example, artificial 
neural network (ANN) algorithms, data mining software, and ontology [6, 7]. In this 
context, three clinical datasets are of particular interest: patients’ phenotype; patients’ 
electronic medical records containing physicians’ notes, laboratory test results, and 
other information on diseases, treatments, and epidemiology that may be of interest 
for association studies and predictive modeling on prognosis and drug responses; and 
literature knowledge including rules and/or diabetes or CHF management [7, 32].

7.1 Artificial intelligence in telemonitoring in the setting of diabetes

In the setting of diabetes, two telemedicine projects use AI in order to be able, 
firstly, to adjust the blood glucose level to the patient’s activity (software Diabeo™, 
Sanofi Laboratory) [16] and, secondly, to predict patient risks of diabetes decom-
pensation [33]. In this later situation, the cloud-based software aggregates, cleans, 
and analyzes patient data to allow for identifying patterns that may indicate poten-
tial risks and provide predictive insights on healthcare outcomes, as the software 
MyPredi™ (Predimed Technology Company) [7, 33].

In the TeleSage study, T1D patients were randomized to usual quarterly follow-
up (G1), home use of a smartphone recommending insulin doses (Diabeo™ 
software) with quarterly visits (G2), or use of the smartphone with short telecon-
sultations every 2 weeks but no visit until point end (G3) [12, 21]. At 6-month, 
the mean HbA1c level is 8.41 ± 1.04% in G3 versus 8.63 ± 1.07% in G2 versus 
9.10 ± 1.16% in G1 (p = 0.0019 for G1–G3 comparison) (Figure 7) [16, 26]. The 
Diabeo™ system gave a 0.91% (0.60–1.21) improvement in HbA1c over controls and 
a 0.67% (0.35–0.99) reduction when used without teleconsultation. There was no 
difference in the frequency of hypoglycemic episodes or in medical time spent for 
hospital or telephone consultations. However, patients in G1 and G2 spent nearly 
5 hours more than G3 patients attending hospital visits.

Figure 6. 
TIM-HF2 trial (n = 1515). Rate of cumulative events in patients randomly assigned to remote patient 
management (n = 796) or usual care (n = 775) (adapted from [31]).
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The DIABETe telemonitoring project has been developed and designed to 
optimize home monitoring of diabetic patients by detecting, via a telemonitor-
ing 2.0 platform, situations with a risk of decompensation of diabetes and its 
complications (e.g., myocardial infarction or CHF), the latter ultimately leading to 
hospitalization [33]. The AI of the DIABETe platform (MyPredi™) automatically 
generates indicators of chronic disease deterioration, that is, “warning alerts” for 
any chronic disease worsening, particularly diabetes, its macrovascular complica-
tions, and cardiovascular comorbidities (e.g., arterial hypertension and CHF). For 
the patient, these situations may lead to hospitalization if not treated appropriately. 
To our knowledge, this is one of the first projects that use AI in addition to ICT. The 
platform comprises connected nonintrusive medical sensors, a touchscreen tablet 
connected by Wi-Fi, and a router or 3G/4G, rendering it possible to interact with the 
patient and provide education on treatment, diet, and lifestyle (Figure 8) [7, 33].

The telemonitoring platform used in DIABETe was first validated in a monocen-
tric study conducted in the Strasbourg University Hospital, carried out as part of 
the e-care project, primarily focused on the problem of CHF [34].

7.2 Artificial intelligence in telemonitoring in the setting of chronic heart failure

e-Care has been initially developed and designed to optimize home monitoring 
of CHF patients by detecting, via a telemonitoring 2.0 platform, situations with 
a risk of cardiac decompensation and rehospitalization. Between February 2014 

Figure 7. 
Efficacy of the software Diabeo™, licensed by Sanofi Laboratory (adapted from [21]). (A) HbA1c values 
(means ± SE), from 3 months before baseline to month 6. *p = 0.0103, **p = 0.0019 compared with control group. 
(B) Change in HbA1c values (means ± SE) from baseline to month 6.
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and April 2015, 175 patients were included into the e-care project [35]. During this 
period, the e-care platform was used on a daily basis by patients and healthcare pro-
fessionals, according to a defined protocol of use specific to each patient. The mean 
age of these patients was 72 years, and the ratio of men to women is 0.7. The patients 
suffered from multiple concomitant diseases, with a mean Charlson index of 4.1. 
The five main diseases were CHF in more than 60% of subjects, anemia in more 
than 40%, atrial fibrillation in 30%, T2D in 30%, and chronic obstructive pulmo-
nary disease in 30%. During the study, 1500 measurements were taken in these 175 
patients, which resulted in the e-care system generating 700 alerts in 68 patients 
[35]. Some 107 subjects (61.1%) had no alerts upon follow-up. Follow-up data 
analysis of these 107 patients revealed that they exhibited no clinically significant 
events that might eventually have led to hospitalization. Analysis of the warning 
alerts showed that the e-care platform automatically and nonintrusively detected 
any worsening of the patient’s health, particularly HF decompensation (between 
2 and 9 days), with a sensitivity, specificity, and positive and negative predictive 
values of 100, 72, 90, and 100%, respectively. Both the healthcare professionals and 
patients, even the frailest, used the e-care system without difficulty until the end 
of the study. For nonautonomous patients, the system was employed by a nurse in 
addition to her other assigned tasks, such as washing and administering medica-
tion, or by close ones and family members [35].

To date, an enhanced version of the e-care platform and the AI (MyPredi™) will 
be experimented in the homes of CHF patients as part of a project called PRADO 
INCADO [7]. PRADO is a French program to support patients returning home after 
hospital, while PRADO INCADO will specifically target HF patients in this setting. 
Over a period of several months, it will follow 300 patients with NYHA Stages I–IV 

Figure 8. 
Intelligent telemonitoring project on diabetes and/or chronic heart failure management. (A) The system is based 
on an inference engine and a medical ontology for personalized synchronous or asynchronous analysis of data 
specific to each patient and, if necessary, the sending of an artificial intelligence-generated alert (MyPredi™). 
(B) The platform comprises connected nonintrusive medical sensors, a touchscreen tablet connected by Wi-Fi, 
and a router or 3G/4G, rendering it possible to interact with the patient and provide education on treatment, 
diet, and lifestyle. (C) The system involves a server that hosts the patient’s data and a secure Internet portal to 
which the patient and hospital- and non-hospital-based healthcare professionals can connect.
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HF using the PRADO organizational model for CHF patients developed by the 
national health insurance.

8. Conclusions

This review supports the efficacy of numerous current and new technologies 
and noninvasive tools for a better management of patients with chronic diseases, 
particularly diabetic patients and patients with CHF. Nevertheless, in chronic dis-
eases, the magnitude of its effects remains to date debatable or to be consolidated, 
especially with the variation in patients’ characteristics and methods of experimen-
tation and in terms of medical and economic objectives.

To our opinion, innovative technologies based on AI (machine learning, Big 
Data) are going to build the future of chronic disease, and they invent the medicine 
of tomorrow.
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Chapter 3

Primary Health-Care Service 
Delivery and Accessibility in the 
Digital Age
Thierry Edoh

Abstract

The primary care is within a health-care system, the first contact and main point 
for people requiring health and medical care. Patients requiring specialized health 
and medical care are directed to the appropriate specialists by a general physician 
(GP) who coordinates the needed specialist care. GPs base their decisions partially on 
patient-centered information and partially on the results of medical examinations. 
Many health-IT systems for primary health care are available today. Their first aims 
are to assist GPs in their daily duties and the patient in collecting his medical data 
and to self-manage his conditions. IT systems enabling the patient to collect accurate 
information on his condition to self-manage his condition provide accurate patient-
centric data, which shows the potential to outperform patient-centered information, 
which in turn is based on the patient’s personal feeling and perception. Patient-
centered information are biased. Beyond providing patient-centric information, 
health-IT systems can facilitate access to health-care services, increase the quality, 
efficiency, and effectiveness of health-care services, and can contribute to reducing 
medical expenses. This chapter aims to paint down the global trend of health-IT sys-
tems and the supporting technology. The chapter will further present some existing 
health-IT systems and discuss their role in the health-care accessibility, particularly in 
rural regions.

Keywords: health-IT, care accessibility, primary care, patient-centered data,  
patient-centric data

1. Introduction

Various health information technology (HIT) initiatives emerge today and are 
part of the strategy defined by each nation to assist health-care professionals in their 
daily duties as well as to decrease the medical expenses, which keep increasing day 
by day. High-income countries (HIC) as well as low- and middle-income countries 
(LMIC) are putting efforts to provide their health-care systems with HIT. Beyond 
these efforts, researchers are working on innovative HIT to assist the patient in 
managing his health conditions [1, 2], access to health-care services [3], and to assist 
general physicians (GP) in their daily duties.

LMIC and rural regions in HIC are mostly medically underserved and thus 
facing poor access to care services. LMIC rural regions are severely facing poor care 
access issues. Patients are living very far from care units [4]. Rural regions in HIC 
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are mostly suffering from a low rate of physicians providing medical services in 
these regions [5].

Overall, the primary health-care sector is increasingly being provided with 
modern information systems that assist medical doctors in their daily duties sup-
porting them in decision-making, diagnosing, prescribing, and remote delivering 
care service to patients.

eHealth, mHealth, telehealth, and telemedicine are modern HIT-enabled 
tools aiming to provide better, efficient, and effective care services to the patient. 
Telehealth and telemedicine enable care service delivery regardless of the time 
zone, the geographic residence place of the patient, and his medical doctor(s). 
Rural regions (medically underserved) are mostly taking benefit of these tools 
supporting remote care [6].

HIT systems collect and provide medical information to medical doctors (MD), 
to the patient for self-management of his health conditions (for example, glu-
cometer and tensiometer). HIT also processes collected data to assist in decision-
making. These data are stored in the so-called “electronic health records—EHR—or 
electronic medical records—EMR.“ Evidence has shown the benefits of EMR/EHR. 
They could reduce prescription errors [7] and enable inter- and extra-organiza-
tional information sharing [8]. Beyond decreasing the rate of prescription errors, 
EMR could support accurate diagnosis making and thus impact the patient’s health 
outcomes.

The objectives of this chapter are to paint the tableau of existing HIT and 
systems in primary care, which improve access to health-care services, assist health-
care professionals in decision-making by providing them with appropriate data at 
the right time, empower patients toward their conditions (diseases awareness and 
health literacy), medical document management, etc. This chapter further aims to 
discuss the state of the art and the future of the HIT.

The remainder of the chapter defines some HIT-related terms (Section 
Backgrounds and definitions) presents the state of the art in LMIC and HIC. It 
discusses the future of HIT (Section Discussion and conclusion) and concludes the 
work in the last section.

2. Backgrounds and definitions

Health information technology (HIT): it is the field of information and com-
munication technology mainly focusing on process automation and medical data 
processing to support health-care service delivery, patient’s self-management, and 
any other related processes. The main purposes and priorities of implementing HIT 
are summarized in Table 1. Zayas et al. discuss the HIT priorities for the research. 
Data quality, harmonization, interoperability, storage, integration, and aggregation 
are the main points that the HIT research has to focus on [9].

eHealth: — stands for electronic health. The term “eHealth” lacks uniformity of 
definition—standard definition—[10]. We define eHealth as the use of information 
technology and/or systems and electronic devices for health-care service delivery. 
Furthermore, eHealth mostly focuses on medical informatics and deals with data, 
while biomedical provides medical devices to support care services. An electronic 
medical record system is an eHealth system that records patient’s medical data. A 
hospital information system is also an eHealth system that collects, processes, and 
stores any data related to a hospital as described in Table 2.

mHealth: it is a subset of eHealth supported by mobile technology, i.e., mobile 
network, and mobile devices such as mobile phones and tablets.

The World Health Organization defines mHealth as:
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mHealth is a component of eHealth. To date, no standardized definition 
of mHealth has been established. For the purposes of the survey, the Global 
Observatory for eHealth (GOe) defined mHealth or mobile health as medical and 
public health practice supported by mobile devices, such as mobile phones, patient 
monitoring devices, personal digital assistants (PDAs), and other wireless devices. 
mHealth involves the use and capitalization on a mobile phone’s core utility of 
voice and short messaging service (SMS) as well as more complex functionalities 
and applications including general packet radio service (GPRS), third and fourth 
generation mobile telecommunications (3G and 4G systems), global positioning 
system (GPS), and Bluetooth technology [11].

Digital health care: while eHealth is dealing with supporting the health and medi-
cal care delivery using health-IT, digital health focuses more on the patient and person-
alized medicine by using digital channels to collect patient’s medical data, helping the 
patient to self-manage his health conditions using digital platforms or tools.

Pos. Priority Description

1 Medical data quality The improvement of the quality of medical data at the point of the 
collection is very important. Biased or wrong data could negatively 
impact patient’s health outcomes. Today, with the advancement of 
technology, efforts are put to collect accurate and right data using 
technology such as RFID, sensors, and camera. The Internet of Things 
is the widespread paradigm today to autonomously and automatically 
capture, process, and store medical data.

2 Data harmonization 
and interoperability

For analytics purposes, data harmonization is needed. However, data 
harmonization is still challenging. HL7 is a standard that is used to 
overcome harmonization issues.
In health-care systems, many devices using different data formats are 
being used. In many cases, an intercommunication and data exchange 
between these devices is mandatory. Therefore, HIT application need to 
be support any data format (Data interoperability).

3 Data processing and 
storage

In the digital age, the amount of data produced every day is fast growing. 
Processing and storing such data are challenging. Big data computing and 
data sciences provide the framework and technology to face issues related 
to the fast-growing data.

4 Data sources 
integration and 
aggregation

Many data sources are emerged due to the digital age and technology 
advancement. The advancement of the Internet provides social media 
data, wearable technology produces many health data, etc. All these data 
need to be integrated and aggregated.

Table 1. 
Priorities of health-IT [9].

Hospital information systems 
(HIS)

• Electronic medical record systems (EMRs, EHRs, and PHRs)

• Clinical decision support systems

• Computerized disease surveillance and monitoring systems

• Patient’s bed management system

• Health-care professional management system (HR)

• Drug management systems

• Health insurance management systems, etc.

Table 2. 
Sub-systems of HIS.
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mHealth is a component of eHealth. To date, no standardized definition 
of mHealth has been established. For the purposes of the survey, the Global 
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collection is very important. Biased or wrong data could negatively 
impact patient’s health outcomes. Today, with the advancement of 
technology, efforts are put to collect accurate and right data using 
technology such as RFID, sensors, and camera. The Internet of Things 
is the widespread paradigm today to autonomously and automatically 
capture, process, and store medical data.

2 Data harmonization 
and interoperability

For analytics purposes, data harmonization is needed. However, data 
harmonization is still challenging. HL7 is a standard that is used to 
overcome harmonization issues.
In health-care systems, many devices using different data formats are 
being used. In many cases, an intercommunication and data exchange 
between these devices is mandatory. Therefore, HIT application need to 
be support any data format (Data interoperability).

3 Data processing and 
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In the digital age, the amount of data produced every day is fast growing. 
Processing and storing such data are challenging. Big data computing and 
data sciences provide the framework and technology to face issues related 
to the fast-growing data.
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integration and 
aggregation

Many data sources are emerged due to the digital age and technology 
advancement. The advancement of the Internet provides social media 
data, wearable technology produces many health data, etc. All these data 
need to be integrated and aggregated.

Table 1. 
Priorities of health-IT [9].

Hospital information systems 
(HIS)

• Electronic medical record systems (EMRs, EHRs, and PHRs)

• Clinical decision support systems

• Computerized disease surveillance and monitoring systems

• Patient’s bed management system

• Health-care professional management system (HR)

• Drug management systems

• Health insurance management systems, etc.

Table 2. 
Sub-systems of HIS.
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3.  Existing eHealth and digital health applications categories (state of 
the art)

This section presents some existing categories of health-IT applications and 
some concrete developed and deployed health-IT applications. These applications 
cover the key areas listed above. They are using Internet technology and services 
and assist in decision-making, etc.

3.1 Categories of health-IT applications

eHealth applications mostly cover the following areas:

1. Electronic medical records (EMR): it is a sub-set of electronic health records 
(EHR) also called federated EMR [12] that includes patient’s medical records, 
digital imaging and archiving systems, e-prescribing, e-booking, and clinical 
administration systems. Despite that, the use of EMR/EHR could positively 
impact patient’s health outcomes and make the patient care safer [7].

 The adoption of (mobile) patient’s medical records is worldwide moderate 
[11]. Health-care professionals and care units (hospitals, clinics, etc.) possess 
temporary and non-maintained patient’s records. The patient’s medical data 
are dispersed everywhere and thus incomplete at each point. Connected EMR 
aims at overcoming these issues in bundling the data to a central point.

2. Telemedicine and telecare services: telemedicine is a discipline of health 
informatics that uses HIT to provide health and medical care service a remote. 
It covers all fields of common health care such as surgery (telesurgery), cardiol-
ogy (telecardiology), tele-education, and telediagnostics.

 Telemedicine uses technologies like video streaming, voice IP, etc. Its main 
purpose is to increase health-care accessibility in regions facing poor access to 
health care by delivering care services to remote patients. Teleconsultation is the 
most used telemedicine artifact followed by tele-education and teleassistance. 
Care specialists can use it to assist less experienced health-care professionals.

3. Health information networks (HIN): HIN are standards, policies, and services. 
The objectives of HIN are to secure health information exchange over the Inter-
net. HIN are, therefore, important than medical data, which are sensitive data that 
need to be protected for reasons such as data integrity prevention.

4. Decision support tools: machine learning/deep learning all sub-sets of artificial 
intelligence (AI) are being involved in eHealth applications to support decision-
making. Decision support tools mostly use patient’s data as sources and base 
the analysis on such data. They ease the data analytics and can assist in event 
medical prediction.

5. Internet-based technologies and services: the Internet is the data highway that 
enables data and information exchange as well as communication between the 
different actors within a health system.

The Internet of Things is an Internet-based technology that enables us to collect 
data and transfer them over the Internet to a remote server, where the data will be 
processed.
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3.2 Existing applications

The existing applications are shown in Table 3.

4. Trends and technology supporting eHealth systems

This section will present trends and perspectives in eHealth.

4.1 Supporting technologies

A lot of modern information and communication technologies are emerging 
and the health-care sector is taking benefit of these technologies. Blockchain 
(BC), artificial intelligence (AI), and Internet of Things (IoT) are the most 
emerging technologies that find application in health-care service delivery. Big 
data computing supports computing the huge amount of medical data which ICT 
systems are producing day by day.

Through the emerging information technologies like AI and big data analyt-
ics, the term “personalized medicine” is becoming more important. We are 
surrounded by huge medical devices, which pervasively collect gapless medical 
data. So, collected data are accurate and complete since these devices are becom-
ing precise, sophisticate, and powerful. Nevertheless, eHealth is confronting a 
critical issue called data interoperability. Purposely, HL7—Health Level 7—, a 
group of international standards, is provided to overcome any interoperability 
that could occur during data exchange. HL7-FHIR is the standard on top of HL7 to 
secure patient’s medical data. Blockchain is using today to achieve a similar goal, 
data protection.

System designation/country Description

EpharmacyNet/Benin EpharmacyNet is developed for African countries to assist patients 
and health-care professionals in prescribing and purchasing 
medicine. LMICs are lacking pharmaceutical products. This 
situation leads to a phenomenon where the patient needs to go to 
many pharmacies before purchasing the needed medicine.

Mobile HybriCare1

Mobile electronic data capture (EDC) 
system/Germany

Allow fast, simple, and cost-effective recording of patient’s data 
in real time.

eReader/Canada + Kenya A self-measurement blood pressure device to assist the patient 
with the daily self-management of his blood pressure and 
cardiologic condition

Health and hospital information 
systems/Spain

This system provides a platform to manage patient’s information

Maternal and child health mobile 
services/India

This system addresses maternal neonatal and infant mortality 
issues in India

Teleophthalmology/India A system that aids primary eye care

Dry blood spot screening/Spain and 
Brazil

This system supports early diagnosis prevention of diseases

Source: Ref. [13]. 1https://www.uni-kassel.de/fb07/?id=38057.

Table 3. 
eHealth systems in primary health care (a digest).
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3.  Existing eHealth and digital health applications categories (state of 
the art)
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4.2 Medical and health care data records (EMR/EHR)

Despite the moderate implementation and use of electronic medical records to 
manage patient’s medical data, each medical unit has a relatively complete patient’s 
medical data record, which is used to collect and process part of the patient’s 
medical data and. These data are used to deliver adequate care. Unfortunately, these 
data record systems are not interconnected with other systems beyond the given 
health center. The patient’s data are thus dispersed in many small medical records 
(partially electronic and partially paper-based). Health records, as the superset of 
all patient’s medical records, do not exist.

4.3 Hospital 4.0 and Health 4.0

The model of Industry 4.0 aims to automatically and autonomously collect 
patient’s medical data within a hospital and process them for efficient and effec-
tive medical treatment. It relies on machine-to-machine and human-to-machine 
interactions.

Industry 4.0 aims to emphasize the importance of production technology, supporting 
information, and the communication technology sector [14].

Hospital 4.0 is supported by modern technologies like the Internet of Things 
(machine-to-machine—M2M) technology and paradigm, cloud, and fog computing 
[15], artificial intelligence (AI), mobile network, etc. It comprehends the AI, preci-
sion medicine, and telemedicine [16].

Hospital 4.0 initiatives are emerging in developed countries, while develop-
ing countries are still facing a digital divide due to their low technical develop-
ment level.

Health 4.0 like Hospital 4.0 is inspired by Industry 4.0 [17]. According to 
Mukherjee (2020),

The concept aims for virtualization of services, decentralization of records, and per-
sonalization for patients, professionals, and other stakeholders leading to the overall 
improvement of services, through technology. Driven by networked Electronic 
Health Record (EHR) systems, Artificial Intelligence (AI), real-time data from 
wearable devices and body sensor networks, and improved data analytics, Health 
4.0 is set to completely metamorphose the health-care industry [17].

Blockchain technology is also used to support Health 4.0/Hospital 4.0 particularly 
to secure patient’s data and information during a data exchange process. The patient’s 
data can be thus protected again by any manipulation.

4.4 Patient’s self-management

Self-management of chronic diseases is a sub-set of Healthcare 4.0. The patient 
can today self-manage his condition through the data provided by surrounded 
devices like Google-watch, etc. Many self-management applications and systems 
exist today.

Patients suffering from chronic diabetes and cardiovascular diseases have 
various medical devices to track their condition daily. Various electronic data 
capture (EDC) systems exist today. They assist the patient in tracking and 
collecting data on their condiction. Those data are used by medical doctors to 
provide data-driven treatment.
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5. Discussion and conclusion

Developing countries are putting effort to implement a huge ehealth system to 
improve access to health-care services in rural. Their effort to launch ehealth aims to 
improve the quality of health-care services provided. The role of ehealth in patient’s 
health outcomes and its impacts on the care quality are well documented. However, 
less-developed countries face structural, infrastructural, and financial as well as 
manpower issues to implement ehealth systems. Many start-ups are raising today 
and offer low-cost solutions. In Refs. [11, 13], WHO has shown the trends eHealth/
mHealth in low-resource settings. Mobile eHealth is emerging in these parts of the 
world.

This chapter has summarized the trend in eHealth and has pointed out the 
technologies that support eHealth today.
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of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
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Chapter 4

Telemedicine Network in Pediatric 
Cardiology: The Case of Tuscany 
Region in Italy
Alessandro Taddei, Pierluigi Festa, Fabrizio Conforti, 
Giuseppe Santoro, Gianluca Rocchi and Luciano Ciucci

Abstract

Four years ago, a telemedicine project in diagnosis and care of congenital cardiac 
malformations was developed in Tuscany interconnecting the Heart Hospital of 
Gabriele Monasterio Tuscany Foundation (FTGM) in Massa with main clinical 
centers around the region. Both live and store-and-forward tele-echocardiography 
were implemented, while the FTGM medical record system was applied for col-
laborative reporting. Mobile medical-grade carts, equipped with videoconferencing 
and computer units, were installed at main neonatology/pediatric centers through-
out the Tuscany region. Today, 13 hospitals are connected to the network, while the 
MEYER Pediatric University Hospital (MEYER) in Firenze has recently adhered to 
the project, as HUB center jointly with FTGM, so enabling H24 telemedicine service 
in pediatric cardiology throughout the region. So far, more than 200 patients were 
diagnosed and followed by telemedicine.

Keywords: telemedicine, tele-echocardiography, pediatric cardiology,  
congenital heart diseases

1. Introduction

In the last decades, the birth prevalence of congenital heart diseases progres-
sively increased to a maximum of 9/1000 worldwide [1]. Echocardiography is 
the most commonly used noninvasive cardiovascular imaging modality and is 
considered to be both safe and cost-effective, but often expert evaluation of heart 
malformations is not usually available in community hospitals. Advancements in 
technology and broadband have allowed to set up effective tele-echocardiography 
services, now routinely used for transmitting cardiovascular ultrasound images 
to remote consultation centers for expert analysis and interpretation [2]. Thus, 
prompt accurate decision-making involving therapeutic or intervention planning 
is enabled, early in the fetus before delivery, in the newborn, or in the child up to 
adult patient.

The Gabriele Monasterio Tuscany Foundation (FTGM) (www.ftgm.it) is a 
healthcare institution of the public regional system, specialized in multidisciplinary 
research, diagnosis, and care of cardiovascular diseases, including interventional 
cardiology and cardiac surgery in both adult and pediatric patients. The FTGM 
Heart Hospital in Massa is currently a regional reference center for surgical and 
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interventional treatment in neonatal and pediatric patients, as well as for fetal 
diagnosis of heart malformations. At FTGM the medical informatics staff has long 
time expertise in clinical information technology.

Ten years ago, the Pediatric Cardiology and Cardiac Surgery teams of the FTGM 
Heart Hospital in Massa, supported by the medical informatics researchers jointly 
with the volunteers of “Un Cuore un Mondo” Association, were involved in the 
International Healthcare Cooperation program of Tuscany region. The goal was to 
set up a cooperative network with the clinical centers in the Balkan countries, from 
Croatia to Bosnia-Herzegovina, Albania, and Romania, for supporting by telemedi-
cine the diagnosis and care of congenital heart malformations.

Tele-echocardiography system was first implemented by the FTGM medical 
informatics staff at Pediatric Clinical Centers of Banja Luka (BIH) and Rijeka 
(KR), at the Gynecology Hospital in Tirana (AL). Later, other centers in Bosnia-
Herzegovina (Gynecology Hospital in Sarajevo and Pediatric Hospitals in Tuzla 
and Mostar) as well as in Romania (Bucharest) were involved [3, 4]. Newborn and 
young patients with suspected heart malformations were evaluated on demand by 
tele-echocardiography from pediatric cardiologists at the HUB in Massa assessing 
the abnormal or critical cases. Up to 100 were transferred from Albania, Bosnia-
Herzegovina, and Croatia for cardiac surgery. Each patient or fetus was first exam-
ined by tele-echocardiography in most of the cases. Even pregnant women, in case 
of critical fetal abnormalities, were transferred before delivery to the birth center 
in Massa to allow prompt intervention on newborns for limiting risks. Follow-up of 
patients, going back to home, was facilitated by the use of the telemedicine network.

Later, jointly with the National Research Council (CNR) Institute of Clinical 
Physiology (CNR-IFC), the FTGM participated to the European IPA Program in 
the project AdriHealthMob aimed at developing a cross-border model of services 
for healthcare in the Adriatic area. Fifteen partners of eight countries (Albania, 
Bosnia-Herzegovina, Croatia, Greece, Italy, Montenegro, Serbia, and Slovenia) 
were involved. AdriHealthMob platform for eHealth and eCare was designed for 
providing service through distance support for the rationalization of mobility up to 
the elimination of useless transfers for health and care [5, 6].

Four years ago, in Tuscany (a region in central Italy with 3 million of inhabit-
ants, comprising a couple of major islands) the Lions Clubs achieved a grant (GA 
14451/108-LA) from their International Foundation (LCIF) (www.lions.org) to 
support the FTGM for developing the regional telemedicine network in pediatric 
cardiology. This project (Figure 1) was launched in April 2015 with the aim of 
implementing pediatric tele-echocardiography for the diagnosis and care of car-
diac malformations in neonatal and pediatric patients, as well as for follow-up of 
patients undergoing cardiac surgery. The main neonatology/pediatric hospital units 
throughout the Tuscany region were first interconnected with the pediatric cardiol-
ogy department at FTGM Heart Hospital in Massa and later with MEYER Pediatric 
University Hospital (MEYER) in Firenze. Now, the FTGM and MEYER jointly serve 
as HUB reference center in the regional network, enabling H24 telemedicine service.

Tele-echocardiography is a process in which a provider or a technician obtains 
cardiovascular ultrasound images from a given patient, and these images are 
transmitted to an off-site location where a cardiologist can provide further analysis 
and interpretation. Thus, tele-echocardiography allows expert interpretation 
and consultation, promptly and without geographical limits, enabling accurate 
decision-making on triage, transport, and therapeutic or interventional plans [2].

Tele-echocardiography has been largely applied in pediatric cardiology over 
many years since the first live transmission of neonatal echocardiograms [7, 8]. 
The impact of telemedicine on delivery of pediatric cardiac care in community 
hospitals was assessed in many studies [9]. This approach was effective to increase 
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efficiency and quality of care, to improve echo examination quality, to prevent 
unnecessary transport of babies without critical heart disease, to enhance sonog-
rapher skill level, to yield financial savings, to decrease length of hospitalization, 
and to raise patient and physician satisfaction. More and more institutions are 
implementing tele-echocardiography [2, 10–18].

Basically, the physician (“operator”), observing the patient by echocardiography 
in community hospital, contacts the pediatric cardiologist at the reference center 
(“consultant”) to obtain expert-enlightened joint diagnosis. In fact, while echogra-
phy allows recognizing complex cardiac malformations, in neonate or even in fetus, 
often in community hospitals, the operator is not skilled to perform this analysis, 
and live guidance during patient examination is demanded to achieve actual 
diagnostic images. Thus, synchronous approach (online or live) in tele-echocar-
diography is preferred to the store-and-forward modality (recording echo-images 
and subsequently transmitting to the consultant).

2. Methods

HUB-and-SPOKE network was designed, interconnecting reference center of 
pediatric cardiology (HUB) with remote healthcare institution (SPOKE). Each 
SPOKE was securely connected to the HUB by encryption technology (VPN IPSec) 
through the institutional regional network (RTRT). Video communication technol-
ogy was applied preferring hardware codec (coder-decoder) (H323 IP, download/
upload >512 kbps) to software applications in order to enable friendly, effective, 
and reliable implementation, allowing to transmit echo-images in addition to 
videoconference signals [19]. The echo video signal is acquired from echography 
equipment, preferably through digital outputs (HDMI, DVI-D, display port), and 
transmitted by the codec to the consultant workstation. Standard compression 
(H264) is applied for allowing effective streaming and high diagnostic accuracy is 
assured in clinical practice, as reported in a number of studies [20, 21].

This solution was first applied for implementing tele-echocardiography in 
Balkan countries and later in the Tuscany region, where the FTGM and MEYER 
pediatric cardiology staff jointly served as HUB consultant center.

Figure 1. 
Telemedicine network supported by lions clubs and their international foundation (LCIF) with the promotion 
of Tuscany region.
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interventional treatment in neonatal and pediatric patients, as well as for fetal 
diagnosis of heart malformations. At FTGM the medical informatics staff has long 
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informatics staff at Pediatric Clinical Centers of Banja Luka (BIH) and Rijeka 
(KR), at the Gynecology Hospital in Tirana (AL). Later, other centers in Bosnia-
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and Mostar) as well as in Romania (Bucharest) were involved [3, 4]. Newborn and 
young patients with suspected heart malformations were evaluated on demand by 
tele-echocardiography from pediatric cardiologists at the HUB in Massa assessing 
the abnormal or critical cases. Up to 100 were transferred from Albania, Bosnia-
Herzegovina, and Croatia for cardiac surgery. Each patient or fetus was first exam-
ined by tele-echocardiography in most of the cases. Even pregnant women, in case 
of critical fetal abnormalities, were transferred before delivery to the birth center 
in Massa to allow prompt intervention on newborns for limiting risks. Follow-up of 
patients, going back to home, was facilitated by the use of the telemedicine network.

Later, jointly with the National Research Council (CNR) Institute of Clinical 
Physiology (CNR-IFC), the FTGM participated to the European IPA Program in 
the project AdriHealthMob aimed at developing a cross-border model of services 
for healthcare in the Adriatic area. Fifteen partners of eight countries (Albania, 
Bosnia-Herzegovina, Croatia, Greece, Italy, Montenegro, Serbia, and Slovenia) 
were involved. AdriHealthMob platform for eHealth and eCare was designed for 
providing service through distance support for the rationalization of mobility up to 
the elimination of useless transfers for health and care [5, 6].

Four years ago, in Tuscany (a region in central Italy with 3 million of inhabit-
ants, comprising a couple of major islands) the Lions Clubs achieved a grant (GA 
14451/108-LA) from their International Foundation (LCIF) (www.lions.org) to 
support the FTGM for developing the regional telemedicine network in pediatric 
cardiology. This project (Figure 1) was launched in April 2015 with the aim of 
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throughout the Tuscany region were first interconnected with the pediatric cardiol-
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as HUB reference center in the regional network, enabling H24 telemedicine service.

Tele-echocardiography is a process in which a provider or a technician obtains 
cardiovascular ultrasound images from a given patient, and these images are 
transmitted to an off-site location where a cardiologist can provide further analysis 
and interpretation. Thus, tele-echocardiography allows expert interpretation 
and consultation, promptly and without geographical limits, enabling accurate 
decision-making on triage, transport, and therapeutic or interventional plans [2].

Tele-echocardiography has been largely applied in pediatric cardiology over 
many years since the first live transmission of neonatal echocardiograms [7, 8]. 
The impact of telemedicine on delivery of pediatric cardiac care in community 
hospitals was assessed in many studies [9]. This approach was effective to increase 
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efficiency and quality of care, to improve echo examination quality, to prevent 
unnecessary transport of babies without critical heart disease, to enhance sonog-
rapher skill level, to yield financial savings, to decrease length of hospitalization, 
and to raise patient and physician satisfaction. More and more institutions are 
implementing tele-echocardiography [2, 10–18].

Basically, the physician (“operator”), observing the patient by echocardiography 
in community hospital, contacts the pediatric cardiologist at the reference center 
(“consultant”) to obtain expert-enlightened joint diagnosis. In fact, while echogra-
phy allows recognizing complex cardiac malformations, in neonate or even in fetus, 
often in community hospitals, the operator is not skilled to perform this analysis, 
and live guidance during patient examination is demanded to achieve actual 
diagnostic images. Thus, synchronous approach (online or live) in tele-echocar-
diography is preferred to the store-and-forward modality (recording echo-images 
and subsequently transmitting to the consultant).

2. Methods

HUB-and-SPOKE network was designed, interconnecting reference center of 
pediatric cardiology (HUB) with remote healthcare institution (SPOKE). Each 
SPOKE was securely connected to the HUB by encryption technology (VPN IPSec) 
through the institutional regional network (RTRT). Video communication technol-
ogy was applied preferring hardware codec (coder-decoder) (H323 IP, download/
upload >512 kbps) to software applications in order to enable friendly, effective, 
and reliable implementation, allowing to transmit echo-images in addition to 
videoconference signals [19]. The echo video signal is acquired from echography 
equipment, preferably through digital outputs (HDMI, DVI-D, display port), and 
transmitted by the codec to the consultant workstation. Standard compression 
(H264) is applied for allowing effective streaming and high diagnostic accuracy is 
assured in clinical practice, as reported in a number of studies [20, 21].

This solution was first applied for implementing tele-echocardiography in 
Balkan countries and later in the Tuscany region, where the FTGM and MEYER 
pediatric cardiology staff jointly served as HUB consultant center.

Figure 1. 
Telemedicine network supported by lions clubs and their international foundation (LCIF) with the promotion 
of Tuscany region.
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Live tele-echocardiography was implemented by the use of codecs at the two 
sides of the network (SPOKE and HUB), streaming echo-images over network 
from the echography room of community hospital to the consultant center during 
videoconference. Store-and-forward facility was provided to allow transmission 
of full-resolution DICOM images from echography equipment to HUB server for 
revision of live evaluation or off-line second-opinion evaluation. This option was 
also useful to overcome possible drawbacks in synchronous transmission of echo-
images, mainly due to performance instability of public networks.

The use of medical information system (internally developed in the FTGM by 
informatics researchers) allowed the operator to document patient medical history 
and clinical conditions, to record echocardiography findings, to print out disclosure 
and informed consent, and to record diagnostic evaluation in agreement with the 
consultant pediatric cardiologist (Figure 2). Actually, the final report is signed by 

Figure 2. 
Videoconference equipment was applied to implement live tele-echocardiography by secure connection of 
SPOKE setting with HUB center. DICOM images are transferred for revision and second opinion. Information 
system facilities are made available to manage diagnostic report and patient consent.
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both the two physicians (the operator and the consultant) cooperating by telemedi-
cine in patient diagnostic evaluation.

Tele-echocardiography session is a two-step process:

• First, live tele-echocardiography is achieved streaming echo-images during 
videoconference, so allowing the consultant to guide the operator for proper 
scanning of cardiac anatomy.

• Secondly, at the end of the patient echography examination, selected 
high-resolution DICOM images are transferred to the HUB center for 
allowing revision/confirmation of live diagnostic evaluations and definitive 
reporting.

Telemedicine guidelines, promoted in Italy by National Health System [22], were 
applied to set up regular and effective services for pediatric cardiology.

3. Regional telemedicine network in pediatric cardiology

Neonatology/pediatric units in Tuscany region are usually referred for diagnosis 
and care of cardiac malformations to two reference institutions: the FTGM Heart 
Hospital in Massa and the MEYER Pediatric University Hospital in Firenze.

Considering the great number (thousands each year) of outpatient visits at both 
FTGM and MEYER hospitals, telemedicine technology has a potential impact on 
healthcare throughout the region, facilitating expert evaluation and follow-up of so 
many patients. Families of young patients will benefit too, avoiding traveling with 
physical and emotional burden while saving money but also achieving early treat-
ment for better patient care.

Following previous experiences in Balkan countries, FTGM developed the 
project “Arriviamo al Cuore di Tutti” to set up a pediatric tele-echocardiography 
network in Tuscany, aimed at interconnecting the reference centers (initially FTGM 
Heart Hospital in Massa and recently MEYER in Firenze) with main clinical centers 
throughout the region.

The Public Department of Health of the Region of Tuscany promoted the 
development of telemedicine network in pediatric cardiology, while the Lions Clubs 
of Tuscany (District 108LA), jointly with their International Foundation, contrib-
uted financial support to purchase all equipment for implementing teleconsultation 
service (Figure 2) [6].

According to telemedicine guidelines, promoted in Italy by the National Health 
System [22], the main goal was to allow accurate decision-making on the basis of 
the collaborative interaction between the echocardiography operator at each SPOKE 
and the expert pediatric cardiologist at the HUB (FTGM and MEYER).

Management and technical assistance are due to the FTGM technical staff and 
the technical organization of regional healthcare institutions (ESTAR).

Neonatology, cardiology, or pediatric care units of remote hospital (SPOKE) were 
provided with telemedicine workstations, able to transmit echocardiography images 
during the videoconference session, each one securely interconnected with the 
specialist center (HUB), serving teleconsultation or second-opinion requests. The 
HUB, facilities were provided for allowing multicenter videoconference, exchanging 
clinical data, and recording DICOM echocardiography images (Figure 2).

VPN communication infrastructure suitable for assuring, by standard IPSec pro-
tocol, security, and protection of health data, was set up over the existing regional 
large bandwidth infrastructure, interconnecting public institutions in Tuscany, 
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high-resolution DICOM images are transferred to the HUB center for 
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reporting.

Telemedicine guidelines, promoted in Italy by National Health System [22], were 
applied to set up regular and effective services for pediatric cardiology.

3. Regional telemedicine network in pediatric cardiology

Neonatology/pediatric units in Tuscany region are usually referred for diagnosis 
and care of cardiac malformations to two reference institutions: the FTGM Heart 
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Considering the great number (thousands each year) of outpatient visits at both 
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healthcare throughout the region, facilitating expert evaluation and follow-up of so 
many patients. Families of young patients will benefit too, avoiding traveling with 
physical and emotional burden while saving money but also achieving early treat-
ment for better patient care.
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project “Arriviamo al Cuore di Tutti” to set up a pediatric tele-echocardiography 
network in Tuscany, aimed at interconnecting the reference centers (initially FTGM 
Heart Hospital in Massa and recently MEYER in Firenze) with main clinical centers 
throughout the region.

The Public Department of Health of the Region of Tuscany promoted the 
development of telemedicine network in pediatric cardiology, while the Lions Clubs 
of Tuscany (District 108LA), jointly with their International Foundation, contrib-
uted financial support to purchase all equipment for implementing teleconsultation 
service (Figure 2) [6].

According to telemedicine guidelines, promoted in Italy by the National Health 
System [22], the main goal was to allow accurate decision-making on the basis of 
the collaborative interaction between the echocardiography operator at each SPOKE 
and the expert pediatric cardiologist at the HUB (FTGM and MEYER).

Management and technical assistance are due to the FTGM technical staff and 
the technical organization of regional healthcare institutions (ESTAR).

Neonatology, cardiology, or pediatric care units of remote hospital (SPOKE) were 
provided with telemedicine workstations, able to transmit echocardiography images 
during the videoconference session, each one securely interconnected with the 
specialist center (HUB), serving teleconsultation or second-opinion requests. The 
HUB, facilities were provided for allowing multicenter videoconference, exchanging 
clinical data, and recording DICOM echocardiography images (Figure 2).

VPN communication infrastructure suitable for assuring, by standard IPSec pro-
tocol, security, and protection of health data, was set up over the existing regional 
large bandwidth infrastructure, interconnecting public institutions in Tuscany, 



Recent Advances in Digital System Diagnosis and Management of Healthcare

58

by the FTGM medical informatics staff in collaboration with their colleagues of 
the regional technical organization. The tele-echocardiography workstations were 
installed by FTGM staff at each SPOKE taking into account local needs or prefer-
ences of healthcare personnel.

Particular attention was dedicated to the training aspects for allowing effective 
at-distance collaboration in echocardiography evaluation of cardiac malformations. 
Initially, the training of SPOKE healthcare staff was planned at the Heart Hospital 
pediatric department or at their departments, while videoconferencing interac-
tion during tele-echocardiography allowed the operator physicians to improve at 
distance more and more their skill throughout the project. Guides for management 
and troubleshooting of telemedicine service were provided by FTGM.

Consultation or second-opinion sessions were initially scheduled, involving 
pediatric cardiology staff at FTGM, with the assistance of computer technicians, 
while 24/7 regular service is being organized for management of emergency, 
urgent, and elective cases.

Live tele-echocardiography (as described in Methods) was implemented using 
videoconferencing equipment (codec), able to capture echo-images from ultra-
sound signal and to transmit them from the SPOKE over the network to the HUB 
by efficient standard compression (H264). So, the echo-images, examined by the 
operator at SPOKE center, are simultaneously replicated on the monitor at the HUB 
center (FTGM) where the pediatric cardiologist (the consultant), by videoconfer-
encing interaction, is allowed to help the colleague achieving correct heart exami-
nation so cooperating to diagnostic evaluation.

The codec (Lifesize ICON 400), the monitor, and the video-camera were 
mounted on a mobile cart equipped with medical insulators on each external 
connection (ultrasound, network, and power lines) to allow movement and safe 
use in the hospital settings. The so-equipped system allows the consultant from 
the HUB to express a diagnostic opinion, so contributing to define one report, 
shared with the patient doctor at the SPOKE center. The telemedicine cart 
included a compact-type computer for medical reporting and optionally a  
printer (Figures 3 and 4).

Echography equipment was configured to allow (at the end of the examination) 
the transmission of selected heart images in DICOM format to the HUB server 
(store-and-forward option). These native resolution images allowed revision and 
confirmation of the “live” diagnostic evaluation. Moreover, this “off-line” modal-
ity will be useful for backup in case of connection failures or quality degradation 
during live session.

At each SPOKE center, a medical record application, developed and adapted by 
FTGM informatics staff, was made available [5]. Disclosure and informed consent 
(Figure 5) is recorded according to the privacy rules. Patient information is entered 
into the medical record (anamnesis, physical examination, diagnostic reports, 
conclusions); final report is achieved including signatures of both the operator and 
the consultant. New web-based release has been recently introduced to facilitate 
medical reporting.

Connection between the two HUB centers (FTGM and MEYER) also allows joint 
clinical discussion by videoconference, sharing all information on patients, particu-
larly useful in the evaluation of complex and critical cases.

The physician at SPOKE center (operator) calls the HUB center (FTGM or MEYER) 
for activating videoconference connection and opens the medical record at the HUB to 
document patient history and physical examination. The informed consent is printed 
out and signed by the young patient’s parents. The patient is identified on ultrasound 
equipment for allowing DICOM transmission at the end of the examination.
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Figure 3. 
Mobile medical-grade cart, equipped with videoconferencing and computer workstation, allowing use in 
clinical setting.

Figure 4. 
Tele-echocardiography from neonatology (Prato and Viareggio).
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tion during tele-echocardiography allowed the operator physicians to improve at 
distance more and more their skill throughout the project. Guides for management 
and troubleshooting of telemedicine service were provided by FTGM.

Consultation or second-opinion sessions were initially scheduled, involving 
pediatric cardiology staff at FTGM, with the assistance of computer technicians, 
while 24/7 regular service is being organized for management of emergency, 
urgent, and elective cases.

Live tele-echocardiography (as described in Methods) was implemented using 
videoconferencing equipment (codec), able to capture echo-images from ultra-
sound signal and to transmit them from the SPOKE over the network to the HUB 
by efficient standard compression (H264). So, the echo-images, examined by the 
operator at SPOKE center, are simultaneously replicated on the monitor at the HUB 
center (FTGM) where the pediatric cardiologist (the consultant), by videoconfer-
encing interaction, is allowed to help the colleague achieving correct heart exami-
nation so cooperating to diagnostic evaluation.

The codec (Lifesize ICON 400), the monitor, and the video-camera were 
mounted on a mobile cart equipped with medical insulators on each external 
connection (ultrasound, network, and power lines) to allow movement and safe 
use in the hospital settings. The so-equipped system allows the consultant from 
the HUB to express a diagnostic opinion, so contributing to define one report, 
shared with the patient doctor at the SPOKE center. The telemedicine cart 
included a compact-type computer for medical reporting and optionally a  
printer (Figures 3 and 4).

Echography equipment was configured to allow (at the end of the examination) 
the transmission of selected heart images in DICOM format to the HUB server 
(store-and-forward option). These native resolution images allowed revision and 
confirmation of the “live” diagnostic evaluation. Moreover, this “off-line” modal-
ity will be useful for backup in case of connection failures or quality degradation 
during live session.

At each SPOKE center, a medical record application, developed and adapted by 
FTGM informatics staff, was made available [5]. Disclosure and informed consent 
(Figure 5) is recorded according to the privacy rules. Patient information is entered 
into the medical record (anamnesis, physical examination, diagnostic reports, 
conclusions); final report is achieved including signatures of both the operator and 
the consultant. New web-based release has been recently introduced to facilitate 
medical reporting.

Connection between the two HUB centers (FTGM and MEYER) also allows joint 
clinical discussion by videoconference, sharing all information on patients, particu-
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Figure 3. 
Mobile medical-grade cart, equipped with videoconferencing and computer workstation, allowing use in 
clinical setting.

Figure 4. 
Tele-echocardiography from neonatology (Prato and Viareggio).



Recent Advances in Digital System Diagnosis and Management of Healthcare

60

Tele-echocardiography session starts with videoconference interaction between the 
operator and consultant: ultrasound images are “live” replicated at the HUB worksta-
tion for allowing cooperation of the consultant to diagnostic evaluation (Figure 6).

3.1 Research objectives

The aim of this project was to develop a telemedicine network for supporting 
medical decision-making in pediatric cardiology throughout the region, particularly 
in the diagnosis and care of heart malformations, usually referring to few specialized 
institutions. Large distances separate the patient and nonspecialist from expert advice.

Videoconference technology and medical information system solutions, 
previously internally developed in FTGM, were applied and implemented to set 
up a regional network, interconnecting HUB institutions (FTGM and MEYER 
Hospitals) with neonatology, pediatrics, cardiology, or gynecology (SPOKE) 

Figure 5. 
The patient medical record, accessed by the user’s password in the HUB/SPOKE network, is applied for 
documentation and for echocardiography reporting.

Figure 6. 
Main steps of tele-echocardiography session.
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centers. Each SPOKE center was equipped with tele-echocardiography workstation, 
allowing “live” consultation/second opinion in addition to face-to-face interaction 
for clinical discussion and care planning; medical record system was implemented 
for patient data exchange and reporting, and store-and-forward DICOM facility 
was provided for revision and documentation.

The main research objectives are summarized as follows:

• Set up low-cost/effective telemedicine network for supporting medical 
decision-making in pediatric cardiology.

• Allow collaborative medical decision-making for improving overall quality of 
care and promoting a real clinical network.

• Healthcare cost reduction avoiding unnecessary patient transfers or 
hospitalizations.

4. Results

Initially, the hospital of Elba island, in the south part of Tuscany, was involved as 
a pilot SPOKE center: secure network connection (VPN IPSec) was set up with the 
Heart Hospital in Massa (183 Km far away plus one hour for ship travel); the video 
output of the ultrasound equipment was connected to videoconference codec for 
streaming images to the HUB (Figure 2).

After the pilot action in Elba island, tele-echocardiography service was progres-
sively deployed in all the provinces throughout the Tuscany region.

List of active SPOKE centers:

1. Elba island hospital (pediatrics)

2. Lucca (outpatient cardiology)

3. Empoli (outpatient cardiology)

4. Pontremoli (internal medicine)

5. Arezzo (ICU neonatology/pediatrics, outpatient cardiology)

6. Bibbiena (outpatient cardiology unit)

7. Prato (ICU neonatology and outpatient cardiology) (Figure 4)

8. Montepulciano (ICU neonatology/pediatrics, outpatient cardiology)

9. Viareggio (ICU neonatology/pediatrics department) (Figure 4)

10. Pistoia (pediatrics and cardiology)

11. Pescia (outpatient cardiology)

12. Pontedera (outpatient cardiology)

13. Grosseto (outpatient cardiology)
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Another center was recently connected out of the region: Hospital of Cagliari 
(Sardinia region) (ICU neonatology/pediatrics).

According to the functional layout of Figure 6, “live” tele-echocardiography 
session is followed by “off-line” transmission of DICOM records to FTGM server 
for revision, while medical record system (running on FTGM server) is made 
available at the SPOKE center for documenting clinical conditions and for record-
ing the report, agreed by both the physician operator at SPOKE and the specialist 
consultant at HUB. Information disclosure and informed consent are provided in 
agreement with legal constraints.

H24 tele-echocardiography service will be organized, jointly by the two HUB cen-
ters (FTGM and MEYER), to enable management of both urgent and elective cases.

SPOKE centers have started gradually their telemedicine activity: up to 200 
patients (300 visits) were so far examined by tele-echocardiography.

The most active center resulted the pediatric department at Arezzo Hospital.

4.1 Telemedicine from Arezzo hospital

From April 2016 to May 2018, at the pediatric department of Arezzo Hospital, 65 
live tele-echocardiography sessions in connection with the FTGM HUB have been 
performed in 26 children (from newborn until 6-year ones). Reports were produced 
by medical record system and DICOM images were also transmitted for revision 
and documentation. In 22 children (84.6%), telemedicine session was electively 
scheduled, whereas in 4 children, urgent remote specialized advice was required. 
The most frequent indication was heart murmur in 10, cyanosis in 9, and poor 
growth in 7 children. Only in one case, tele-echocardiography was inadequate for 
complete diagnosis. The most frequent diagnosis was the perimembranous ventric-
ular defect (13/26, 50%), followed by atrial septum defect (2), partial pulmonary 
venous return (2), AV canal (2), hypoplastic aortic arch (1), pulmonary stenosis 
(1), and hypertrophic cardiomyopathy (1). Only in one case, echocardiography 
examination resulted completely normal.

Four telemedicine consultations were carried out in emergency: one patient was 
transferred for urgent surgical intervention (AV canal), two patients were electively 
operated after medical therapy bridge (hypertrophic cardiomyopathy and perimem-
branous ventricular septal defect), and the last one initiated optimal medical therapy 
for dilated cardiomyopathy. Twenty-two children were scheduled for elective follow-
up: 1 after surgery and 21 before surgery. Seven outpatients underwent surgery: two 
for atrial septum defect OS, two for partial pulmonary venous return, three for peri-
membranous ventricular defect. Of the remaining 14 children, seven were followed 
up by telemedicine, and for the other ones normal follow-up was preferred. Therefore, 
unnecessary transfer to the regional HUB unit was avoided in 15 out of 26 patients.

5. Conclusions

Heart malformations in infants are very serious because they can affect the 
child’s life if not cared from the very first hours after birth. The FTGM Heart 
Hospital is highly specialized in pediatric cardiac surgery, which annually saves 
many children coming from Italy and abroad, even from disadvantaged countries 
outside Europe.

In 2015 by the cooperation between the medical and technical professionals at 
FTGM, the telemedicine project in diagnosis and care of cardiac malformations 
(“Arriviamo al Cuore di Tutti”) was launched with financial support provided from 
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both the Lions Clubs of Tuscany (district 108La) and the Lions Clubs International 
Foundation. The regional public health system approved this initiative promoting 
collaboration between healthcare institutions throughout the region.

Lions/LCIF budget enabled to purchase medical and computer equipment at the 
SPOKE hospitals in addition to server facilities at HUB center at both FTGM and 
MEYER.

Tele-echocardiography allowed collaborative medical decision-making in 
diagnosis and care of complex and critical heart defects. It played an important 
role in the early diagnosis, follow-up, or exclusion of cardiovascular abnormalities, 
planning patient mobility to tertiary specialist center when really necessary [23].

Now, 13 tele-echocardiography workstations have been installed in Tuscany and 
another one in Sardinia.

We expect that regional health authorities will continue to promote telemedicine 
service, dealing with reimbursement aspects and monitoring activity in the next 
years. Assistance and maintenance support will be likely organized in collaboration 
with the regional technical staff.

The main benefits of telemedicine network are summarized:

• Shortening the time to diagnosis limiting risks for patient

• Preventing unnecessary patient transports and avoiding discomforts for families

• Promoting a real clinical network, fostering collaboration between physicians 
and empowering the medical skill out of all centers

• Extending specialized remote consultation for follow-up of patients undergo-
ing high-specialty interventions

• Improving quality of care in pediatric cardiology

• Reducing costs for both families and the public health system

As previously reported (Section 4.1) according to the experience at Arezzo 
Hospital, the effectiveness of the telemedicine network was assessed, while further 
developments are expected as more centers become really active. Transfers of 
newborns/children were avoided in many cases (58% in Arezzo) when could be 
good managed in place avoiding, consequently, unnecessary costs and patient/fam-
ily discomforts. Inappropriate transfers to intermediate neonatal cardiology units 
have been also avoided, referring the baby directly to the regional cardiac surgery 
service at FTGM HUB, when necessary. Finally, telemedicine allowed pediatric 
cardiologists at SPOKE centers to improve their skill through the interaction with 
experienced and specialized colleagues at HUB center.

The main drawback, limiting the full application of the network, depends on the 
training needed for using new technology but also on the willingness of operators to 
dedicate extra time, at least initially, for telemedicine-based examination.

The extension of use of tele-echocardiography in fetal diagnosis of cardiac mal-
formations would allow early diagnosis for planning care and interventions already 
at delivery time at the specialized center. Moreover, the telemedicine network, now 
focused on pediatric cardiology, could be extended to other medical pathologies, also 
in adults just providing remote specialized medical care around the region [24–29].

Advances in information technology and lower costs allow telemedicine empow-
erment according to the needs of physicians also outside the hospital setting.
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Chapter 5

Owning Attention: Applying 
Human Factors Principles to 
Support Clinical Decision Support
Robin Littlejohn, Ronald Romero Barrientos, 
Christian Boxley and Kristen Miller

Abstract

In the best examples, clinical decision support (CDS) systems guide clinician 
decision-making and actions, prevent errors, improve quality, reduce costs, save 
time, and promote the use of evidence-based recommendations. However, the 
potential solution that CDS represents are limited by problems associated with 
improper design, implementation, and local customization. Despite an emphasis on 
electronic health record usability, little progress has been made to protect end-users 
from inadequately designed workflows and unnecessary interruptions. Intelligent 
and personalized design creates an opportunity to tailor CDS not just at the patient 
level but specific to the disease condition, provider experience, and available 
resources at the healthcare system level. This chapter leverages the Five Rights 
of CDS framework to demonstrate the application of human factors engineering 
principles and emerging trends to optimize data analytics, usability, workflow, and 
design.

Keywords: clinical decision support, CDS Five Rights, electronic health record, 
human factors engineering, user-centered design

1. Current state of clinical decision support

Clinical decision support (CDS), leveraging features within the electronic health 
record (EHR), is increasingly recognized as a valuable tool for providing cognitive 
support for diagnosis, severity assessment, clinical management, and disposition. 
CDS is defined as “providing clinicians with clinical knowledge and patient-related 
information, intelligently filtered, and presented at appropriate times to enhance 
patient care” [1, 2]. In the best examples, CDS systems guide clinician decision-
making and actions [3], prevent errors [4, 5], improve quality [6, 7], reduce costs 
[8], save time [9], and promote the use of evidence-based recommendations [10]. 
CDS has the potential to enable clinicians to better address rising information 
needs, providing the opportunity to pick up on subtle early indications of risk 
or vulnerability while sorting through an avalanche of data. The availability of 
evidence-based guidelines for clinical care and for CDS implementation encourages 
providers to deliver the best, evidence-based care available.

The potential solution that CDS represents is limited by problems associated 
with improper design, implementation, and local customization. The interaction of 
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poorly designed technologies, organizational constraints, and lowered functional 
capability has the potential to multiply latent risks in healthcare technologies. 
Computerized systems that are designed to help clinicians make decisions fail 
two-thirds of the time as a result of factors such as providing incorrect information 
or providing information at a point that is incompatible with the workflow [11]. 
There are surprisingly low acceptance rates for some forms of CDS; approximately 
91% of real-time CDS is overridden or ignored by clinicians due to time constraints, 
perceived misleading alerts, or their patients did not meet certain criteria (such 
as age or condition) [12]. High rates of alert overrides have been widely acknowl-
edged as a deterrent to acceptance and appropriate use of CDS [13]. Alert overload 
is detrimental to clinician performance, not only because it can lead to errors by 
overriding true positive alerts, but also because the false alerts consume clinicians’ 
time and mental resources. The overabundance of pop-ups, notifications, and 
check-boxes is highly distracting and produces sensory overload and a perception of 
extra work without value which contributes to the development of negative percep-
tions of health information technology. These negative perceptions contribute to 
low job satisfaction, early retirement, and high turnover [14]. As a result, research 
indicates that the use of automated, and real-time alerts are only modestly effective 
in increasing the performance of key tasks [15].

Backed by sophisticated analytics and algorithms to advance clinical decision-
making, coupled with increasing pressure to increase throughput and reduce costs, 
the EHR is often thought to be the solution to the deadly problems of adverse events 
and inappropriate prescribing. However, the EHR often provides alerts that are 
perceived by the physicians as unnecessary and clinically insignificant, contributing 
to alert fatigue and provider burnout [16]. Despite an emphasis on EHR usability, 
little progress has been made to protect end-users from inadequately designed 
workflows and unnecessary interruptions [17]. Clinicians’ lack of motivation to use 
CDS appears to be related to the perceived value of the function combined with the 
lack of integration into workflow [18]. By identifying factors that predict clini-
cally insignificant alerts and inappropriate responses, informatics personnel can 
improve alert logic to account for factors such as workflow and patient complexity, 
increasing specificity of alerts. As a result of the improved specificity, clinicians 
may experience less alert fatigue, override fewer alerts, and provide better care for 
patients with conditions that warrant serious alerts. The ultimate goal is to integrate 
clinical research with human factors engineering to develop optimized CDS systems 
to satisfy the information needs of clinicians as they formulate, debate, and discuss 
next steps in treatment or diagnostics for patients. CDS interventions improve care 
processes and outcomes when they achieve the CDS Five Rights—i.e., deliver the 
right information to the right people using the right formats via the right channels 
at the right times in the workflow [19]. This chapter leverages the Five Rights of 
CDS framework to describe good and bad examples of CDS design, development, 
and implementation; demonstrate the application of human factors engineering 
principles to CDS; and describe emerging trends to optimize data analytics, usabil-
ity, workflow, and design.

2. Application of human factors engineering

Human factors engineering (HFE) is an established scientific discipline used 
in many high-reliability organizations. HFE takes a system approach to identify 
crucial components of the man-machine interface and human interactions such 
as communication, teamwork, and culture. By acknowledging human limita-
tions and system vulnerabilities, HFE minimizes and mitigates human frailties to 
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optimize system performance [20]. Given the complexity of healthcare systems 
and processes, current HFE healthcare research emphasizes the need for increasing 
partnerships between human factors engineers and clinical medicine to enhance 
the standard of care through in-depth evaluation and thoughtful system redesign. 
Human factors principles, standards, and guidelines provide considerations for the 
design and development of CDS.

Human factors principles suggest that the format and presentation of the CDS 
may not be readily applied in the busy acute clinical setting and fail to provide con-
fidence to clinical staff. Effective presentation of an alert, including how and what 
is displayed, may offer better cognitive support during busy patient encounters 
and may help providers extract information quickly. Following good human factors 
principles, alerts should signal to an important matter, inform, and guide the pro-
vider [21]. Traditionally, alerts are system components that serve to direct a user’s 
attention to information related to a value that has exceeded a parameter threshold 
[22]. Newer alerts, however, have advanced to the point of becoming a “type of 
automation that supplements the human powers of observation and decision” [23]. 
Alerts amplify the capacity of clinicians to continuously monitor changes in patient 
status and thereby support timely intervention. Alerts should be prioritized accord-
ing to the severity of consequence that could be prevented by taking corrective 
action (severity) and according to the time available for successful corrective action 
to be performed (urgency). Substantial human factors analysis remains to be done 
to realize the potential benefits of CDS.

3. Five Rights of CDS

A useful framework for achieving success in CDS design, development, and 
implementation is the “CDS Five Rights” approach [24]. The CDS Five Rights model 
states that we can achieve CDS-supported improvements in desired healthcare 
outcomes if we communicate: [1] the right information: evidence-based, suitable to 
guide action, pertinent to the circumstance; [2] to the right person: considering all 
members of the care team, including clinicians, patients, and their caretakers; [3] in 
the right CDS intervention format: such as an alert, order set, or reference informa-
tion to answer a clinical question; [4] through the right channel: for example, a 
clinical information system such as the EHR, a personal health record (PHR), or a 
more general channel such as the Internet or a mobile device; [5] at the right time in 
workflow: for example, at time of decision/action/need. CDS has not reached its full 
potential in driving care transformation, in part because opportunities to optimize 
each of the five rights has not been fully explored and cultivated [25].

3.1 Right information

Right information is defined as providing the right information to end users 
(e.g., clinicians, patients), presenting evidence-based data that is shaped by 
national clinical guidelines, performance measures, and predictive analytics. The 
evidence-based data should be relevant to the issue at hand and actionable, mean-
ing the information supports driving clinical actions [19, 24]. The rapid accelera-
tion of technology and the convergence of predictive analytics and human factors 
address Centers for Medicare and Medicaid Services (CMS) Stage 3: Meaningful Use 
[26]. The process of integrating real-time analytics into clinical workflow repre-
sents a shift towards more agile and collaborative infrastructure building, expected 
to be a key feature of future health information technology strategies. As interoper-
ability and big data analytics capabilities become increasingly central to crafting the 
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poorly designed technologies, organizational constraints, and lowered functional 
capability has the potential to multiply latent risks in healthcare technologies. 
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optimize system performance [20]. Given the complexity of healthcare systems 
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healthcare information systems of the future, the need to address issues that ease 
the flow of health information and communication become even more important.

Without tools that select, aggregate, and visualize relevant information among 
the vast display of information competing for visual processing, clinicians must rely 
on cues by “hunting and gathering” in the EHR. Alerts that embody “right informa-
tion” should provide just enough data that drives end user action, but not so much 
data so as to cause alert fatigue [27]. Providing too much information to the end 
user can spur cognitive overload, with the CDS being ignored or overridden.

In a random sample survey of 300 ambulatory care clinicians using an electronic 
prescribing system, attitudes towards a drug-drug interaction (DDI) alerting 
system were measured. In relation to the first of the five CDS rights, relevant and 
right information, 58% of survey respondents noted dissatisfaction with alerts 
being triggered by discontinued medications [28]. This dissatisfaction towards 
alerts that lack usefulness in the clinical environment has been noted by physicians 
as a potential reason for low rates of alert acceptance [29].

Recent literature has attempted to identify usability design principles relevant 
to CDS alerting, specifically in the context of medication alerting. Principles 
that directly relate to right information (first of the Five Rights) include: display 
relevant data within medication alerts that support the decision-making process, 
make actionable suggestions based on evidence but do not actively enforce those 
actions, and provide evidence to support the alerting system (e.g., clinical evi-
dence, patient context, imaging) [30]. The majority of CDS systems assume the 
diagnostic process is completed accurately and do not provide features beyond 
general alerts, reminders, summary dashboards, and automated information 
retrieval. These solutions are not, in fact, decision support. DDI alerts are fre-
quently used CDS alerts that are created to guide appropriate medication manage-
ment in patients. DDI alerts are highly disregarded by physicians with 49–96% of 
safety alerts overridden [31] by the physician, which could possibly be due to alert 
fatigue. Alert fatigue occurs due to a variety of reasons, with patient specificity 
playing a role. DDI alerts that do not incorporate patient specific context hold 
varying levels of significance. “An interaction of little relevance to one patient may 
be of great relevance to another.” In an ideal alert, specific patient context would be 
used to tailor the specific presentation of these DDI alerts based on age, comorbidi-
ties, or medication history [32].

Future innovative approaches will enhance CDS to quantify uncertainty in 
diagnostic problem solving and present the clinician with additional information 
regarding probability and likelihood of a diagnosis in the context of diagnoses 
with similar presentations. Diagnostic suggestions and guidelines are integrated 
as CDS rules that are extracted, rendered, and then delivered through CDS sys-
tems to provide clinicians with just-in-time information, for single disease states, 
assuming the diagnostic process is completed accurately. When the diagnosis is 
not immediately obvious, clinicians can use differential diagnosis support tools as 
an aid to rapidly identify diagnostic possibilities, but this method is highly subject 
to provider bias and requires manual input. More powerful and accurate analytic 
layers embedded into EHRs might mitigate both the cause and likelihood of errors 
(e.g., misdiagnosis) and could allow for more rapid, accurate diagnosis. Analytics-
driven CDS can highlight areas prone to poor clinical decision making, increase our 
knowledge about conditions that are vulnerable to being missed and help prioritize 
diagnostic errors. The ultimate goal is to integrate clinical research, design, and 
systems engineering to develop optimized CDS systems – satisfying the information 
needs of clinicians as they formulate, debate, and discuss next steps in the diagnosis 
and clinical management of patients.
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3.2 Right person

To the right person (second of the Five Rights) involves providing CDS interven-
tions to the appropriate parties that have the capabilities to take appropriate action. 
Possibilities of “the right person” include: care team members, clinicians & care 
providers, patients & patient caretakers [16, 17].

Usability design principles related to the right person include displaying alerts 
to primary clinicians, as well as clinicians who do not have primary responsibility 
to serve as a second check. This is done by indicating to all professionals involved 
in the patient’s care that there is information available, as well as informing 
the relevant care team as to how previous alerts were handled, if documented. 
Additional strategies include system-level alerts like the Rothman Index “quilt 
view” for alerting [33]. The Rothman Index is a comprehensive rating of overall 
patient condition in the hospital setting. The index is used at many medical centers 
and calculated based on vital signs, laboratory values, and nursing assessments in 
the EHR. In addition to patient-specific CDS, the “quilt view” assigns a risk color to 
each patient, providing an overall indicator of a unit’s condition, available for view-
ing by both clinicians with primary responsibility of the patient and unit leadership 
(e.g., a unit’s charge nurse).

Providing correct information is not limited to only clinicians but can be 
extended to the patient. Patient decision support interventions are attempts to use 
CDS to translate medical knowledge to patients. Patient facing CDS assist patients 
in gaining a better understanding and comprehension of medical decisions. Patient 
facing CDS shows great promise in assisting shared decision making between physi-
cian and provider, but there are still obstacles to overcome regarding implementa-
tion. A recent systematic review of literature related to implementation of patient 
decision support interventions have shown that there are administrative and clinical 
challenges in implementation of these patients facing CDS [34].

There is a significant push toward providing the important and informative 
information to the appropriate users in the clinical settings in a consistent and 
usable manner. The Agency for Healthcare Research and Quality (AHRQ ) funded 
demonstration projects that yielded important knowledge about translating nar-
rative guidelines into formats that can be used by EHRs, and about implementing 
CDS in clinical settings [35]. AHRQ also acknowledge a range of important research 
questions still to be answered in the areas of guideline translation, local CDS imple-
mentation, clinician and patient factors that affect success, and policy and sustain-
ability issues. Rather than replicate the technical advances that have been made 
in the field, future research will focus on translating a CDS tool into a framework 
oriented towards streamlining creation, implementation, and dissemination. Most 
of the “work” performed by everyday clinicians for patients is highly individual-
ized. Thus, a deep understanding of the local, highly personal context is required 
to get CDS “right.” Moreover, getting CDS “wrong” will not be the equivalent of 
not providing any CDS. Rather, there is a real risk of inefficiency (e.g., interruption 
and distraction, leading the clinician to forget what they were thinking about before 
the CDS) and patient harm (e.g., acceptance of CDS that is inappropriate given the 
specific patient’s clinical situation).

3.3 Right format

Alert and warning complexity are especially prevalent in health information 
technology. Despite this issue, there is little consensus on how alerts should be 
generated and displayed to the user [36] as well as what level of interaction is 
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appropriate. CDS may be implemented in various formats (e.g. alerts, order sets, 
protocols, patient monitoring systems, info buttons). Consequently, it becomes 
important for implementers to identify the issues and problems they are trying to 
solve and choose the best format to resolve the problem at hand (third of the Five 
Rights). Furthermore, when developing a CDS program, implementers should 
create an inventory of current systems to determine which CDS tools are available, 
which tools need to be developed in-house, and which tools need to be purchased 
through a vendor. Specifically, there is a lack of knowledge regarding the most 
effective ways to differentiate alerts, highlighting important pieces of informa-
tion without adding noise, to create a universal standard [37]. While underlying 
models and algorithms of CDS have been intensively studied, there remains a lack 
of evidence-based guidelines in terms of functional and design requirements of the 
system.

The purpose of an alert is to prompt an operator action. Poor alert system design 
has been a contributing cause of adverse events in numerous healthcare systems 
worldwide. The appeal of access to a large amount of clinical data must be balanced 
against the real possibility of information overload. Research demonstrates that 
medical displays are often incompatible with practitioners’ workflow and unneces-
sarily fragment patient information [38]. Information is often spread across mul-
tiple tabs and locations that require piecemeal information search and acquisition. 
This may confound practitioners’ ability to detect evolving changes, make it more 
difficult to attain a holistic view of a patient’s health state, lead to care inefficiencies, 
and frustrate clinicians. Recognizing limits on human working memory, clinicians 
need external automated information systems to support early detection of patient 
deterioration and improve timeliness of therapeutic response. The design of alerts 
must improve the process of information display, reducing cognitive load on the 
working memory of the provider and improving the usual process that is often 
characterized by fragmented, non-directed information gathering.

In the absence of evidence-based guidelines specific to EHR alerting, effective 
alert design can be informed by several guidelines for design, implementation, 
and reengineering that help providers take the correct action at the correct time 
in response to recognition of the patient’s condition [39]. In a narrative review to 
inform EHR alert optimization and clinical practice workflow, 42 unique recom-
mendations were included and classified as interface, information, and interaction 
features [39]. The recommendations identified are described to help optimize 
design, organization, management, presentation, and utilization of information 
through presentation, content, and function. Alarm systems should be designed for 
and driven by human factors rather than technical capabilities. Easterby suggests 
seven psychological processes to be considered in display design that determine the 
limits of display formats: [1] detection – determining the presence of an alarm; [2] 
discrimination – defining the differences between one alarm and another; [3] iden-
tification – attributing a name of meaning to an alarm; [4] classification – group 
the alarms with a similar purpose of function; [5] recognition – knowing what an 
alarm purports to mean; [6] scaling – assigning values to alarms; [7] ordering and 
sequencing – determining the relative order and priority of alarms [40].

3.4 Right channel

Not only must a CDS provide information to the correct information to the 
appropriate audience in a usable format, the CDS must provide the information via 
the most effective and efficient channel (fourth of the Five Rights). CDS interven-
tions can be delivered through an EHR, PHR, computerized physician order entry, 
an app running on a smartphone, and—if necessary—in paper form via flow-sheets, 
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forms, and labels. Typically, organizations deploying CDS will focus very heavily 
on interruptive alerts—especially to physicians via computerized physician order 
entry (CPOE). Although alerts can be a powerful CDS intervention, they tend to be 
used excessively and inappropriately, resulting in commonly reported CDS prob-
lems such as alert overrides, physician frustration, and backlash. If the physician 
is the right person, then the EHR may be the best platform for delivering the alert. 
However, if a significant other is the right person, then the right platform may be a 
text messaging app running on a smartphone.

Emerging trends include the use of mobile technology and patient portals as 
CDS channels. Healthcare systems are gradually moving toward new models of care 
based on integrated care processes shared by various care givers and on an empow-
ered role of the patient. Good communication between patients, their providers 
and caregivers improve patient satisfaction and are central to optimal outcomes. 
The explosion of mobile technologies and healthcare applications represents a 
growing opportunity to optimize care delivery. Availability of medical informa-
tion through internet-enabled smartphones and tablets has increased significantly. 
These applications provide medical providers with recommendations for treatment, 
disposition, and prescriptions conforming to the most up-to-date evidence-based 
guidelines; allow instant access to journals and information sources at the click of a 
button; and deliver a plethora of CDS tools. Patients are also using the technology to 
communicate with their providers, research medical conditions, and become more 
active participants in their care. Mobile applications illustrating complex medical 
conditions and processes and online resources are being recommended by physi-
cians to aid the patient in this role.

3.5 Right workflow

The clinical space is polluted with alerts that are unheeded. Despite the theoreti-
cal promise of CDS systems, their development and successful implementation is 
poorly managed [41]. Right workflow (fifth of Five Rights) is defined as making 
sure information is presented at the right time and is available when needed. For 
example, passive alerts can appear in a prominent place in the EHR – a decision 
based on the results of a workflow analysis – and can be processed once the physi-
cian completes the physical examination. An alternative method would be when the 
physician closes the patient record they are given a prompt informing them there 
are outstanding patient alerts that need to be processed. The application of human 
factors in determining the right workflow includes but is not limited to ethno-
graphic research include workflow analysis and usability testing.

Workflow analysis is a process in which researchers examine the progression 
of workflows to improve efficiency. Ethnographic research is a qualitative method 
where researchers observe and/or interact with system users in their real-life envi-
ronment. Observation is a systematic data collection approach by which informa-
tion is gathered by watching behavior, events, and people in natural settings and 
naturally occurring situations. User observation is unique in that it combines the 
researcher’s participation in the lives of the people and processes under study while 
also maintaining a professional distance [42]. According to Angrosino, “Observation 
is the act of perceiving the activities and interrelationships of people in the field 
setting” [43]. The demand for usability testing is becoming increasingly important as 
healthcare moves toward a commitment to the Triple Aim: improving the experience 
of care, improving the health of populations, and reducing per capita costs of health-
care. Usability testing is a critical step in informing and helping define the standard 
of care for healthcare system, promoting safe, high-quality care for patients. It 
provides the opportunity to assess user behavior, interaction, and performance data 
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text messaging app running on a smartphone.

Emerging trends include the use of mobile technology and patient portals as 
CDS channels. Healthcare systems are gradually moving toward new models of care 
based on integrated care processes shared by various care givers and on an empow-
ered role of the patient. Good communication between patients, their providers 
and caregivers improve patient satisfaction and are central to optimal outcomes. 
The explosion of mobile technologies and healthcare applications represents a 
growing opportunity to optimize care delivery. Availability of medical informa-
tion through internet-enabled smartphones and tablets has increased significantly. 
These applications provide medical providers with recommendations for treatment, 
disposition, and prescriptions conforming to the most up-to-date evidence-based 
guidelines; allow instant access to journals and information sources at the click of a 
button; and deliver a plethora of CDS tools. Patients are also using the technology to 
communicate with their providers, research medical conditions, and become more 
active participants in their care. Mobile applications illustrating complex medical 
conditions and processes and online resources are being recommended by physi-
cians to aid the patient in this role.

3.5 Right workflow

The clinical space is polluted with alerts that are unheeded. Despite the theoreti-
cal promise of CDS systems, their development and successful implementation is 
poorly managed [41]. Right workflow (fifth of Five Rights) is defined as making 
sure information is presented at the right time and is available when needed. For 
example, passive alerts can appear in a prominent place in the EHR – a decision 
based on the results of a workflow analysis – and can be processed once the physi-
cian completes the physical examination. An alternative method would be when the 
physician closes the patient record they are given a prompt informing them there 
are outstanding patient alerts that need to be processed. The application of human 
factors in determining the right workflow includes but is not limited to ethno-
graphic research include workflow analysis and usability testing.

Workflow analysis is a process in which researchers examine the progression 
of workflows to improve efficiency. Ethnographic research is a qualitative method 
where researchers observe and/or interact with system users in their real-life envi-
ronment. Observation is a systematic data collection approach by which informa-
tion is gathered by watching behavior, events, and people in natural settings and 
naturally occurring situations. User observation is unique in that it combines the 
researcher’s participation in the lives of the people and processes under study while 
also maintaining a professional distance [42]. According to Angrosino, “Observation 
is the act of perceiving the activities and interrelationships of people in the field 
setting” [43]. The demand for usability testing is becoming increasingly important as 
healthcare moves toward a commitment to the Triple Aim: improving the experience 
of care, improving the health of populations, and reducing per capita costs of health-
care. Usability testing is a critical step in informing and helping define the standard 
of care for healthcare system, promoting safe, high-quality care for patients. It 
provides the opportunity to assess user behavior, interaction, and performance data 
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to measure how the design of medical devices, equipment, practices, and protocols 
affect performance, quality, workflow (cognitive and clinical), and patient safety 
[44, 45]. The goal is to provide evidence to support the selection and implementation 
of safe and user-friendly CDS, inform decision-making, and develop better solutions 
that update, unify, and generally improve the usability of healthcare providers’ tools 
and systems related to optimal diagnosis and clinical management.

4. Scratching the surface of better CDS

Recent literature supports that using the Five Rights of CDS framework as a 
foundation for CDS design, development, and implementation can have positive 
impacts on CDS acceptance as well as positive outward reaching effects on clinician 
workflow, improved patient care, and increased patient safety.

To provide a useful, standardized, and evidence-based diagnostic aid, 
Kharbanda et al. developed a CDS tool to aid in the evaluation and management of 
treatment care for pediatric patients with suspected appendicitis in the emergency 
department (ED). The CDS took a three-component approach, combining: a 
standardized abdominal pain medication order set; a web-based stratification tool 
used to classify the pediatric patient as low, medium, or low-risk for appendicitis; 
and a “time of ordering” alert with steps for treatment and imaging guidance (e.g., 
medication and imaging options) for the identified level of risk [46]. The imple-
mentation of an evidenced based CDS reduced the number of costly computed 
tomography (CT) imaging, potentially reducing the number of unnecessary radia-
tion exposure to developing children.

Using a Bluetooth enabled blood glucose (BG) meter in conjunction with a 
cloud-based clinical decision support system (CDSS), clinicians were able to 
increase efficiency and efficacy of glucose monitoring in diabetic patients [47]. The 
appropriate technology enabled patients to increase self-monitoring. Clinicians 
were able to more closely monitor patient’s BG readings and suggest insulin dose 
and titration changes between appointments, as applicable, using the patient’s BG 
meter, text message, or phone call. Use of the CDSS aided the patient’s care team to 
increase efficiency in their workflow and provide improved patient care regarding 
getting patients within target glucose ranges.

In addressing the deficiencies of appropriate medication ordered for patients 
with impaired renal function and the lack of re-assessment of medication appropri-
ateness as patients’ symptoms change, Awdishu et al. developed a dynamic CDS tool 
within an EHR that provides renal medication dosing suggestions and alternative 
therapies suggestions at the initial time of medication prescription (“prospective 
alert”) and temporal alerts during continuous monitoring of patients’ renal func-
tion (“look-back alerts”) [48]. All alerts only fired during the order entry workflow 
(i.e., at the point of placing and/or updating a medication order). Study results 
indicate the alerts had a significant impact on the selection of appropriate drug 
prescription during medication initiation, in addition to significant improvements 
for appropriate medication adjustments.

Exploring additional channels for CDS, Burgess et al. evaluated the impact of an 
online care processing models (CPM), on the quality of care for patients with lower 
extremity cellulitis (LEC). When the CPM was utilized, there was an increasing 
trend in appropriate drug prescription during medication initiation and at patient 
discharge [49].

Despite continued growth and successful implementation of CDS tools, CDS 
has not reached its full potential in driving health care transformation [25]. 
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Opportunities to optimize each of the five rights continue to be highlighted by 
challenges and barriers such as gaining full acceptance from users from various 
disciplines, cultures, and use settings; continually maturing technology standards 
that restrict cohesive integration; and the growing resource requirements needed to 
keep customized solutions up to date [50].

5. Conclusions

Human factors approach underpins patient safety and quality improvement 
science, offering an integrated, evidence-based, coherent approach to improving 
the science behind health care delivery. Improvements in display management have 
commenced, but there is great need for further progress. As demands on healthcare 
providers increase (the result of increasing availability and complexity of medical 
devices and delivery processes, higher patient illness acuity, higher costs for process 
interruptions), the potential for problems are increasing. Safety-critical interac-
tions with the EHR are especially common, challenging, and important. In safety 
critical environments (such as hospitals), the importance of well-designed, usable 
interfaces is increased precisely because of the potential for catastrophic outcomes. 
Time pressure, competing demands, and ambiguous alert design reduce a user’s 
opportunity to detect signals in the face of noise and may lead to inadvertent confir-
mation bias. The importance of and need for appropriate user interface design is 
increasingly evident in such environments.

The efficiency of alert design depends on several guidelines for design, imple-
mentation, and reengineering that help providers to take the correct action at 
the correct time in response to recognition of the patient’s condition. Hollifield 
proposed the following six guidelines for alert development: [1] alarms are properly 
chosen and implemented; [2] alerts are relevant, clear, and easy to understand; 
[3] operators can rapidly assess the relative importance of alerts; [4] operators can 
process alert information during high frequency events; [5] priority determina-
tion; and [6] alert management enhances the operator’s ability to make a judgment 
based on experience and skill [51]. Stanton and Stammer place importance on alert 
prioritization and organization, which impact early detection of critical alerts [52]. 
Information must be presented so it is compatible with human capabilities and 
limitations, so that the system remains usable for the provider in all situations [21]. 
We considered aspects of display design in relation to taxonomy of provider psy-
chological process that illustrate the different nature of the two types of enhanced 
visual display models developed for this research.

CDS can be utilized across a variety of conditions and circumstances to pro-
mote optimal care. CDS has ultimately improved adherence to recommended care 
standards and may result in lasting improvements in the clinical setting [53, 54]. 
However, the accuracy and acceptance of CDS can be limited by numerous fac-
tors, including poor usability and too many false positive alerts. There is growing 
evidence that health information technology interventions ultimately improve 
patient outcomes through early diagnosis and recommendations of evidence-based 
protocols [55]. The world of cognitive support is promising due the innovation and 
growth in this area of study.
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Abstract

With the global aging population, providing effective long-term care has been 
promoted and emphasized for reducing the hospitalizations of the elderly and the 
care burden to hospitals and governments. Under the scheme of Long-term Care 
Project 2.0 (LTCP 2.0), initiated in Taiwan, two types of long-term care services, i.e., 
institutional care and home care, are provided for the elderly with chronic diseases 
and disabilities, according to their personality, living environment and health situa-
tion. Due to the increasing emphasis on the quality of life in recent years, the elderly 
expect long-term care service providers (LCSP) to provide the best quality of care 
(QoC). Such healthcare must be safe, effective, timely, efficiently, diversified and 
up-to-date. Instead of supporting basic activities in daily living, LCSPs have changed 
their goals to formulate elderly-centered care plans in an accurate, time-efficient and 
cost-effective manner. In order to ensure the quality of the care services, an intelligent 
clinical decision support system (ICDSS) is proposed for care managers to improve 
their efficiency and effectiveness in assessing the long-term care needs of the elderly. 
In the ICDSS, artificial intelligence (AI) techniques are adopted to distinguish and 
formulate personalized long-term care plans by retrieving relevant knowledge from 
past similar records.

Keywords: long-term care, personalized care services, clinical decision support 
system, artificial intelligence techniques, care plan

1. Introduction

Facing the unavoidable aging population, the demands for long-term care 
services are increasing and need to be addressed in modern society [1, 2]. In order 
to effectively provide long-term care to the elderly in the community, the Taiwan 
government proposed a 10-year long-term care project, namely Long-term Care 
Project 1.0 (LTCP 1.0), in 2007. The goal of the project was to establish a compre-
hensive community-based care system for (i) providing appropriate services to the 
elderly, (ii) improving the independence of the elderly, (iii) enhancing the quality 
of life, and (iv) maintaining autonomy and dignity [3]. Difference in gender, level 
of urbanization, culture, economy and health are also considered in this system. 
Eight services items are covered in LTCP 1.0: daily care services, transportation 
services, meal services, home and community-based rehabilitation services, respite 
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1. Introduction
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to effectively provide long-term care to the elderly in the community, the Taiwan 
government proposed a 10-year long-term care project, namely Long-term Care 
Project 1.0 (LTCP 1.0), in 2007. The goal of the project was to establish a compre-
hensive community-based care system for (i) providing appropriate services to the 
elderly, (ii) improving the independence of the elderly, (iii) enhancing the quality 
of life, and (iv) maintaining autonomy and dignity [3]. Difference in gender, level 
of urbanization, culture, economy and health are also considered in this system. 
Eight services items are covered in LTCP 1.0: daily care services, transportation 
services, meal services, home and community-based rehabilitation services, respite 
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care services, home nursing, rental of equipment and long-term care institution 
services [4]. Subsequently, the government launched a more extensive public 
framework, i.e., LTCP 2.0, in 2017 to increase the services coverage in the commu-
nity [5]. Table 1 shows the differences between LTCP 1.0 and LTCP 2.0, in which 
LTCP 2.0 expands the scope of services to optimize the front-end preventive care 
and to provide back-end connections to multi-target support services and home 
hospice services.

In order to provide high quality and affordable services, the ABC community 
care model with 3 tiers was established to clearly define the roles and responsibili-
ties of healthcare parties involved in LTCP 2.0, as shown in Figure 1 [6]. Tier A 
refers to a community integrated care service center for coordinating and allocating 
the resources of care services based on the care plan formulated by care managers. 
Moreover, Tier A also provides a localized delivery system that connects to Tier 
B and Tier C. Based on the assessment results from Tier A, Tier B, i.e. a multiple 
service center, provides corresponding diverse healthcare services for the public. 
Information from Tier A and Tier B is then sent to the long-term care station in Tier 
C for providing various care functions to the elderly. Therefore, the care managers 
in Tier A play an important role in LTCP 2.0 in evaluating the needs and formulat-
ing care plans [7]. However, it is complicated for care managers to perform the tasks 
of health assessment, reviewing historical health records and resources planning in 
a short time. In addition, it requires care managers with adequate knowledge and 
experience to handle these tasks. Due to the fact that in healthcare resources are as 
shortages in terms of staff and equipment, the implementation of care planning in 

Figure 1. 
ABC community care model.

LTCP 1.0 LTCP 2.0

Services targets 4 8

Services scopes 8 17

Financial 
resources

• Government funding

• Medical development funding

• Government funding

• Social welfare funding

• Long-term service development funding

Innovative 
service

N/A ABC community care model

Table 1. 
Differences between LTCP 1.0 and LTCP 2.0.
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LTCP 2.0 becomes challenging to achieve the goals of providing accurate and fast-
responsive healthcare services.

To address the above problems, the objective of this article is to present an 
intelligent clinical decision support system (ICDSS) for care planning. The case-
based reasoning (CBR) technique is adopted to provide the knowledge support 
for decision-making in care planning. By extracting the relevant knowledge from 
similar past cases, the care plans can be formulated in a cost-effective and time-
efficient manner so as to maintain the high quality of services. The rest of article is 
structured as follows. Related studies and background are discussed in Section 2. 
Section 3 describes the architecture of the proposed system while Section 4 dis-
cusses the case study and findings. Section 5 shows the future research directions. 
Conclusions are drawn in Section 6.

2. Related work

Due to the development of medical technology and increased life expectancy, 
the number of elderly people in Taiwan is expected to increase continuously 
annually. According to the statistics [8], the percentage of the elderly popula-
tion aged 65 or above is 13.2% in 2016. It is estimated that this population in 2026 
will reach to 20.6%. Associated with the fast growth of the aging population, the 
reporting of chronic diseases has also increased significantly. As a consequence, 
the needs for long-term care services have become more demanding and urgent. 
In response to the increased demands for long-term care services, the government 
of Taiwan has considered long-term care services in healthcare industry as one of 
eight key industries to minimize the threats of chronic diseases [9]. Therefore, the 
Long-term Care Project 1.0 (LTCP 1.0) was launched in 2007 and was an initiative 
to integrate the home and residential-based services in Taiwan. Up to the end of 
2015, over 160,000 people had received the services offered by LTCP and there 
are nearly 2800 institutions providing care services following the principles of 
LTCP. In view of the benefits offered by LTCP 1.0, a revised version of the original 
LTCP, i.e. LTCP 2.0, was created to further facilitate the integration of preventa-
tive care, social care and medical care in the community. In order to facilitate the 
implementation of LTCP 2.0 and coordinate the operation of long-term services 
and resources, researchers have been focusing on improving the performance of 
LTCP. Liu and Yao [10] adopted latent class analysis to examine the interrelation-
ship among health indicators so as to determine the level of needs of the elderly 
care recipients. Lin et al. [11] studied the performance of LTCP according to the 
dimensions of the workforce, sources of funding, application of technology, ser-
vice nature and norms. The aims of their study is to identify problems in LTCP and 
develop a continuous improvement strategies so as to improve the long-term care 
services. However, attention is rarely paid to the field of LTCP as well as providing 
knowledge support for decision-making. In fact, due to the shortage of knowledge 
manpower, it is time-consuming and tedious for care managers to effectively 
provide an integrated “one-stop” consultation for applications, health evaluations, 
care plans formulation and the coordination and delivery of long-term care ser-
vices. Therefore, it is essential to provide knowledge support for decision-making 
processes in the care planning of LTCP.

In recent years, decision support systems have become increasingly popular 
for providing decision support in various industries [12, 13], and are designed to 
facilitate precise decision-making through the use of accurate and timely data, 
information and knowledge management. In the healthcare industry, the clinical 
decision support system is a specific term for the health customized version of 
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tion aged 65 or above is 13.2% in 2016. It is estimated that this population in 2026 
will reach to 20.6%. Associated with the fast growth of the aging population, the 
reporting of chronic diseases has also increased significantly. As a consequence, 
the needs for long-term care services have become more demanding and urgent. 
In response to the increased demands for long-term care services, the government 
of Taiwan has considered long-term care services in healthcare industry as one of 
eight key industries to minimize the threats of chronic diseases [9]. Therefore, the 
Long-term Care Project 1.0 (LTCP 1.0) was launched in 2007 and was an initiative 
to integrate the home and residential-based services in Taiwan. Up to the end of 
2015, over 160,000 people had received the services offered by LTCP and there 
are nearly 2800 institutions providing care services following the principles of 
LTCP. In view of the benefits offered by LTCP 1.0, a revised version of the original 
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and resources, researchers have been focusing on improving the performance of 
LTCP. Liu and Yao [10] adopted latent class analysis to examine the interrelation-
ship among health indicators so as to determine the level of needs of the elderly 
care recipients. Lin et al. [11] studied the performance of LTCP according to the 
dimensions of the workforce, sources of funding, application of technology, ser-
vice nature and norms. The aims of their study is to identify problems in LTCP and 
develop a continuous improvement strategies so as to improve the long-term care 
services. However, attention is rarely paid to the field of LTCP as well as providing 
knowledge support for decision-making. In fact, due to the shortage of knowledge 
manpower, it is time-consuming and tedious for care managers to effectively 
provide an integrated “one-stop” consultation for applications, health evaluations, 
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information and knowledge management. In the healthcare industry, the clinical 
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decision support system [14]. The emerging clinical decision support system allows 
healthcare professionals to manage and manipulate the massive amount of data in 
an effective and efficient manner. In this situation, automatic decision-making can 
be provided for evaluating the health status of patients and providing correspond-
ing treatment. Case-based reasoning (CBR) is one of the well-known artificial 
intelligent techniques commonly embedded in the clinical decision support system 
and adopts previous experience and knowledge for solving new problems [15]. The 
general CBR model has been formalized for computer reasoning as a four-step pro-
cess: (i) retrieve the most similar case, (ii) reuse the retrieved case for solving the 
new problem, (iii) revise the content in the solutions if necessary, and (iv) retain 
the solutions as the new case stored in the case library [16]. The predictive process 
in the CBR allows users to takes less effort and time to generate solutions. CBR has 
been widely adopted in the healthcare industry in disease diagnosis, planning and 
resources allocations [17, 18]. Chang et al. [19] adopted CBR to develop a continu-
ous care information system for facilitating discharge planning. By the adoption of 
computer-reasoning in the evaluation process of care planning, accurate continuing 
care solutions can be formulated in a timely manner. Wang et al. [20] developed a 
hybrid CBR approach to shorten the time for providing the treatment planning for 
the people with mental problems. Petrovic et al. [21] applied CBR in radiotherapy 
treatment planning to reduce the errors in planning and in recommending radio-
therapy solutions. The above studies show that CBR is a promising approach in pro-
viding knowledge support for generating the solutions in the healthcare industry.

In summary, from the above literature, it is found that care managers play an 
essential role in the LTCP for generating appropriate and personalized long-term 
care solutions and in coordinating care services resources. Due to the needs for 
accurate and fast-responsive healthcare services, the adoption of a clinical decision 
support system using CBR is a feasible solution to shorten the evaluation time and 
improve the service quality in LTCP.

3. Methodology

In order to facilitate the decision-making of care managers, an intelligent 
clinical decision support system (ICDSS) is developed. The ICDSS architecture 
is shown in Figure 2 and consists of three modules: (i) data collection module, 
(ii) case-based reasoning module, and (iii) care plan formulation module. 
With a systematic method to provide knowledge support for care managers, the 
effectiveness and efficiency in the processes of assessing the health information 
and formulating care plans can be improved. Consequently, accurate and fast-
responsive healthcare services can be delivered to the elderly so as to maintain a 
high quality of care.

3.1 Data collection module

In the data collection module, the elderly with chronic diseases or disabilities can 
apply for the community care service through the online platform. Three types of 
data, historical data, medical records and personal information, are collected and 
uploaded to the cloud databases in electronic format. Historical data refers to past 
health data such as vaccination records, surgery records, and the historical data 
from the past public system. The medical record is the biometric data for reflecting 
the psychological and physiological aspects of the elderly. Heart rate, blood sugar 
index, vision and muscle strength are examples of the medical record. Personal 
information of the elderly including name, age, gender, family relationships, 
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personality, joint condition, sleeping ability and living environment are also col-
lected. Apart from uploading the three types of data, an interview is conducted to 
understand the problems of the elderly in daily living. By doing so, care managers 
can collected both subjective and objective data for further data analysis in the 
case-based reasoning.

3.2 Case-based reasoning module

Traditionally, care managers have to review the massive amount of health data 
one by one for evaluating the needs of the elderly. The use of ICDSS allows care 
managers to effectively formulate appropriate care plans according to the needs. In 
this module, CBR is adopted to retrieve the most similar care records for generating 
the care solutions. To begin with the first stage in the CBR, i.e. case retrieval, past 
care records are firstly stored in the case library. An indexing tree is constructed to 
cluster past care records according to the key attributes that may affect the types of 
service provided. Along the searching path of the indexing tree, a small group of 
past case records are retrieved. In the reuse stage, retrieved case records are ranked 
descending order according to their similarity value. Eq. (1) is the expression for 
calculating the total similarity value.

  Total similarity value =    ∑ i=1  n     w  i   sim ( f  i  I ,  f  i  R )    ______________ 
 ∑ i=1  n    w  i   

    (1)

where wi is the weighting of the attribute i, sim is the function for calculating 
the similarity value of attributes, and,   f  i  I   and   f  i  R   are the values of attributes fi in the 
new and past cases. The care record with the highest similarity value is selected and 
considered as the most significant reference to generate care solutions for solving 
the new problem. After that, care managers can make modifications to the retrieved 

Figure 2. 
An architecture of ICDSS.
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care records so as to meet the real-life situations of the elderly. Therefore, a new care 
plan is formulated for serving the elderly.

Differing to the traditional CBR process, a rating scheme is deployed in the case 
retention process to assess and monitor the effectiveness of the care plan. Figure 3 
shows the rating scheme in the case retention of CBR. As it is a long-term care 
service, regular meetings between care managers and the elderly or their families 
is required so as to collect their feedback. In addition, feedback from direct service 
providers, i.e. social workers and nursing staff, are also collected for the perfor-
mance evaluation. Only care plans with good quality are retained in the case library 
for continuously improving the quality of the care records.

3.3 Care plan formulation module

After the case revision process of CBR, a new care plan with specific goals is 
generated. The care plan consists of several elements: (i) type of care, (ii) meals 
& nutrition, (iii) transportation and (iv) community center/activity recommend. 
According to the different nature of healthcare services, i.e. home care services or 
residential care services, different levels of healthcare services are provided for the 
elderly. In addition, details of the care plan are shared and transferred to the health-
care parties in Tier B and Tier C in the ABC community care model. Based on the 
care plan, operational guidelines can be provided to caregivers so as to deliver the 
corresponding healthcare services. Considering the health deterioration occurred 
in the elderly, the needs of healthcare services will move from less intensive care 
towards more intensive care via ABC model. Therefore, the re-evaluation of care 
plan is required every month to ensure its appropriateness.

4. Case example

In this section, a case example is illustrated to demonstrate the application of the 
ICDSS for providing knowledge support for decision-making in care planning. The 
case company is one of integrated community service centers located in Taichung, 
Taiwan. The main objective of the case company is to bring “Health and Happiness” 
for the elderly so as to maintain their quality of life, and physical and mental health 
in the community. The main staff members in the case company are care managers 
and supervisors such as social workers, nurses, occupational therapists and phar-
macists for formulating care plan and coordinating care service resources. Figure 4 
shows the existing operation flow in the case company. The current practice of 
information flow, elderly health evaluation, healthcare service suggestions and 
follow up services are done manually. Care managers base on their experience to 
provide suggestions for the elderly. However, it is time-consuming and ineffec-
tive for care managers to implement these complicated steps in care planning. In 

Figure 3. 
Rating scheme in the case retention of CBR.
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addition, human errors easily occurs in these evaluation processes, resulting in high 
complaint rates and poor service satisfaction in the case company.

4.1 Implementation of ICDSS

In order to tackle the above mentioned problems, the case company decided 
to implement the proposed system in providing knowledge support in care plan-
ning. Instead of the traditional in-person application method, the online platform 
is developed to collect the information. As mentioned in Section 3.1, data such as 
historical data, medical record and personal information are inputted by the elderly 
and then stored in the cloud database of the Data Collection Module. After submit-
ting the application, care managers can note the new application in the ICDSS. An 
interview can be arranged to understand their current health situation and prob-
lems faced in daily living. The interview results are also stored in the database. In 
order to reduce the errors in the care management processes, care managers have to 
verify the accuracy of the data provided by the elderly.

Relevant information is then extracted and transfer to the Case-based Reasoning 
Module for further data analysis. In the case-based reasoning module, care manag-
ers have to identify the key attributes for constructing the indexing tree and retriev-
ing the past care records. In this situation, five attributes: (i) kind of mobility, 
(ii) self-care ability, (iii) type of neuropsychiatric condition, (iv) communication 
method and (v) age are defined as key attributes that may significantly influence 
the type of services provided in care planning. Figure 5 shows the user interface 

Figure 4. 
Existing operation flow in the case company.

Figure 5. 
The user interface for case retrieval.
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for case retrieval. According to the structure of the indexing tree, the small group 
of past case records which match the specifications are retrieved. After that, the 
retrieved past case records are ranked using Eq. (1) so as to distinguish the most 
suitable case record. A total of 17 attributes are used to calculate the total similarity 
value of care records, as shown in Table 2. Based on the results from the case reuse, 
the care record with highest similarity value is extracted. An applicant is selected to 
illustrate the mechanism of CBR in ICDSS and details of the applicant are shown in 
Table 3. It is found that the elderly needs assistive devices for performing the move-
ment and self-care activities. She does not have any problem of cognitive decline. 
A comprehensive review is implemented for deciding on the type of services. After 
the processes of case retrieval and reuse, the past care record (ID: 0082) has the 
highest similarity value (91.21%) to the new applicant. Therefore, care managers 
can select the past care record (ID: 0082) as the most significant reference for 
generating the new long-term care solutions.

To formulate a tailor-made care plan according to the needs of the elderly, 
modifications are made by care managers to add additional healthcare informa-
tion and revise the content of the past care record. Therefore, a new care plan with 
services details can be generated, as shown in Figure 6. In the new care plan, home 
care services are provided to the new applicant three times per week. Therefore, 
this information is sent to the caregivers in Tier B and Tier C for allocating the 

Items Detail Items Detail

Name JL Gender Female

Age 69 Weight (kg) 57

Communication method Oral Height (cm) 160

Mobility Move with the aid of assistive 
devices

Blood pressure 
(mmHg)

108/46

Self-care ability Function with the aid of assistive 
devices

Heart rate (bpm) 80

Neuro-psychiatric No cognitive decline Body temperature (°C) 36.4

Living condition Living with family Fall (%) 18

Table 3. 
Details of the applicant.

No. Attributes Weighting No. Attributes Weighting

1 Living condition 1 9 Percentage of falling 2

2 Height 1 10 Drinking 2

3 Weight 1 11 Smoking 2

4 Glucose 1 12 Arthritis 2

5 Heart rate 1 13 Cancer 2

6 Upper blood pressure 1 14 Dysphagia 2

7 Lower blood pressure 1 15 Liver disease 2

8 Body temperature 1 16 Mental disease 2

17 Urinary 2

Table 2. 
Attributes for calculating the similarity value of care records.
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corresponding healthcare resources. In each visit, caregivers are required to mea-
sure the biometric data including blood pressure, heart rate, blood glucose level and 
body temperature. They have to assist the elderly in bathing and filling the drug 
organizer. In addition, transportation service is provided for pick from their home 
to the hospital for regular checking. By doing so, community-based long-term care 
services can be delivered.

In order to ensure the quality of care provided, a feedback survey is conducted 
to measure the performance of the care plan, as shown in Figure 7. In addition, a 
regular meeting is held for nursing staff participating in serving this elderly so as 
to discuss and understand the problems faced in delivering the healthcare services. 
The care plan with good quality is then retained in case library for continuously 
quality improvement purposes.

Figure 6. 
The details of the retrieved past care record.

Figure 7. 
Feedback survey for the elderly.
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4.2 Findings

Through the pilot study in the case company, the ICDSS contributes to (i) 
improve the efficiency in care planning, and (ii) enhance the quality of long-term 
care services.

With the implementation of the ICDSS, it found that ICDSS offers several 
benefits to the case company. Firstly, it improves the efficiency in care planning. 
Instead of the traditional manual approach in care planning processes, ICDSS 
allows the care managers to formulate personalized long-term care solutions based 
on past explicit knowledge. Table 4 shows the performance improvements after the 
use of ICDSS. With the use of ICDSS, care managers can review the health records 
provided by the elderly in the online platform rather than finding such informa-
tion from separate data files. Therefore, the time for reviewing health records is 
significant reduced by 80.77% Moreover, the time for formulating the details of 
the care plan is also reduced from 156 to 22 min. Since the knowledge in past care 
records is extracted for solving new cases with similar problems, care managers can 
effectively generate solutions for providing the appropriate healthcare services and 
promoting the preventive health.

Furthermore, ICDSS prevents knowledge loss for formulating care plans. Since 
care managers with different levels of experience are employed in the case com-
pany, there may be some variations in the context of care plans. The adoption of 
ICDSS allows the valuable knowledge to be stored and shared in the form of past 
care records. Care managers, especially junior care managers, can make use of this 
knowledge to facilitate their decision-making. Thus, consistent long-term care 
solutions can be generated by different care managers. In addition, the number 
of complaints per week is reduced from 8 to 2. With the decrease in the number 
of complaints, the service satisfaction is significantly improved. Not only can the 
integrated community service center in Tier A enhance the service satisfaction, but 
also the healthcare parties in Tier B and Tier C.

5. Future research directions

5.1  Explore the adoption of the Internet of Things (IoT) in residential care 
services

According to Zhao et al. [22], there is growing evidence that chronic diseases are 
the major issue associated with aging population. In the last decade, the Internet 
of Things (IoT) is a newly emerging technology for the healthcare industry [23]. 
Under the IoT platform, information can be gathered, processed and analyzed 
to serve individual and healthcare organizations. IoT has been widely adopted in 
hospitals and home care services for remote monitoring and disease diagnosis. It is 
not only to help increase the data accuracy of the clinical decision support system, 
but also to provide early detection of any abnormalities occurring. In fact, its 

Performance indicator Without ICDSS 
(min)

With ICDSS 
(min)

Improvement 
(%)

Time for reviewing health records 52 10 80.77

Time for formulating the details of care 
plan

156 22 85.90

Table 4. 
Performance improvement after the use of ICDSS.
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application can be further explored in residential care services. Current adoption of 
the IoT in nursing homes are lagging behind the hospitals and home care services 
providers. As one of the important long-term care service providers in LTCP 2.0, 
future research effort can be paid in extending the adoption of IoT in nursing 
homes so as to speed up its daily routine processes. Considering that numerous 
healthcare parties are involved in the LTCP 2.0, the IoT allows the caregivers to real-
time collect and monitor the biometric data of the elderly through the equipment of 
the sensors. It also facilitates the information exchange among various parties. Once 
the abnormalities occurred, instant actions can be generated by corresponding 
healthcare parties to prevent the further health deterioration.

5.2  Explore a big data analytics platform for data management and 
manipulation

On the other hand, due to the application of smart devices and social media in 
healthcare services, there is an exponentially increase of health-related big data 
[24]. It is necessary to develop big data analytics platforms with text mining and 
machine learning abilities for facilitating data management and manipulation. For 
example, with the use of IoT, massive health data can be collected and stored in 
the cloud platform. The data analytic techniques such as artificial intelligence help 
discover the hidden pattern of available data and generate invaluable knowledge for 
supporting the proactive healthcare services in the LTCP 2.0. Criteria, including 
the ability to manipulate, continuity, ease of use, availability, quality assurance, 
privacy and security, should be considered in designing of this platform [25]. In 
addition, any data lag between data collection and processing should be avoided in 
this platform for achieving real-time big data analytics. Therefore, how to integrate 
the mentioned elements in the big data analytics platforms should be considered in 
future research so as to improve the effectiveness of LTCP.

6. Conclusions

To cope with the aging population, the needs for healthcare services as well as 
community care services are demanding. With the purpose of reducing the burden 
on caregivers, healthcare parties are seeking ways to better utilize the limited 
resources to improve the service quality. In Taiwan, LTCP 2.0 has been launched 
to create a comprehensive community-based care and health support system for 
the elderly. Care managers in Tier A play crucial roles in LTCP 2.0 for deciding 
on the types of service provided and in coordinating with care service resources. 
However, the traditional manual approach relying on care manager experience to 
perform the evaluation tasks and care plan formulation is ineffective. Without a 
knowledge-based decision support system, it is difficult for care managers, in a 
timely manner, to generate personalized long-term care solutions as well as coordi-
nating care resources in Tier B and Tier C. Therefore, in this chapter, the ICDSS is 
designed to provide the knowledge support for decision-making in care planning 
of LTCP 2.0. The adoption of CBR in ICDSS approach allows care managers to 
disseminate the experience gained from the past similar care records. By doing 
so, it enables the successful execution of care planning so that fast-responsive and 
accurate healthcare services can be delivered. Furthermore, it enables data shar-
ing and communication among healthcare parties in the LTCP 2.0, so that correct 
caring guidelines and knowledge can be transferred in a timely way to caregivers 
who provide direct care to the elderly timely. By so doing, the service quality can be 
greatly enhanced.
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4.2 Findings
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5.1  Explore the adoption of the Internet of Things (IoT) in residential care 
services

According to Zhao et al. [22], there is growing evidence that chronic diseases are 
the major issue associated with aging population. In the last decade, the Internet 
of Things (IoT) is a newly emerging technology for the healthcare industry [23]. 
Under the IoT platform, information can be gathered, processed and analyzed 
to serve individual and healthcare organizations. IoT has been widely adopted in 
hospitals and home care services for remote monitoring and disease diagnosis. It is 
not only to help increase the data accuracy of the clinical decision support system, 
but also to provide early detection of any abnormalities occurring. In fact, its 
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application can be further explored in residential care services. Current adoption of 
the IoT in nursing homes are lagging behind the hospitals and home care services 
providers. As one of the important long-term care service providers in LTCP 2.0, 
future research effort can be paid in extending the adoption of IoT in nursing 
homes so as to speed up its daily routine processes. Considering that numerous 
healthcare parties are involved in the LTCP 2.0, the IoT allows the caregivers to real-
time collect and monitor the biometric data of the elderly through the equipment of 
the sensors. It also facilitates the information exchange among various parties. Once 
the abnormalities occurred, instant actions can be generated by corresponding 
healthcare parties to prevent the further health deterioration.

5.2  Explore a big data analytics platform for data management and 
manipulation

On the other hand, due to the application of smart devices and social media in 
healthcare services, there is an exponentially increase of health-related big data 
[24]. It is necessary to develop big data analytics platforms with text mining and 
machine learning abilities for facilitating data management and manipulation. For 
example, with the use of IoT, massive health data can be collected and stored in 
the cloud platform. The data analytic techniques such as artificial intelligence help 
discover the hidden pattern of available data and generate invaluable knowledge for 
supporting the proactive healthcare services in the LTCP 2.0. Criteria, including 
the ability to manipulate, continuity, ease of use, availability, quality assurance, 
privacy and security, should be considered in designing of this platform [25]. In 
addition, any data lag between data collection and processing should be avoided in 
this platform for achieving real-time big data analytics. Therefore, how to integrate 
the mentioned elements in the big data analytics platforms should be considered in 
future research so as to improve the effectiveness of LTCP.

6. Conclusions

To cope with the aging population, the needs for healthcare services as well as 
community care services are demanding. With the purpose of reducing the burden 
on caregivers, healthcare parties are seeking ways to better utilize the limited 
resources to improve the service quality. In Taiwan, LTCP 2.0 has been launched 
to create a comprehensive community-based care and health support system for 
the elderly. Care managers in Tier A play crucial roles in LTCP 2.0 for deciding 
on the types of service provided and in coordinating with care service resources. 
However, the traditional manual approach relying on care manager experience to 
perform the evaluation tasks and care plan formulation is ineffective. Without a 
knowledge-based decision support system, it is difficult for care managers, in a 
timely manner, to generate personalized long-term care solutions as well as coordi-
nating care resources in Tier B and Tier C. Therefore, in this chapter, the ICDSS is 
designed to provide the knowledge support for decision-making in care planning 
of LTCP 2.0. The adoption of CBR in ICDSS approach allows care managers to 
disseminate the experience gained from the past similar care records. By doing 
so, it enables the successful execution of care planning so that fast-responsive and 
accurate healthcare services can be delivered. Furthermore, it enables data shar-
ing and communication among healthcare parties in the LTCP 2.0, so that correct 
caring guidelines and knowledge can be transferred in a timely way to caregivers 
who provide direct care to the elderly timely. By so doing, the service quality can be 
greatly enhanced.
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Chapter 7

A Systematic Review of 
Knowledge Visualization 
Approaches Using Big Data 
Methodology for Clinical Decision 
Support
Mehrdad Roham, Anait R. Gabrielyan and Norm Archer

Abstract

This chapter reports on results from a systematic review of peer-reviewed 
 studies related to big data knowledge visualization for clinical decision support 
(CDS). The aims were to identify and synthesize sources of big data in knowl-
edge visualization, identify visualization interactivity approaches for CDS, and 
 summarize outcomes. Searches were conducted via PubMed, Embase, Ebscohost, 
CINAHL, Medline, Web of Science, and IEEE Xplore in April 2019, using search 
terms representing concepts of: big data, knowledge visualization, and clinical 
decision support. A Google Scholar gray literature search was also conducted. 
All references were screened for eligibility. Our review returned 3252 references, 
with 17 studies remaining after screening. Data were extracted and coded from 
these studies and analyzed using a PICOS framework. The most common audi-
ence intended for the studies was healthcare providers (n = 16); the most common 
source of big data was electronic health records (EHRs) (n = 12), followed by 
 microbiology/pathology laboratory data (n = 8). The most common intervention 
type was some form of analysis platform/tool (n = 7). We identified and classified 
studies by visualization type, user intent, big data platforms and tools used, big data 
analytics methods, and outcomes from big data knowledge visualization of CDS 
applications.

Keywords: systemic review, knowledge visualization, big data,  
clinical decision support, visual analytics, health care

1. Introduction

A clinical decision support system (CDSS) involves the use of digital informa-
tion and communication technologies to bring relevant knowledge to bear on the 
healthcare and well-being of the patient ([1], p. 6). A CDSS has the following 
components ([1], p. 11):
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tion and communication technologies to bring relevant knowledge to bear on the 
healthcare and well-being of the patient ([1], p. 6). A CDSS has the following 
components ([1], p. 11):
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Purpose: Task or process of clinical care which uses the CDSS.
Structure:

a. Decision Model (Organization of data and/or knowledge to generate 
recommendations)

b. Knowledge Base (Knowledge content used by the CDSS)

c. Information Model (Representation of clinical and decision support 
parameters)

d. Result Specification (Decision model output for user support)

e. Application Environment (CDSS interaction with a host application (e.g. an 
electronic health record system))

The growing use of medical/healthcare big data and data analytics is having a 
profound impact on decision models and knowledge bases in CDSS development 
and applications of today. There is a particular need to address user requirements 
when attempting to recognize patterns in the massive volumes of data being 
presented to decision makers (as in the Result Specification component of a CDSS 
structure, as outlined above). In psychology and cognitive neuroscience, pat-
tern recognition in humans is the result of a cognitive process whereby the brain 
attempts to match information from a stimulus that is received and entered into 
short term memory with certain content retrieved from long-term memory. While 
the stimulus may arise from any of our senses, in this chapter we will focus on visual 
sensations of information that can inform decision making.

Why is knowledge visualization important to clinical decision support? 
Knowledge visualization is essential when there is a need to augment human capa-
bilities rather than to attempt to automate decision-making computationally. Data 
mining is widely used for discovering latent knowledge from databases. This can 
contribute to clinical decision making. Electronic health record (EHR) and other 
healthcare systems contain large volumes of patient data, often with different for-
mats and structures, so these data are typically accessible only in a form that is not 
conducive to rapid synthesis and interpretation for potential therapeutic outcomes.

Medical data inherently contain information that provides support for patient-
centric and personalized healthcare. Machine learning approaches, combined 
with high-performance distributed computing technologies such as Hadoop can 
assist in the exploitation of big healthcare databases. In a high pressure clinical 
environment, well-designed knowledge-based visualization can play a key role 
for clinicians and managers who must deal with complex issues and decisions. 
These may arise from algorithms derived through computational results from 
healthcare databases containing data from many patients, with each record hav-
ing hundreds of attributes. As other chapters in this book discuss in detail, there 
are machine learning/deep learning and other approaches that can convert these 
massive databases into decision support resources. These resources are virtually 
never deterministic and are difficult to validate to a high degree of accuracy, but 
they can help to support decision makers needing to make individualized health-
care decisions.

The value in knowledge visualization lies in presenting knowledge to the user 
in a way that gives the user factual information that is useful for current decisions. 
Since there are multiple dimensions to every specific decision, the visualization 
designer must provide flexibility in potential displays, while taking into account 
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limitations on computer resources, human capabilities, and the display environ-
ment. Visualization system usage can be analyzed in terms of why the user needs it, 
what data is shown, and how the display idiom is designed ([2], p. 1).

The digitization of patient health records has profoundly impacted medicine 
and healthcare. The compilation of medical history provides a holistic account of 
patient condition, family history, social determinants, procedures, and medica-
tions. In addition to regular treatment benefits, the availability of this information 
in digital form has created opportunities for population-level monitoring and 
studies that can help to guide initiatives for improving quality of care. Each hospi-
tal client population base varies in geography, size, and organizational structure, 
and extracting meaning from the data to support a hospital’s strategic mission 
requires a combination of clinical, statistical, and technical literacy. Effective 
visualization of data resources is essential to the efficient use of these resources by 
the healthcare facility [3].

The objectives of this study are:

• To explore the sources of big data in knowledge visualization for clinical  
decision support;

• To identify the visualization and interactivity approaches that have been used 
in the light of recent CDSS advances in the use of big data;

• To identify big data analytical techniques and technologies uses in CDSS  
with knowledge visualization;

• To determine the purposes of CDSS, and to illustrate the potential benefits of 
big data and knowledge visualization for these purposes;

• To recognize what appears to be the future of visualization in the support  
of big data and CDSS

By systematically investigating these objectives in detail, this systematic review 
will make a significant contribution towards understanding how big data knowl-
edge visualization can be used in clinical decision support. This will benefit the 
development of future applications in this field.

2. Methodology

2.1 Design

This systematic review was carried out according to the recommendations and 
reporting specified in the Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) statement [4, 5].

2.2 Inclusion and exclusion criteria

Any peer-reviewed studies published from January 2008 to April 2019 that 
explored the applications of big data knowledge visualization in a clinical decision 
support setting were retained for full-text review. Excluded studies included reports 
on results of: abstracts, surveys, focus groups, feasibility studies, monitoring 
devices, “what-if” analysis, big data collection techniques, commentaries, let-
ters, editorials or short reports, mere usage of big data technologies or knowledge 
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Purpose: Task or process of clinical care which uses the CDSS.
Structure:
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Since there are multiple dimensions to every specific decision, the visualization 
designer must provide flexibility in potential displays, while taking into account 

101

A Systematic Review of Knowledge Visualization Approaches Using Big Data Methodology…
DOI: http://dx.doi.org/10.5772/intechopen.90266
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visualization, and studies not published in English. Publications describing big data 
and visualization applications that were not developed for clinical decision support 
were also excluded.

2.3 Search strategy and screening process

We developed the search strategy according to the Cochrane Handbook of 
Systematic Reviews of Interventions [6]. Search keywords (terms) were grouped 
into three categories: big data, knowledge visualization, and clinical decision sup-
port (see Table 1). Searches were conducted in electronic databases: EBSCOHOST, 
EMBASE, MEDLINE VIA OVID, PUBMED, IEEE XPLORE, WEB of SCIENCE, and 
GOOGLE SCHOLAR (the latter for a gray literature search) on April 5–6, 2019. We 
also used the related article function in PubMed, Science Direct, and Springer Link 
databases on initially included studies to identify additional studies.

Studies were selected in two steps. First, the title and abstract for each study 
were screened for inclusion and exclusion criteria and classified by two reviewers. 
If the title and abstract did not provide enough information to assess its relevance 
or if a final decision could not be made, we assessed the full article. Second, the full 
texts of the studies without enough information and/or deemed to be potentially 
relevant were reviewed randomly by two reviewers. Any disagreements between the 
two reviewers were resolved via discussion or by consultation with a third reviewer. 
Studies cited in eligible articles were also reviewed following a similar screening 
process. The studies identified for systematic review were examined by two review-
ers qualitatively, as described below.

2.4 Data: collection, management, analysis and classification

All reviewers used a shared spreadsheet template to classify and summarize eli-
gible studies and keep track of review progress. Counts and percentages were based 
on the databases from which each study was identified in the following order: WEB 
OF SCIENCE, IEEE XPLORE, PUBMED, EMBASE, EBSCOHOST and GOOGLE 
SCHOLAR. For example, if a study was identified in both WEB OF SCIENCE and 
EMBASE, it counted as being found within the WEB OF SCIENCE.

All eligible studies were classified using the Population/Problem–Intervention–
Comparison–Outcomes–Study (PICOS) design framework [6, 7], which provides a 
common approach for detailed specification of the review questions and criteria during 

KEYWORDS: (P) AND (I) AND (O):

within each group the keywords are combined using the “OR” operator

P (BIG DATA) BIG DATA

I (KNOWLEDGE 
VISUALIZATION)

KNOWLEDGE VISUALIZATION OR VISUAL ANALYTICS OR 
INFORMATION VISUALIZATION OR VISUALIZATION OR 
BUSINESS INTELLIGENCE OR BI OR DASHBOARD

O (CLINICAL DECISION 
SUPPORT)

CLINICAL DECISION SUPPORT OR CLINICAL DECISION MAKING 
OR DECISION SUPPORT SYSTEMS OR HEALTHCARE OR HEALTH 
CARE OR HEALTH OR CARE OR CLINICAL INTELLIGENCE OR 
HOSPITAL OR CLINIC OR CLINICAL OR MEDICAL OR DIAGNOSIS 
OR TREATMENT

Table 1. 
Search terms used to identify publications related to knowledge visualization of big data for clinical decision 
support.
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study design. In this systematic review, the same PICOS categories are used to synthe-
size the data extracted from eligible studies. All PICOS subcategories were identified 
and classified through the review process. Similarly [7] where applicable, pre-existing 
taxonomies such as interaction taxonomy [8, 9], major date types of big data in health 
care [10] and target audience [7] were integrated with the PICOS framework.

The synthesis of the findings contains results for each PICOS category 
(Population/Problem–Intervention–Comparison–Outcomes–Study Design) which 
covers all related subcategories.

3. Results

A total of 2338 references were retrieved from our first search of electronic 
databases. A second search of the gray literature via GOOGLE SCHOLAR 
(n = 780) and a third manual search (n = 134) yielded a total of 3252 studies. We 
then removed 866 (26.6%) duplicate studies. We screened all titles and abstracts 
for 2386 (73.4%) papers and excluded 1843 studies because the visualizations 
discussed were not for healthcare, studies were only for big data without visualiza-
tion or were not for CDS (clinical decision support), papers that used genomics/
DNA or image data, or presented only an abstract. The full text of each of the 
remaining 543 (16.7%) studies was then read. A search of citations yielded an 
additional 34 eligible studies. A total of 577 studies were classified and 560 of 
these studies were excluded. The PRISMA flow diagram (Figure 1) summarizes 
the screening process. The 17 studies remaining were included in the qualitative 
synthesis [11–27] that follows.

Figure 1. 
PRISMA flow diagram.
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Figure 1. 
PRISMA flow diagram.
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3.1 Characteristics of included studies

The majority of the 17 included publications were indexed in the Web of Science 
(n = 12, 70.6%). The series Lecture Notes in Computer Science (LNCS) and the 
Journal of the American Medical Informatics Association (JAMIA) were the other 
sources of the studies (n = 3 (17.6%) and n = 2 (11.8%) respectively). More than half 
of the studies (n = 9, 52.9%) were journal publications and nearly 94% of the studies 
were published in the past 4.5 years (2015–2019). Studies originated from 10 coun-
tries: the USA tops the list with 9 (near 53%) publications, followed by Canada with 
3 (17.6%), France and UAE with 2 each (11.8%), and Greece, Italy, South Korea, 
Portugal, Taiwan and Spain with 1 each (5.9%). 5 (29.4%) studies were conducted in 
two countries and more than half of the studies were conducted at a university. More 
than 82% of the studies discussed one specific type of visualization tool or system.

3.2 PICOS classification: part 1: population, patient and problem

3.2.1 Population (target users) and patients

We identified four main groups of users of big data visualization applications 
for clinical decision support: (1) academicians (clinical researchers and clinical 
epidemiologists, nurse educators) [11, 12, 17, 18, 26], (2) administrators (hospital 
administrators and managers) [12, 17, 25], ancillary staff (caretakers, lab managers, 
pharmacists) [11, 13, 25]; (3) health care providers (clinicians, nurses, physicians) 
[11–16, 18–27] and (4) patients [11, 14, 22, 23]. More than 94% of the studies 
(n = 16) were developed to support clinical healthcare provider decision-making.

A majority of the studies were in non-intensive hospital settings (n = 9, 53%), 
2 in intensive surgical and trauma settings, 2 for outpatients, and 6 studies that did 
not specify hospital settings. Studies were designed to investigate different diseases 
or health problems, such as acute kidney injury [20], appendicitis [16], cardio, 
respiratory, and adverse events [19, 26], chronic diseases and diabetes [11, 13], 
hospital infections and sepsis [20, 25]. Two studies were developed to help predict 
various hospital complications after treatment [17, 20], and seven studies (41%) did 
not provide any information about specific patient diseases or problems.

3.2.2 Big data major types and sources

Big data in health care can be classified into four major types based on data 
sources: (1) big data in medicine, (or medical/clinical big data); (2) big data in 
public health and behavior; (3) big data in medical experiments; and (4) big data 
in medical literature [10]. We identified three major types of big data in reviewed 
studies (Figure 2).

Big data in medicine and clinics includes big data generated in hospitals, such as 
electronic health records (EHRs)/medical records (EMRs), personal health records 
(PHRs), and medical images (visual information of the internal human body). This 
group was the most frequent source of data in the 17 studies. Sixteen studies (94%) 
used big data from medicine and clinics. EHRs, EMRs (n = 12) and PHRs (n = 7) 
were the main sources of big data. These records consisted of some combination of 
clinical notes, laboratory and image reporting results, medical histories, hospital 
stay information, medication and allergies, patient demographics, diagnoses, sensor 
data, etc., all of which are the basis for personalized medicine.

Big data sourced from public health and patient activities are the second major 
sources of big data in our studies (n = 13, 76%). These focus on the physiological 
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data of users that are often collected by portable equipment [10] such as electrical 
and electromagnetic signals from body vitals collected by wearable devices, daily 
health records, and from sports and personal diets.

The main sources of the big data in public health and behavior include measures 
and records of electrical and electromagnetic signals from the body (n = 5, 29%) 
which comprise live data feeds from patient monitoring systems, electrocardio-
graph (ECG) and electroencephalography (EEG) signals, and sensor data from 
the Internet of Things (IOT). These approaches connect humans “to the Internet 
via sensors, and microprocessor chips that record and transmit data” such as brain 
activity, heart rate, sound waves, and body temperature” [22, 23].

Structured knowledge, such as big data from the medical literature under 
Medical Subject Headings (MESH) codes, the International Classification of 
Diseases 10th revision (ICD-10), laboratory test codes, etc. and social media data 
are also significant source of big data in a number of the 17 studies we selected for 
review (n = 3, 18%) (Figure 2).

3.2.3 Big data size

The studies reviewed included more than 5.4 million patients, mostly admitted 
to hospital. The sample size of patients in the studies ranged from 1757 to 2.9 mil-
lion. Authors reported the number of records, tests and patient stay days that ranged 
from 15,700 to 17.8 million. Three studies [11, 18, 21] used structured and/or social 

Figure 2. 
Major types of big data in the 17 chosen studies.
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media big data ranging from 7000 to 300 million records. About 65% of the studies 
(n = 11) used real time data such as ECG streaming, producing 500,000 messages 
per minute and 80 different types of vitals totaling 100,000 messages [26].

3.2.4 Big data types

Big data visualization studies varied significantly among the data types they 
could handle [8].

The data information types could be categorical (nominal (diagnosis, treat-
ment)) or ordinal (“high”, “low” blood pressure level), numerical (for example, 
cholesterol measure, temperature), texts, maps or networks. All 17 studies used 
categorical and numerical data information types, while more than 75% (n = 13) 
used text data types (clinician notes, laboratory results, notes, etc.). Applications in 
13 studies used time series data, including real time signals in three studies (18%) 
[21, 22, 26]. Three studies [13, 15, 16] used maps in their applications to provide 
clinical decision support. All applications reviewed could deal with several types 
of data information, with the most common being combinations of categorical, 
numerical, text and time series.

We further categorized data by medical information type. Most of the studies 
dealt with physical examination of patients, patient outcomes and diseases, symp-
toms, and treatment problems which require support for clinical decision making 
(see Table 3).

A variety of data collection methods were used, with more than half of the stud-
ies using data from EHR/EMR systems. The other most common method involved 
receiving data from continuous monitoring via EEG, ECG, bedside monitoring, or 
IOT [11, 14, 19, 22, 23, 26]. Two studies used big databases [11, 20], one study used 
data from a provincial pathology laboratory [13] and one study used user input data 
in combination with IOT data [14].

3.3 PICOS classification: part 2: intervention

3.3.1 Intervention type and big data visualization techniques

We identified 11 subcategories of the PICOS intervention classification to help 
classify all interventions in the studies such as intervention type, big data visualiza-
tion techniques, visualization types and others.

Seven studies had developed data analysis platform/tools to help the target audi-
ence (healthcare providers, academicians, etc.) [12, 16, 17, 21, 24–26]. Three studies 
developed and used mobile care coordination [14, 15, 20], four studies designed 
web portals for healthcare providers [11, 13, 22, 23] and patients [11]. Two studies 
used a multi-patient surveillance system [12, 18] and one study used a multi patient 
dashboard to support clinical decisions.

For big data visualization techniques 47% (n = 8) of all studies developed web 
application and 41% (n = 7) of all studies used dashboards for supporting clinical 
decisions.

3.3.2 Visualization types

We classified visualizations (36 different types) into 7 visualization categories 
(Table 2). On average, studies used three different visualization types. One study 
[21] used only one visualization type (tabular), five studies (29%) presented two 
different visualization types (multidimensional and tabular, tabular and temporal, 
etc.) [15, 17, 18, 20, 24].
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In 6 studies (35.3%) three different types of visualizations were used [11, 12, 
14, 25–27] with the most common combination being multidimensional, tabular 
and temporal. Four studies (23.5%) presented four different types of visualization 
[13, 16, 19, 22], but only one study used six of the seven visualization categories we 
identified [23].

The most common visualization category (n = 14.82%) for our studies was tabular 
(table) visualization for seven studies [11, 14, 16, 17, 20, 26, 27]. Three studies used 
tabular visualization with color (9 different indicators) and tabular visualization with 
color indicating risks [12, 22, 23]. One study used tabular visualization with color 
coding indicating change from previous state [25] or tabular visualization with color 
coding indicating change in value and out of normal ranges or trend of changes [21]. 
One study used a very innovative tabular visualization with color comets [19], where 
the comet head representing risks at the current time, and a tail that is 3 h long.

More than 70% of the studies (n = 12) used multi-dimensional visualization 
techniques such as area charts (color grading/without color grading) [14, 19, 26], 
bar graphs [11, 13, 14, 16, 26], bipartite graphs [25], box plots [17], bubble charts 
[12], causal network visualizations and heatmaps [13], key performance indicators 
(KPIs) [12, 16], line graphs [11, 19, 24], pie charts [11, 14, 20] and scatter plots [23].

Temporal or timeline visualization is another major category of knowledge 
visualization for clinical decision support (n = 10, 59%). Two studies reported 
visualization of just simple time series graphs without color coding [23, 24], 
although six studies used time series line graphs with color coding indicating: dif-
ferent indicators [25, 27], different status [18, 19], changes from previous encounter 
(Emergency, Hospital Unit, Surgery) [18] or time changes (breakfast, lunch, din-
ner, etc.) [11]. Four studies (24%) presented visualizations of the time series trend 
line [14, 16, 18, 26].

Five studies used icons [12] or icons with color grading zones [15, 19, 22, 23], 
three studies used 3D visualizations [13] or 3D brain maps [22, 23]. The spatial 
context of the big data was presented via maps [16] and interactive geo-spatial 
maps [13, 15]. Four studies presented textual information using simple text [18, 22, 
23] or word clouds for problem identification [27]. More information about specific 
techniques, including background, explanations, and concepts can be found in [28].

3.3.3 Support for user intent

Information visualization can be compared and classified by interaction fea-
tures. There are a great variety of interaction visualization techniques [29], but we 
will use an intent model proposed by [9] and extended by [8]. The concept focuses 

PICOS subcategory: visualization types All studies All studies, %

3D/volumetric 3 17.6

Icons 5 29.4

Maps 3 17.6

Multidimensional 12 70.6

Tabular 14 82.4

Temporal 10 58.8

Textual 4 23.5

Visualization types subcategory.

Table 2. 
PICOS classification of all publications: part 2: intervention.
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[21] used only one visualization type (tabular), five studies (29%) presented two 
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etc.) [15, 17, 18, 20, 24].
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maps [13, 15]. Four studies presented textual information using simple text [18, 22, 
23] or word clouds for problem identification [27]. More information about specific 
techniques, including background, explanations, and concepts can be found in [28].
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on ‘What a user wants to achieve’ and described as “user intent,” quite effective 
technique to classify the low-level interaction techniques into seven descriptive 
high-level categories [9]. We also added an additional category that includes print-
ing, submitting feedback or saving features (Table 3).

Most of the studies support user interactivity (n = 15, 89%). Select: mark some-
thing as interesting interaction techniques such as keeping track or managing a group 
are available in 15 and 13 studies respectively (77%). The Filter: (show me something 
conditionally interaction technique was very useful for multiple patient applica-
tions/systems and enables users to change the set of data items conditionally (in 
some specific conditions). This second intent played a leading part in the reviewed 
applications and was used in 14 studies (82%).

The Explore: show me something else includes items such as reposition, sorting, 
editing, adjusting axis and Reconfigure: show me a different arrangement (switch 
representation technique, vary visual encoding) intents were available in 13 studies 
(77%), while Abstract/Elaborate: show me more or less detail intent gives users the 
ability to adjust the level of abstraction of a data representation (for example via 
time or time constraints) is available in 12 studies (71%).

In more than half of the studies (n = 10, 59%) the Connect: show me related items 
intent is supported, where the most common interaction technique was to show 
patient/group relationship (n = 9, 53%). Print, Submit Feedback, Record/Download: 
show me something to save (printing, submitting feedback and recommendations, 
recording or downloading) intent is enabled in 8 studies (47%) with the most 
common being printing. Encoding: show me a different representation (temporal data 
binning, altering fundamental representation of visual appearance (e.g. color, size, 
and shape) intent is supported in 7 studies (41%) with the most common being the 
switch representation technique (n = 5, 29%).

3.3.4 Cognitive presentation and units visualized

In most of the 17 studies, color and similarity (grouping) are the most supported 
cognitive presentations. Eight studies (47%) support all cognitive presentation 
types, such as color, size and similarity (grouping), seven studies (41%) used color 
and similarity (grouping) and only one study [20] supported color and size. In just 
one study [15], only color presentation is supported.

More than 76% of the studies (n = 13) supported visualization for single 
patients, nine studies (53%) enabled visualization for multiple patients. Nearly 

PICOS subcategory: user intent All studies All studies, %

Select: mark something as interesting 15 88.2

Explore: show me something else 13 76.5

Reconfigure: show me a different arrangement 13 76.5

Encode: show me a different representation 7 41.2

Abstract/elaborate: show me more or less detail 12 70.6

Filter: show me something conditionally 14 82.4

Connect: show me related items 10 58.8

Print, submit feedback, record/download: show me something to save 8 47.1

User intent subcategory.

Table 3. 
PICOS classification of all publications: part 2: intervention.
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30% of the studies (n = 5) visualized aggregated data, such as groups of patients. 
Application or visualization tools can be used for single users in one study [23]. In 
addition, only one study supported data for multi-products [25].

3.3.5 Big data analytics methods and problems

Three main groups of analytical methods were identified in the 17 studies. 
The most commonly used type was Descriptive (n = 16, 94%) which summarizes 
data to provide useful information and sometimes prepares it for further analysis. 
Predictive analytics (conditional logistic regression, deep learning, machine learn-
ing, data mining, AI) was the second most popular analytical method and was used 
in 11 studies (65%). Only two studies (12%) supported natural language processing 
(text mining, sentiment analysis).

These analytical methods were used to solve a variety of analytical problems 
such as analyzing all note types from different providers [27], classification [23] 
and pattern recognition [11], clustering [13, 23], electronic risk visualization of 
respiratory and cardiovascular events [19], identification of sequences of inappro-
priate drug administration cases [21], calculation of aggregated score and progres-
sion of the patient [26], perioperative risk prediction and visualization [20], and 
risk estimation [17, 18, 26]. One study [24] supported only summary statistics for 
contours (as in box-whisker, i.e. mean, median, percentiles 25 and 75, and outliers). 
One other study [25] used statistical measures such as prevalence and incidence of 
microorganisms, antibiotics, and microbiologicals.

3.3.6 Big data platforms and tools

The use of big data requires the support of new analytical and other types of 
tools for handling such massive and different types of data as well as technological 
innovations for data management, integration and interoperability, storage, dis-
tributed processing and analysis, and visualization. The studies we reviewed used 
a great variety of big data platforms and tools. We classified them into 13 categories 
which are presented in Table 3.

Cloud computing services (such as Amazon Web Services, Azure and Google 
clouds or other clouds not specified) were used in most of the studies (n = 11, 65%).

More than half of the studies (n = 9, 53%) supported big data maintenance/
storage technologies based on NoSQL databases [13] and the Hadoop Distributed 
File System (HDFS) [13, 20, 25, 26]. This group also included studies using Apache 
HBase [13, 14, 27], Cassandra [20] and MongoDB [14, 15, 17, 24].

Big data maintenance/storage technologies based on SQL and SQL on Hadoop 
solutions were supported in six studies. The most frequent solutions used were 
MySQL [17, 22], PostgreSQL, Oracle or Microsoft SQL [21, 25], RSQL [18], Spark 
SQL [20], Apache Hive and Apache Impala [25].

Big data scalable distributed processing and analysis was supported in 10 studies 
(59%) and included Hadoop MapReduce [13, 15, 22, 23, 25, 27], Apache Spark [13, 
14, 20, 25, 26], Apache Mahout [23, 25], Apache Kafka [26], Elasticsearch Engine 
[24], Pentaho [25] and TensoronSpark [20].

We also identified studies that supported a microservices architecture for big 
data applications [20], big data cluster resource management [13], big data inte-
gration and interoperability and data maintenance/storage technologies (Rest for 
Traditional Storage (RAID)) [26], messaging cloud based services such as Google 
Cloud Messaging (GCM) [13] and Java Message Service (JMS) [25], mobile applica-
tion development framework [22].
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30% of the studies (n = 5) visualized aggregated data, such as groups of patients. 
Application or visualization tools can be used for single users in one study [23]. In 
addition, only one study supported data for multi-products [25].

3.3.5 Big data analytics methods and problems

Three main groups of analytical methods were identified in the 17 studies. 
The most commonly used type was Descriptive (n = 16, 94%) which summarizes 
data to provide useful information and sometimes prepares it for further analysis. 
Predictive analytics (conditional logistic regression, deep learning, machine learn-
ing, data mining, AI) was the second most popular analytical method and was used 
in 11 studies (65%). Only two studies (12%) supported natural language processing 
(text mining, sentiment analysis).

These analytical methods were used to solve a variety of analytical problems 
such as analyzing all note types from different providers [27], classification [23] 
and pattern recognition [11], clustering [13, 23], electronic risk visualization of 
respiratory and cardiovascular events [19], identification of sequences of inappro-
priate drug administration cases [21], calculation of aggregated score and progres-
sion of the patient [26], perioperative risk prediction and visualization [20], and 
risk estimation [17, 18, 26]. One study [24] supported only summary statistics for 
contours (as in box-whisker, i.e. mean, median, percentiles 25 and 75, and outliers). 
One other study [25] used statistical measures such as prevalence and incidence of 
microorganisms, antibiotics, and microbiologicals.

3.3.6 Big data platforms and tools

The use of big data requires the support of new analytical and other types of 
tools for handling such massive and different types of data as well as technological 
innovations for data management, integration and interoperability, storage, dis-
tributed processing and analysis, and visualization. The studies we reviewed used 
a great variety of big data platforms and tools. We classified them into 13 categories 
which are presented in Table 3.

Cloud computing services (such as Amazon Web Services, Azure and Google 
clouds or other clouds not specified) were used in most of the studies (n = 11, 65%).

More than half of the studies (n = 9, 53%) supported big data maintenance/
storage technologies based on NoSQL databases [13] and the Hadoop Distributed 
File System (HDFS) [13, 20, 25, 26]. This group also included studies using Apache 
HBase [13, 14, 27], Cassandra [20] and MongoDB [14, 15, 17, 24].

Big data maintenance/storage technologies based on SQL and SQL on Hadoop 
solutions were supported in six studies. The most frequent solutions used were 
MySQL [17, 22], PostgreSQL, Oracle or Microsoft SQL [21, 25], RSQL [18], Spark 
SQL [20], Apache Hive and Apache Impala [25].

Big data scalable distributed processing and analysis was supported in 10 studies 
(59%) and included Hadoop MapReduce [13, 15, 22, 23, 25, 27], Apache Spark [13, 
14, 20, 25, 26], Apache Mahout [23, 25], Apache Kafka [26], Elasticsearch Engine 
[24], Pentaho [25] and TensoronSpark [20].

We also identified studies that supported a microservices architecture for big 
data applications [20], big data cluster resource management [13], big data inte-
gration and interoperability and data maintenance/storage technologies (Rest for 
Traditional Storage (RAID)) [26], messaging cloud based services such as Google 
Cloud Messaging (GCM) [13] and Java Message Service (JMS) [25], mobile applica-
tion development framework [22].
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Twelve studies (71%) also used non-big data analytic tools and technolo-
gies, such as i2b2 platform [21], JavaScript Object Notation (JSON) [22–26], Java 
Database Connectivity (JDBC) [17], Mathlab [23], NetBeans [22] and Python [20]. 
Six studies (35%) used R/R Server, and/or Shiny [13, 16–20] for their analyses and 
two studies reported using technologies to implement client-side solutions (Java, 
WebView, HTML, etc.) [22, 23].

3.4 PICOS classification: part 3: comparison

Table 4 presents the results of a PICOS Category Comparison. Seven studies 
(41%) provided or mentioned some description that compared them with another 
system and/or visualization tool [14, 18, 21, 23, 25–27].

Other studies provided comparison for concurrent controls with no visualiza-
tion [19], different users [13], other web portals [11]. Seven studies (41%) did not 
provide or mention any comparison or comparators.

3.5 PICOS classification: part 4: outcomes

We identified six subcategories of the PICOS classification of outcomes (clinical 
decision support) which helped us to classify all outcomes in our studies such as 
system/tool type, clinical decision support purpose, clinical area support, measured 
outcome, clinical or patient outcomes divided into clinical and usability, outcomes 
effects or potential effects.

3.5.1 System/tool type

A majority of studies (n = 16, 94%) used decision support systems, six studies 
(35%) were designed for monitoring intelligent systems (sensors, devices), two 
(12%) used expert systems together with decision support systems [12, 25], one 
used a system for optimizing operations (lab resources depending on order volumes 
and treatments) and a decision support system [13], while only one study was 
developed as a visualization system [17].

3.5.2 Clinical decision support purpose

Each of the systems was designed to address a different purpose, and some were 
used for several purposes. We classified clinical decision support purposes into 
three categories of use: (1) early detection of diseases; (2) improvement of decision 
making; and (3) patient-centric care.

Improvement of decision making. This was the largest common purpose group 
(n = 14, 82%). The intent of these systems included utilizing diverse data to 

PICOS subcategory: comparators All studies All studies, %

Concurrent Controls with No Visual 1 5.9

Different Users 1 5.9

Other System/Visualization 7 41.2

Other Web Portals/Social media websites 1 5.9

None 7 41.2

Table 4. 
PICOS classification of all publications: Part 3. Comparison.
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provide automated and augmented insight, discovery, and evidence-based health 
and wellness decision support (n = 10, 59%) [11, 12, 14, 16, 18, 20, 22–25], fol-
lowed by monitoring and assisting individuals with intelligent systems: sensors, 
devices and robotics, to maintain function and independence (n = 2, 12%) [14, 15], 
improving accuracy [15, 24], supporting clinical workflow [27] and monitoring 
clinical pathways [24]. Other purposes included recalling all similar patients from 
an institution’s electronic medical record (EMR) repository, exploring “what-if” 
scenarios, and collecting these evidence-based cohorts for future statistical valida-
tion and pattern mining [24]. Also included were detecting inadequate treatments 
[21], tracking treatments [13], supporting and formulating guidelines (standards of 
care, expert standards, best practices) adherence to and formulating guidelines for 
interpreting and adjusting severity thresholds regarding the measurement of test 
results [11, 13].

Early detection of diseases. This was the second most frequently used common 
purposes group (n = 12, 71%). The major purpose was disease monitoring, such 
as supervising (the patients), monitoring (the clinical condition) and notifying 
(healthcare personnel) [12, 17, 25, 26], reporting on continuous updates on sei-
zures [23], visualizing signal data on physician and clinician smartphone devices 
to analyze, inspect, and recommend the appropriate medical decisions [22, 23], 
assisting users in the prescription of appropriate empiric or targeted antibiotic 
treatments [25]. Other purposes in this group included adopting and tracking 
healthier behaviors [11, 21], monitoring patient safety for adverse events follow-
ing medical procedures [17], identifying VAE (ventilator adverse events) risk for 
more rigorously identification of adverse events at an earlier stage [26], surveil-
lance and management of antibiotics [24], health tracking [25, 27], and surgery 
risk assessment [20].

Patient-centric health care was supported in two studies (12%). This included 
planning post-discharge care coordination (which could include the follow-up 
visit with the primary care physician or with a subspecialist, or care on subse-
quent days at home by a visiting nurse) [16] and cyber-based empowering of 
patients and healthy individuals to play a substantial role in their own health and 
treatment [11].

3.5.3 Clinical area support

We further categorized our studies by clinical area they supported. We found 
that seven studies (41%) were used for several clinical areas [12, 16, 18, 19, 25–27].

The major supported areas were management of chronic medical conditions 
or preventive care (n = 7, 41%) [11, 14–16, 22, 23, 27] and management of acute 
medical conditions (n = 7, 41%) [12, 16–19, 26, 27]. This was followed in frequency 
by surgical procedures [18, 20, 24], monitoring surgical trauma intensive care 
units (ICU) [19, 26], pharmacotherapy (example of drug safety, infection control, 
rational use of antibiotics) [12, 21, 25], diagnosis [18], laboratory test ordering [13], 
surveillance and operational control of hospital-acquired infections or multidrug 
resistant infections [12, 26].

3.5.4 Were outcomes measured?

In most studies outcomes were not measured (n = 10, 59%) or reported (n = 2, 
12%). Two studies reported more than one type of patient outcome measured 
(algorithm evaluation, time spent, etc.) [21, 27], specific tests such as oxygenation 
of the blood, heartbeats, daily steps, etc. [19], wound healing and/or length of stay, 
and time spent [12, 14].
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used a system for optimizing operations (lab resources depending on order volumes 
and treatments) and a decision support system [13], while only one study was 
developed as a visualization system [17].

3.5.2 Clinical decision support purpose

Each of the systems was designed to address a different purpose, and some were 
used for several purposes. We classified clinical decision support purposes into 
three categories of use: (1) early detection of diseases; (2) improvement of decision 
making; and (3) patient-centric care.

Improvement of decision making. This was the largest common purpose group 
(n = 14, 82%). The intent of these systems included utilizing diverse data to 

PICOS subcategory: comparators All studies All studies, %

Concurrent Controls with No Visual 1 5.9

Different Users 1 5.9

Other System/Visualization 7 41.2

Other Web Portals/Social media websites 1 5.9

None 7 41.2

Table 4. 
PICOS classification of all publications: Part 3. Comparison.

111

A Systematic Review of Knowledge Visualization Approaches Using Big Data Methodology…
DOI: http://dx.doi.org/10.5772/intechopen.90266

provide automated and augmented insight, discovery, and evidence-based health 
and wellness decision support (n = 10, 59%) [11, 12, 14, 16, 18, 20, 22–25], fol-
lowed by monitoring and assisting individuals with intelligent systems: sensors, 
devices and robotics, to maintain function and independence (n = 2, 12%) [14, 15], 
improving accuracy [15, 24], supporting clinical workflow [27] and monitoring 
clinical pathways [24]. Other purposes included recalling all similar patients from 
an institution’s electronic medical record (EMR) repository, exploring “what-if” 
scenarios, and collecting these evidence-based cohorts for future statistical valida-
tion and pattern mining [24]. Also included were detecting inadequate treatments 
[21], tracking treatments [13], supporting and formulating guidelines (standards of 
care, expert standards, best practices) adherence to and formulating guidelines for 
interpreting and adjusting severity thresholds regarding the measurement of test 
results [11, 13].

Early detection of diseases. This was the second most frequently used common 
purposes group (n = 12, 71%). The major purpose was disease monitoring, such 
as supervising (the patients), monitoring (the clinical condition) and notifying 
(healthcare personnel) [12, 17, 25, 26], reporting on continuous updates on sei-
zures [23], visualizing signal data on physician and clinician smartphone devices 
to analyze, inspect, and recommend the appropriate medical decisions [22, 23], 
assisting users in the prescription of appropriate empiric or targeted antibiotic 
treatments [25]. Other purposes in this group included adopting and tracking 
healthier behaviors [11, 21], monitoring patient safety for adverse events follow-
ing medical procedures [17], identifying VAE (ventilator adverse events) risk for 
more rigorously identification of adverse events at an earlier stage [26], surveil-
lance and management of antibiotics [24], health tracking [25, 27], and surgery 
risk assessment [20].

Patient-centric health care was supported in two studies (12%). This included 
planning post-discharge care coordination (which could include the follow-up 
visit with the primary care physician or with a subspecialist, or care on subse-
quent days at home by a visiting nurse) [16] and cyber-based empowering of 
patients and healthy individuals to play a substantial role in their own health and 
treatment [11].

3.5.3 Clinical area support

We further categorized our studies by clinical area they supported. We found 
that seven studies (41%) were used for several clinical areas [12, 16, 18, 19, 25–27].

The major supported areas were management of chronic medical conditions 
or preventive care (n = 7, 41%) [11, 14–16, 22, 23, 27] and management of acute 
medical conditions (n = 7, 41%) [12, 16–19, 26, 27]. This was followed in frequency 
by surgical procedures [18, 20, 24], monitoring surgical trauma intensive care 
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3.5.4 Were outcomes measured?

In most studies outcomes were not measured (n = 10, 59%) or reported (n = 2, 
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3.5.5 Clinical and usability outcomes

Clinical outcomes. Clinical care, clinical research and patient outcomes are 
components of decision making and decision support processes that affect clini-
cal outcomes. All of the studies [11–27] reported at least one clinical outcome, 
and most of them reported several. Fourteen studies (82%) [11–13, 16, 18–27] 
reported potential clinical care outcomes, such as quality of healthcare delivery and 
patient outcomes [18, 22–26], compliance [11, 25], adequate antibiotic use [12], 
identifying patients with decompensating physiology via a visual aid [18], clinician 
performance on clinically relevant tasks [27], accuracy (i.e. the system facilitates 
doctors developing preventive strategies depending on the timely and accurate 
identification of the greatest perioperative complication risks for patients, while 
the system provides accurate information such as improved calculated risk score) 
[20, 26]. Others included determining healthcare provider confidence (i.e. making 
physicians more confident that they were not missing crucial information) [27], 
efficiency (how to quickly detect inappropriate treatment, or help provide better 
care and faster response to adverse events) [21, 26]. Two studies (12%) in addition 
to clinical care outcomes reported that their system could be used in a research set-
ting [11, 13]. Nearly half of the studies (n = 8, 47%) reported patient outcomes [14, 
15, 17, 19, 20, 22, 23, 26] such as patient safety [17, 20], reduced hospital stay [19, 
22, 23], earlier detection of disease, adverse events [19, 26], and time spent for each 
patient state [14, 15].

Usability outcomes. This refers to whether the system that was developed is 
easy to use, cost efficient and satisfactory for the users. Only two studies did not 
report usability outcomes [16, 26]. Ten studies (59%) reported effectiveness of 
their systems, such as gaining more knowledge [12, 18, 21–25] and decreasing 
errors [13], effectiveness usage to estimate changes over time or to compare the 
estimated risks from one hospital to another [17], and optimizing and planning 
resources [13]. Six studies (35%) reported efficiency outcomes, such as low costs 
[17, 18] and time needed on clinically relevant tasks [11, 19, 20, 26]. Almost 30% 
of the studies (n = 5) included satisfaction outcomes, such as satisfaction with 
system usage [23, 27], visual validity (i.e. real time and interactive visualiza-
tion on physician smartphone applications) [14, 22, 23], improvement and user 
friendliness [16].

3.5.6 Outcomes effect

Only six studies (35%) included quantitative measures that could validate the 
outcome changes in their studies [12, 14, 19, 21, 26, 27].

One study [12] reported that their system increased predictive power for patient 
admissions (ICU) and 30% success in predicting an event 7 days before it occurs. 
This study reported that when the system was used, they found decreasing negative 
patient outcomes (death, disease, adverse reactions, infections)—50% of patient 
deaths were predicted within 7 days before the event occurred. Ninety-five percent 
of all decisions (an increase from 30%) were based on information coming from the 
system [12]. They concluded that monitoring antibiotic use in real-time, either from 
an institutional or individual perspective, immediately generated targeted interven-
tions that led to more adequate antibiotic use.

Another study [14] reported that both doctors and normal users are getting 
more and more familiar with the system as a function of “disease numbers” (comor-
bidity) increases. A person with four diseases understands visualization outputs 
three times more quickly than a person with only one disease (30 s vs. 90 s). User 
satisfaction increases as well since they can now understand disease diagnosis 
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results diagrams faster (from 6 (for patient with 1 disease) to near 10 (for patient 
with 4 diseases) on a scale of 0–10.

In another study, the rate of septic shock in the Surgical and Trauma Intensive 
Care Unit (STICU) decreased by more than half after the display of the system 
monitor was made available to the STICU (p < 0.05). These results remained 
statistically significant even after adjusting for other control variables. The rates of 
respiratory failure, hemorrhage and mortality did not change significantly in either 
unit when comparing the periods before and after monitor display [19].

Time to detection of an inappropriate treatment decreased when using an 
algorithm (sorted and ordered sequences) developed for one system [21]. The 
study also reported that the algorithm is a very good classifier when compared 
with a pharmacovigilance expert (gold standard review). Another study [27] 
reported a non-statistically significant difference in time on clinically relevant 
tasks, but many others reported improved potential outcomes without any 
quantitative measures.

Fourteen studies (82.4%) mentioned the potential gain in knowledge for clinical 
decision support [11, 13, 14, 17–27], eight studies (47%) reported a potential to 
decrease negative patient outcomes (death, disease, adverse reactions, infections) 
[12, 16, 18–20, 24–26], seven studies (41%) reported improved clinical decisions 
based on information [12–15, 21, 23, 25]. Six studies (35%) mentioned improved/
increased patient outcomes (e.g. blood sugar, decreased length of stay, saved time) 
[11, 16, 18, 23, 24, 26]. Three studies (18%) reported that system implementation 
will decrease cost of care [22, 23, 26], and one study (6%) reported increased 
predictive power due to system use [12].

3.6 PICOS classification: part 5: study design

The subcategories of the PICOS classification of the study design are presented 
in Table 5. Three subcategories were identified that could classify the study design, 
including: (1) analytics and descriptive study design, (2) study design score and 
(3) whether the system was a prototype or actually used in practice. Thirteen 

PICOS subcategory Description All 
studies

All 
studies, %

STUDY DESIGN Analytics Analytic; Case-Crossover 1 5.9

Analytic; Experimental; 3 17.6

Analytic; Observational 1 5.9

Descriptive Qualitative 13 76.5

Qualitative; Survey 1 5.9

User-centered, iterative design 1 5.9

STUDY DESIGN SCORE 1 (qualitative design) 10 58.8

2 (quantitative descriptive 
design)

1 5.9

3 (mixed qualitative and 
quantitative descriptive)

6 35.3

PRACTICE OR PROTOTYPE Practice (used in practice) 4 23.5

Prototype (real data) 13 76.5

Table 5. 
PICOS classification of all publications: Part 5: study design.
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studies (77%) were identified as descriptive (qualitative) studies, although 10 
(59%) of them were identified only as qualitative designs [11, 13, 16, 18, 20, 22–26], 
three were identified as mixed qualitative and quantitative descriptive [12, 14, 19], 
one was identified as descriptive qualitative with survey [15] and one was descrip-
tive with user-centered, iterative design [27]. Five studies (29%) used analytics 
designs [12, 14, 17, 19, 21].

Most of the studies reviewed (n = 13, 77%) were prototypes but with results 
based on real data. Only four of the studies reported systems (23%) actually used in 
practice.

4. Conclusion

To provide effective patient-centered healthcare, it is essential to manage and 
analyze huge amounts of data. In the past decade, the variety and volume of health 
data sources have both increased dramatically, making traditional data management 
and analysis tools insufficient. Big data has emerged as a response to the growing 
need for health organizations to have new tools capable of processing massive 
amounts and varieties of healthcare data [30]. A major advantage of big data 
techniques is the use of advanced analysis techniques such as predictive analytics to 
improve clinical care, quality of care and patient outcomes.

This systematic review identified 17 studies with different visualization types 
and user intents, with a wide variety of data collection methods, big data platforms 
and tools, clinical decision support purposes to understand and synthesize existing 
approaches of big data knowledge visualization for clinical decision support. The 
results of this review emphasize the use of common types of big data knowledge 
visualization, patterns of big data analytics methods and classification of outcomes 
for clinical decision support.

The study demonstrated big differences in terms of visualization techniques 
used, user intents, big data tool implementations and outcome effects. Most studies 
reported only potential effectiveness from using knowledge visualization in clinical 
setting. This included gaining more knowledge for clinical decision support and 
improved clinical decision making based on better and more timely information, 
decreasing negative patient outcomes (i.e. death, disease, adverse reactions, infec-
tions) and improving patient outcomes (i.e. blood sugar, decreased length of stay 
and time saving), increasing predictive power of adverse events, and decreasing 
cost of care. Much more research is needed on implementing different techniques 
for big data knowledge visualization and evaluating the resulting outcomes from 
clinical decision support. Additional study is also needed to provide solid evidence 
that clinical outcomes can be improved through clinical decision support through 
big data knowledge visualization.

5. Limitations

Our study has three limitations. First, we only searched publications in English, 
and thus did not capture studies published in other languages. We also did not 
include commercial applications/systems which are used for clinical decision 
support and which may be using advanced techniques for knowledge visualization 
support. Lastly, papers on big data knowledge visualization but not implemented on 
big data platforms/tools were excluded from our review. Additional knowledge to 
understand big data knowledge visualization for clinical decision support could be 
possible through a review of such systems.
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Chapter 8

WASPSS: A Clinical Decision
Support System for Antimicrobial
Stewardship
Bernardo Cánovas Segura, Antonio Morales, Jose M. Juarez,
Manuel Campos and Francisco Palacios

Abstract

The increase of infections caused by resistant bacteria has become one of the
major health-care problems worldwide. The creation of multidisciplinary teams ded-
icated to the implementation of antimicrobial stewardship programmes (ASPs) is
encouraged by all clinical institutions to cope with this problem. In this chapter, we
describe the Wise Antimicrobial Stewardship Program Support System (WASPSS), a
CDSS focused on providing support for ASP teams. WASPSS gathers the required
information from other hospital systems in order to provide decision support in
antimicrobial stewardship from both patient-centered and global perspectives. To
achieve this, it combines business intelligence techniques with a rule-based inference
engine to integrate the data and knowledge required in this scenario. The system
provides functions such as alerts, recommendations, antimicrobial prescription sup-
port and global surveillance. Furthermore, it includes experimental modules for
improving the adoption of clinical guidelines and applying prediction models related
with antimicrobial resistance. All these functionalities are provided through a
multi-user web interface, personalized for each role of the ASP team.

Keywords: antimicrobial stewardship, antimicrobial resistance, infection
management, rule-based systems, data and knowledge integration, clinical practice
guidelines

1. Introduction

Antibiotics have been one of the most significant discoveries in medicine, to the
point that some researches talk about pre-antibiotic and post-antibiotic eras in
clinical practice due to their repercussion in the treatment of infectious diseases [1].
However, bacteria are able to develop resistance against antibiotics when they are
exposed to them for a long period of time. Indeed, in a short time after the wide-
spread usage of a novel antibiotic, new strains of bacteria resistant to it have
appeared [2]. The problem is so severe that international health organizations claim
that “... a post-antibiotic era -in which common infections and minor injures can
kill- is a very real possibility for the 21st century” [3].

It has been recognized by global health organizations that one of the main causes
of this problem, also known as antimicrobial resistance, is the overuse of antibiotics.
For this reason, they are encouraging the adoption of antimicrobial stewardship
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programmes (ASPs) [4–7], in order to develop specific actuations and protocols to
improve the antimicrobial usage and limit the rise of antimicrobial resistance. These
programs include recommendations about all the actions related to the use of
antimicrobials in clinical practice, such as the appropriateness of a particular anti-
biotic for an infection, its dosage, the route of administration or the duration of the
therapy [4].

Due to the complexity of this problem, one of the recommendations for the
hospital setting is to constitute a multidisciplinary team, called the antimicrobial
stewardship programme team (ASP team). This team should be composed of special-
ists from different clinical areas such as physicians, epidemiologists, pharmacists,
microbiologists and managers. The coordination of efforts obtained thanks to the
diversity of the ASP team members is seen as fundamental in order to achieve an
improvement in the rational use of antimicrobials within the institution.

First experiences in the implementation of ASP teams have obtained limited but
satisfactory results regarding the usage of antimicrobials [8, 9]. A well-known
disadvantage of the ASP methodology is the amount of time required by ASP
members to review alerts and documentation [10]. Therefore, these studies also
state the need for computerized tools to help with these complex tasks. The use of
clinical decision support systems (CDSSs) can be a key factor in improving the
results of ASP teams, taking into account the multi-user perspective of the problem,
the need for data and knowledge integration from different sources, and the
requirement to provide support both for a particular patient and for the whole
institution in a coordinated manner. In this chapter, we perform an overview of
different studies related with decision support in antimicrobial resistance and per-
form a detailed description of the Wise Antimicrobial Stewardship Program Support
System (WASPSS), a CDSS focused on ASP teams.

2. Decision support in the context of antimicrobial resistance

Infectious diseases were one of first clinical topics related with decision support
systems. One of these first systems was MYCIN [11], which relied on production
rules derived from discussions with clinical experts to provide suggestions about the
diagnosis and appropriate management of infected patients. Although the system
was never used clinically, it was a relevant reference for the research and develop-
ment of CDSSs during the 1980s [12].

Another relevant work was the HELP system [13], which provided alerts,
reports and suggestions obtained from the data available in clinical records. With
additional epidemiologic data and expert knowledge, it was used to provide recom-
mendations about antibiotic treatments and therapies [14].

The infections acquired within clinical institutions (i.e., nosocomial infections)
are commonly caused by bacteria resistant to antibiotics and, therefore, harder to
treat. The relevance of these infections led researchers to focus on this problem. The
GermWatcher expert system [15, 16] is capable of evaluating the results of cultures
with the aim of detecting nosocomial infections. GermWatcher uses a rule engine
whose knowledge base is based on the guidelines of the Nosocomial Infection
Surveillance System from the Centers for Disease Control. Thanks to them, it is
capable of classifying the alert level of a microorganism and deciding whether or not
to report it as a nosocomial infection.

The Mercurio system [17] is also focused on the detection and monitoring
of nosocomial infections. It was intended for different kinds of users, such as
laboratory physicians, clinicians and epidemiologists, and included knowledge
from several sources, such as antibiotic hierarchical definitions and international
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guidelines for microbiological laboratories. It is capable of checking the
susceptibility tests in order to ensure that they have been performed according to
the guidelines, differentiating among possible strains of bacteria, and warning
about possible outbreaks of a particular strain. Furthermore, association rules are
used to identify local resistance patterns that are not covered by the standard
guidelines.

Another example focused on this problem is the HASIS information system [18]
that implements the guidelines for hospital-acquired infections published by the
Centers for Disease Control and Prevention and includes algorithms for the detec-
tion of suspicious cases. It employs a service-oriented architecture as a basis on
which to integrate the surveillance data required for this task.

However, the rise and spread of multidrug-resistant bacteria has forced the
research community to tackle the problem of nosocomial infections from the
broader perspective of antimicrobial stewardship.

The DebugIT (Detecting and Eliminating Bacteria UsinG Information Technology)
European project [19] was developed to gather information about antimicrobial
resistance from heterogeneous sources [20]. It uses semantic web technologies to
structure data and is capable of performing data analysis on it in order to provide
decision support [21].

From yet another point of view, the TREAT system [22] uses causal probabilistic
networks to propose an antibiotic treatment when the infectious agent is still
unknown, based on the local epidemiological data and clinical observations such as
the site of infection, symptoms and background disorders. This signifies that the
spectrum of the treatments can be narrower, and less antimicrobial resistance is,
therefore, developed.

Other proposals are focused on intensive care units (ICUs), since they are the
hospital wards with the highest number of nosocomial infections and multi-
resistant bacteria.

For example, the objective of the MoniICU system [23] is to identify and mon-
itor nosocomial infections in ICUs. It uses production rules defined by using
ARDEN syntax, an HL7 standard oriented toward sharing medical knowledge.
Furthermore, it includes a fuzzy abstraction module for the definition of nosoco-
mial infections.

Another example is the COSARA platform [24], which is focused on infection
surveillance in ICUs. It provides functionalities for the automatic integration of
clinical data and clinical decision support and alerts to alarming trends, among
others.

Recently, some relevant works have been finally focused on supporting ASP
teams in order to assess in the use of antibiotics by hospitals. The Antimicrobial
Prescription Surveillance System [25] is focused on identifying potentially inappro-
priate antimicrobial prescriptions and reporting them to pharmacists. It has a
knowledge base with contraindications regarding drug–drug interactions, drug-bug
mismatches and maximum daily dose, among others. Furthermore, the system
includes a learning algorithm with which to evaluate the feedback regarding the
launched alerts and reduce the number of those that are erroneous or clinically
irrelevant.

In Evans et al. [26], a framework of medical informatics tools is proposed in
order to provide ASP teams with support. It automatically generates spreadsheets
containing the antibiotics that are used daily and the parameters available to decide
the antimicrobial therapy for specific patients. It additionally sends e-mail and SMS
alerts to ASP members when timely-critical laboratory results are available, such as
positive blood or cerebrospinal fluid cultures. Finally, it generates different reports
based on the National Healthcare Safety Network specifications.
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The HAITooL system [27] is also focused on ASP teams. It monitors antibiotic
usage, rates antibiotic-resistant bacteria and allows early identification of outbreaks.
It integrates evidence-based algorithms with which to support proper antibiotic
prescription.

And a final example is the Wise Antimicrobial Stewardship Program Support
System (WASPSS) [10]. WASPSS is focused on ASP team support and gathers
information for multiple hospital information systems in order to provide a unified
decision support for typical ASP tasks. It is the CDSS explained in detail in this
chapter.

3. The WASPSS project

The University Hospital of Getafe (UHG) is a medium-size hospital (approxi-
mately 450 beds), which is located in Madrid, Spain. It has units covering most
medical specialities, including a burns unit, although there are no cardiac surgery or
transplant units. In 2014, the UHG set up an antibiotic stewardship programme
denominated as “program for the multidisciplinary care in the assessment and
control of the antimicrobial therapy” (PAMACTA) [10]. The PAMACTA team is
composed of members from different specialities, including pharmacists, microbi-
ologists, surgeons, internists, intensivists and infection preventionists. This team
has been formed to address two organizational proposals: (a) to include a represen-
tative of each hospital service, or at least those services with a higher use of antibi-
otics, and (b) to involve all the physicians as part of the ASP. The intention of these
two proposals is to reduce the time spent on distributing the task among depart-
ments and the integration of individual clinical expertise with the best available
external clinical evidence, a basic principle of evidence-based medicine [28].

The Wise Antibiotic Stewardship Program Support System (WASPSS) platform
[10, 29] is a CDSS focused on ASPs and infectious disease management. It was
developed by the University of Murcia in collaboration with UHG at the same time
as the PAMACTA team was created, which provided the opportunity to focus on
the current needs of an ASP team starting from scratch. WASPSS is currently in the
production stage and it is used daily by the PAMACTA team. Furthermore, it is
being piloted in other seven public hospitals in Spain.

4. System architecture overview

An overview of the WASPSS software architecture is shown in Figure 1. The
system is capable of obtaining information from multiple hospital information
systems, which is a key factor to provide a proper support to the ASP team. The
hospital systems and some examples of data collected byWASPSS are the following:

• Pharmacy systems: the dispensations or administrations of antimicrobials

• Microbiology laboratory: the results of cultures, the microorganisms found,
and the resistances or susceptibilities found in the laboratory

• Clinical tests laboratory: white-cell count, creatinine levels and other infection-
related tests

• Electronic health records (EHR): data related to patient, such as previous stays,
current ward, and stays at ICU.
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To perform data integration, a Health Level 7 (HL7) interface engine has been
included. HL7 is a widely accepted set of standards for interoperability between
health care organizations. HL7 provides messaging for exchanging, sharing and
retrieving electronic health information between medical applications in near real
time. Most HIS vendors adhere to these standards when developing application
interfaces to exchange patient data. Additionally, WASPSS also supports the batch-
loading of data files for those cases in which the HL7 interface is not available.
Furthermore, a Java Message Service server is also used for the communication
between WASPSS modules.

The data collected from hospital systems are filtered, structured and stored into
an operational database by using extract-transform-load processes. This database
acts as a centralized data hub for all the WASPSS modules.

WASPSS uses artificial intelligence techniques to provide proper support for ASP
teams. In particular,WASPSS includes a knowledgemodule to incorporate clinical
literature and daily practice knowledge [30–32]. To this end, the module implements a
rule-based reasoning architecture composed of a knowledge base and a rule-based
engine. The knowledge base contains production rules, ontologies and other business
process models related with antimicrobial stewardship. The rule-based engine can
make use of both the knowledge base and the data collected from the hospital to
perform abstractions, raise alerts or evaluate processes, and its results can be stored
back into the database or communicated through JMS to the otherWASPSS modules.

Finally, the system includes a web-based interface that offers a different front-
end for each user role of the ASP team, facilitating its usage for each clinician
involved with antimicrobial stewardship within the institution. In the next sections,
we describe in detail the capabilities of WASPSS to provide decision support for
tasks related with both particular patients and the whole clinical organization.
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5.1 Antibiotic prescription

The selection of the most appropriate antibiotic treatment is a key decision both
to improve the patient’s health and to reduce the risk of antimicrobial resistance for
the community. However, it usually occurs that the microorganism responsible for
the infection has not yet been determined when the clinician must decide the
antibiotic therapy to use. In these situations, clinicians must use all the available
information about the patient and the infection (possible focus, previous infections,
etc.) along with the information regarding the common pathogens found in the
hospital and their resistance patterns, which is called the local cumulative
antibiogram. After deciding this initial therapy, known as empiric therapy, clinicians
can adjust, suspend or incorporate antibiotics when the infecting microorganism is
found and analyzed, starting then a targeted therapy. However, the development of a
local cumulative antibiogram is a time-consuming task that requires gathering
information about the microorganisms found within the institution, and therefore,
it is usually generated yearly.

The antibiotic prescription module of WASPSS assists physicians in the prescrip-
tion of appropriate empiric or targeted antibiotic treatments (Figure 2). Thanks to
the data collected from the microbiology system, WASPSS can calculate the cumu-
lative antibiograms instantly. Furthermore, it can use data from any period and
stratify them attending to different criteria in order to obtain, for example, the most
effective antibiotic for blood infections in the ICU ward during the last year.

The efficacy of each antibiotic is computed under those criteria, from 1 (less
effective) to 100 (fully effective), based on the number needed to fail measure [33].
Finally, a list with the available antibiotics ranked by efficacy and confidence
interval is proposed to the physician. The tool shows additional notes about each
option, such as whether a restricted use of the antibiotic is recommended or if it can
be administered orally. Furthermore, the tool can present the list of most common
microorganisms found under the search criteria, along with their susceptibilities to
antimicrobials. A graphical view of the results is also available through a bipartite
model, which represents the relationships between microorganisms and antibiotics
by means of channels of different width [34]. With these tools, physicians can take
a more informed decision related with both empiric and targeted antimicrobial
therapies.

5.2 Alerts, recommendations and assessment of infections

One of the common decision support tasks from CDSSs is to alert clinicians
when certain events occur. In case of the antimicrobial stewardship scenario, typical
alerts are related with the detection of bacteria resistant to multiple antibiotics, the
results of tests that indicate severe infections, the prescription of restricted antibi-
otics or the opportunities to change the route of administration of an antibiotic to a
less aggressive route for a patient.

WASPSS includes a pre-defined set of these alerts in the form of production
rules within its knowledge base. Furthermore, as shown in Figure 3, clinicians may
use the web-based interface to perform detailed queries that can also be stored as
new alerts. If that is the case, the query is translated into production rules, stored in
the knowledge base and executed daily. Each new case found will be notified then
as any other alert automatically.

One recurrent problem is CDSSs is the alarm fatigue, that is, users tend to ignore
all alerts when too many of them are launched [35]. In order to cope with this
problem, WASPSS allows to define alerts with three different levels of severity.
Furthermore, alerts can be restricted to specific user profiles. By this way, each user
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Figure 2.
Screenshot of the antibiotic prescription module. Given a search criteria, a rank of most effective antimicrobials
is provided based on the local cumulative antibiogram (a). A graphical bipartite model is also available in
order to show relationships between antibiotics and microorganisms (b). The antimicrobial efficacy data shown
in this picture are fictitious.
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receives only those alerts relevant to their role in the ASP team, and they can decide
whether to revise only those with higher severity or all of them.

To manage each particular alert, WASPSS displays a patient-centered timeline
view (Figure 4). This view provides a temporal perspective of all the data recov-
ered from hospital systems that are related with antimicrobial stewardship, such as
treatments, cultures, clinical tests and stays in wards. When an alert is fired, it is
linked with the clinical events that caused it and they are highlighted in this view.
By this way, the ASP team can evaluate all the relevant data regarding a patient
when deciding which clinical action must be made in response to each alert.

Most of the clinical actions undertaken by the ASP team consist of performing
recommendations to the physician staff related to changes in the antibiotic therapy
of a particular patient, or to suggest cultures or other clinical tests whose results can
improve the treatment of an infection. WASPSS allows the ASP team to create those
recommendations for a specific patient, attaching their reasons and the suggested
actions. Physicians can then access these recommendations by using the WASPSS
platform. Optionally, these recommendations can be sent through the HL7 interface
to other systems in order to facilitate the daily hospital workflow.

Alerts can also generate automatically informed recommendations that only
need to be validated by the ASP team in order to be communicated. For example,
WASPSS can detect that an antibiotic that is being administered by the intravenous
route for many days can also be administered orally, which is less aggressive for the

Figure 3.
Screenshot of the alerts module. Clinicians can build detailed queries with a user-friendly interface. Those
queries considered as relevant can be automatically translated into production rules and stored as new alerts in
the knowledge base.
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patient. Then, an alert is raised with a recommendation completed by the system,
which includes the antibiotic, the suggestion of changing its administration route,
and also the conditions that must be checked before undertaking this action, such
as that the patient has no digestive problems that contraindicate the ingest
of antibiotics.

WASPSS also facilitates the assessment of the infection for a particular patient.
The patient-centered view includes the relevant data obtained from the EHR, along
with the results from the microbiology tests and the rest of the clinical tests
performed to the patient. The visualization of all these data in a clear and organized
way facilitates the evaluation of the patient’s infection by clinicians.

6. Institutional decision support

Along with the patient-centered perspective, a broader vision is required in
order to perform a proper antimicrobial stewardship within the institution. The
monitoring of both clinical and process outcomes is important for proposing new
strategic actions, and also for removing measures or policies that are not having any
real impact on patient safety, economy or antibiotic resistance.

Global surveillance and monitoring in WASPSS is achieved by four modules.
First, the epidemiology module (Figure 5a) visualizes the evolution of statistical
measures such as prevalence and incidence of microorganisms, antibiotics, micro-
biological sample types and alerts.

Second, the dashboarding module (Figure 5b) provides interactive charts that
summarize global measures related to antibiograms, alerts and ASP recommenda-
tions over a specified time interval.

Figure 4.
Screenshot of the timeline view with the details of the alert and all the patient’s clinical events. The patient’s
data shown in this picture are fictitious.

127

WASPSS: A Clinical Decision Support System for Antimicrobial Stewardship
DOI: http://dx.doi.org/10.5772/intechopen.91648



receives only those alerts relevant to their role in the ASP team, and they can decide
whether to revise only those with higher severity or all of them.

To manage each particular alert, WASPSS displays a patient-centered timeline
view (Figure 4). This view provides a temporal perspective of all the data recov-
ered from hospital systems that are related with antimicrobial stewardship, such as
treatments, cultures, clinical tests and stays in wards. When an alert is fired, it is
linked with the clinical events that caused it and they are highlighted in this view.
By this way, the ASP team can evaluate all the relevant data regarding a patient
when deciding which clinical action must be made in response to each alert.

Most of the clinical actions undertaken by the ASP team consist of performing
recommendations to the physician staff related to changes in the antibiotic therapy
of a particular patient, or to suggest cultures or other clinical tests whose results can
improve the treatment of an infection. WASPSS allows the ASP team to create those
recommendations for a specific patient, attaching their reasons and the suggested
actions. Physicians can then access these recommendations by using the WASPSS
platform. Optionally, these recommendations can be sent through the HL7 interface
to other systems in order to facilitate the daily hospital workflow.

Alerts can also generate automatically informed recommendations that only
need to be validated by the ASP team in order to be communicated. For example,
WASPSS can detect that an antibiotic that is being administered by the intravenous
route for many days can also be administered orally, which is less aggressive for the

Figure 3.
Screenshot of the alerts module. Clinicians can build detailed queries with a user-friendly interface. Those
queries considered as relevant can be automatically translated into production rules and stored as new alerts in
the knowledge base.

126

Recent Advances in Digital System Diagnosis and Management of Healthcare

patient. Then, an alert is raised with a recommendation completed by the system,
which includes the antibiotic, the suggestion of changing its administration route,
and also the conditions that must be checked before undertaking this action, such
as that the patient has no digestive problems that contraindicate the ingest
of antibiotics.

WASPSS also facilitates the assessment of the infection for a particular patient.
The patient-centered view includes the relevant data obtained from the EHR, along
with the results from the microbiology tests and the rest of the clinical tests
performed to the patient. The visualization of all these data in a clear and organized
way facilitates the evaluation of the patient’s infection by clinicians.

6. Institutional decision support

Along with the patient-centered perspective, a broader vision is required in
order to perform a proper antimicrobial stewardship within the institution. The
monitoring of both clinical and process outcomes is important for proposing new
strategic actions, and also for removing measures or policies that are not having any
real impact on patient safety, economy or antibiotic resistance.

Global surveillance and monitoring in WASPSS is achieved by four modules.
First, the epidemiology module (Figure 5a) visualizes the evolution of statistical
measures such as prevalence and incidence of microorganisms, antibiotics, micro-
biological sample types and alerts.

Second, the dashboarding module (Figure 5b) provides interactive charts that
summarize global measures related to antibiograms, alerts and ASP recommenda-
tions over a specified time interval.

Figure 4.
Screenshot of the timeline view with the details of the alert and all the patient’s clinical events. The patient’s
data shown in this picture are fictitious.

127

WASPSS: A Clinical Decision Support System for Antimicrobial Stewardship
DOI: http://dx.doi.org/10.5772/intechopen.91648



Third, actionable reports are generated using the reporting module (Figure 6a).
Currently, two kinds of parameterized reports are available: the first one lists
all the antibiotics and microbiological tests of hospitalized patients during a
specified period of time, grouped by department and sorted by bed number; the
second one includes statistical information (prevalence, incidence, etc.) about all
the microorganisms, antibiotics, sample types and alerts occurred over a specified
time interval.

Last, the ASP indicator module computes several process indicators (Figure 6b)
whose results are presented in two forms: (i) as a run chart showing the evolution of

Figure 5.
Global surveillance support in WASPSS: (a) epidemiology and (b) dashboarding modules. The data shown in
this picture are fictitious.
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the indicator over time and (ii) as a control table showing results of the current
month and year, labeled with color codes indicating the goodness of the result.

7. Incorporation of clinical knowledge

WASPSS is also designed to incorporate different kinds of knowledge related
with antimicrobial resistance [30].

Figure 6.
Global surveillance support in WASPSS: (a) reporting and (b) ASP indicator modules. The data shown in this
picture are fictitious.
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The main source for the knowledge included is the expert rules from the
EUropean Committee on Antimicrobial Susceptibility Testing (EUCAST)
[36, 37]. These rules include the antibiotics to which each bacterial species
is intrinsically resistant, those resistant patterns that are considered as
exceptional and that should be re-checked to discard any problem on the
laboratory tests, and resistance patterns that can be inferred from others found in
laboratory.

WASPSS combines production rules with ontologies in order to incorporate
the EUCAST rules in its knowledge base. Production rules are used to model most of
the EUCAST knowledge, while ontologies are needed to model the hierarchical
relationships of antibiotics and bacteria [31, 38].

This knowledge can be useful for many tasks such as the detection of
incoherencies in laboratory results (e.g., bacteria that are found susceptible to an
antibiotic to which they should be intrinsically resistant according to the EUCAST
rules) and the detection of possible therapy failure because the infecting agent is
found as resistant to all the antibiotics currently administered to the patient. In this
last example, this knowledge has proved to be useful for increasing the number of
cases detected and their clinical relevance [39].

8. Experimental features

The knowledge base and the inference engine provide opportunities for further
knowledge-based expansions, incorporating knowledge from different sources. One
of these sources can be the Clinical Practice Guidelines (CPGs), that is, widely
accepted recommendations, processes and decision steps based on clinical evidence
focused on improving the assistance of patients [40, 41]. Despite the fact that the
use of CPGs has proved to improve clinical outcomes, they must be adapted to the
particularities of each individual patient, which sometimes present a cumbersome
problem for they use in daily practice [42].

WASPSS includes an experimental module to facilitate the visualization, adop-
tion and evaluation of guidelines related with antimicrobial stewardship, focusing
on the processes and decisions included in the guideline and those tasks that can be
monitored thanks to the information gathered by the system [32]. An example of
the graphical interface of this module is shown in Figure 7. The processes included
in the guideline must be modeled by using the Business Process Model Notation
(BPMN) and the decision-related recommendations by using the Decision Model
Notation (DMN). These models are stored within the knowledge base and can be
used to graphically visualize the tasks and decisions contained in the guideline.
Production rules are then used to evaluate the status of each relevant task of the
guideline and provide an estimation of the tasks already finished, those on-going
and also those that may have been omitted. Finally, in combination with the
patient-centered timeline view, the next guideline tasks can be scheduled in a
flexible way, allowing the adaptation of the guideline to the particularities of each
patient.

Another experimental extension is the incorporation of prediction models
within the knowledge base. WASPSS includes an experimental clinical prediction
rules module that is capable of incorporating prediction models based on logistic
regression and evaluating them for a particular patient. Logistic regression is one
of the most used techniques for developing models in clinical practice and can
be combined with other techniques to deal with common problems related with
data mining in antimicrobial resistance, such as unbalanced datasets or concept
drift [43].
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9. Future work

When dealing with clinical data, it is usual to find uncertainties in test results,
clinical guidelines or prediction models, especially due to missing patient data. As a
future research line, we plan to detect these uncertainties as well as the data required to
solve themwhen possible. Then, these data will be asked to the user and incorporated
into the knowledge base to improve the results of the differentWASPSSmodules.

We consider that a grounded explanation of a recommendation is one of the key
factors for the success of a CDSS. The methods and models used in WASPSS (pro-
duction rules, ontologies, etc.) allow the traceability of any alert, decision or abstrac-
tion. Following this idea, we are studying the incorporation of explainable machine
learning methods to improve the justifications of the results of the prediction models.

The use of WASPSS in several hospitals offers us the opportunity to combine
efforts among different ASP teams to improve the global outcomes in antimicrobial
stewardship. On the other hand, it raises the problems of the interchange of knowl-
edge among hospitals [31] and the need for dealing with a huge amount of data,
which may require the adaptation of WASPSS to a big data environment [44].

Other future changes may be taken into consideration as new technologies are
adopted by the hospitals using WASPSS. For example, the Fast Healthcare Interop-
erability Resources (FHIR) protocol has become very popular in last years and its
incorporation into WASPSS may be considered in the medium term.

10. Conclusions

CDSSs have been widely used to assist physicians when dealing with infectious
diseases. However, the need for coordinated efforts against the rise of antimicrobial
resistance urges them to provide new functionalities.

Figure 7.
Graphical interface for the CPG experimental module of WASPSS. The patient’s data shown in this picture are
fictitious.
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WASPSS is our proposal for a CDSS focused on the assistance of ASP teams in
the hospital environment. It combines techniques from business intelligence and
artificial intelligence to provide an integrated perspective for antimicrobial stew-
ardship.

On the one hand, WASPSS collects data from multiple hospital information
systems and incorporates knowledge in the form of alerts and expert EUCAST rules.
It is also capable of incorporating knowledge from CPGs and prediction models
related with antimicrobial resistance.

On the other hand, WASPSS provides alerts and functionalities for antibiotic
prescription, ASP recommendations and infection assessment through a patient-
centered view in order to assist physicians when taking decisions concerning a
particular patient, and global surveillance modules to provide support for strategic
decisions related with epidemiology, global clinical outcomes and reporting.

In conclusion and according to our experience with WASPSS, a multi-user
perspective, capabilities to integrate data and knowledge from different sources,
and both patient-centered and institutional perspectives are key requisites for any
CDSS focused on antimicrobial stewardship.
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