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Preface

Since the birth of light microscopy, various imaging and spectroscopic techniques, 
including electron microscopy, X-ray imaging, and absorption/emission
spectroscopy, have been developed. The technologies have played an important
role in physics, chemistry, and life science. Electron microscopy and X-ray
imaging have been applied to directly observe three-dimensional (3D) material 
structures at atomic scales. Spectroscopies have been used to detect, identify, 
and quantify information on atoms and molecules. Research using imaging and 
spectroscopic techniques have brought abundant information on material culture
to mankind. Many significant physics and chemical laws have been constructed 
through measurements of how materials respond in these experiments, but to truly
understand what is going on, more sophisticated apparatus would be needed.

The material properties or dynamic phenomena we observe on macroscopic
scales result from the countless interactions that take place between individual
atoms on timescales as fast as a picosecond or femtosecond. For example, the OH
stretch of water has a period of 10 femtoseconds. The motions involved are less
than 0.1 angstrom. To study the processes on such intricate scales, time-resolved
spectroscopies using femtosecond-pulsed lasers were proposed in the 20th century.
At the beginning of the 21st century, ultrafast imaging spectroscopy with ultrashort-
pulsed electrons and X-rays were adapted using real-time and real-space imaging of
dynamical processes in matter. Many transient phenomena were revealed, including
dynamics of photodissociation and chemical reactions, photon-induced lattice
heating and melting on picosecond time scales, other structural phase transitions,
etc. The recent developments have opened the femtosecond time domain to
atomically resolved dynamics.

Medical imaging is an indispensable imaging technology in our life. It is undergoing 
a revolution from analog imaging to digital imaging and has shifted from general 
X-ray radiographs to new modalities such as computerized tomography (CT), 
magnetic resonance imaging (MRI), and isotope imaging. CT, which combines the
power of computer processing with X-ray imaging, provides high-resolution images
of the bony structures in three different planes. MRI acquires images of internal 
body structures and becomes the imaging modality of choice for soft tissues and 
vascular structures. Isotope imaging is applied in the elucidation of hidden causes
of pain such as tumors or cancers.

In this book, we introduce several novel imaging and spectroscope techniques and 
their applications concerning such subjects:

• In Chapter 1, a 4D imaging technique with relativistic femtosecond electron
pulses is reviewed. It is also ultra-high voltage pulsed electron microscopy and 
is used for femtosecond atomic imaging with single shot.

• In Chapter 2, a methodology of single-shot time-resolved diffraction imaging 
with an excellent temporal resolution of femtoseconds is reported for the study
of ultrafast dynamics of photo-induced irreversible phase transitions.
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• In Chapter 3, a femtosecond pulse radiolysis (femtosecond time-resolved
spectroscopy) is reviewed. The observation of femtosecond/picosecond
kinetics and reactions of hydrated and pre-hydrated electrons in water is
reported.

• In Chapter 4, the observation of surface plasmons and optical dynamics of
vanadium dioxide on femtosecond and picosecond time scales using vis-NIR
and FTIR spectrometers based on a femtosecond laser system is reported.

• In Chapter 5, the design and implementation of 2D stimulated Raman
microscopy using femtosecond lasers are described. The imaging of
polystyrene beads and biological samples are shown.

• In Chapter 6, an interesting diffraction phenomenon of an electromagnetic
plane wave by a rectangular hole is introduced.

• In Chapter 7, a study of nanoplasma formation of Na and Kr clusters irradiated
by intense femtosecond laser is reported. A modified nanoplasm model is given 
to examine the cluster explosion dynamics.

• Chapter 8 reviews the advantages and limitations of the most important
medical imaging techniques, including plan X-ray radiograph, magnetic
resonance imaging, computerized tomography, isotope imaging, etc.

• In Chapter 9, a cone-beam computed tomography in dentomaxillofacial
radiology is reviewed. Its current limitations and expected improvements are 
described.

Although this book includes a limited number of topics, I think that the content 
in each chapter will be impressive to the reader. I hope this book will contribute to 
future developments and applications.

Finally, I am grateful to all authors for their contributions to this book and their 
efforts to complete the chapters. I also acknowledge the IntechOpen publishing 
team, especially Mateo Pulko for cooperation in the publishing process.

Dr. Jinfeng Yang
The Institute of Scientific and Industrial Research,

Osaka University,
Japan
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Chapter 1

Introductory Chapter: 4D Imaging
Jinfeng Yang and Hidehiro Yasuda

1. Introduction

The study of ultrafast phenomena, including structural dynamics and molecular
reactions, is of great interest for physics, chemistry, biology, and materials science. 
There are numerous examples of phase transitions in condensed materials and 
chemical reactions in free molecules proceeding on nanosecond, picosecond, and 
even femtosecond time scales. To study processes or reactions on such intricate
scales, more sophisticated apparatus would be needed. It is well known that elec-
tron microscopy is a powerful imaging technique and is applied to a wide research
field. The progress of electron microscopy has shown that three-dimensional (3D) 
material structures can be observed with an atomic spatial resolution. However, 
the conventional electron microscopy does not allow studying ultrafast processes
because of the limitation of the speed of video camera.

The study of ultrafast structural dynamics or molecular reactions requires the
use of probes ensuring not only high spatial but also high temporal resolutions. For
this purpose, the new development of ultrafast electron microscopy (UEM), by
combining temporal resolution into conventional electron microscopy, has been
begun in the world. UEM uses a short pulsed electron beam replacing the continu-
ous electron beam in the conventional electron microscopy to image the atomic
motion by time-resolved recording in real time. By introducing temporal resolu-
tion into 3D electron microscopy, UEM allows us to observe the four fundamental 
dimension structures of matter: three spatial and one temporal, which is called 4D 
imaging.

Recent developments in UEM have shown that spatial and temporal information
of matter can be obtained simultaneously on very small and fast scales. The first
UEM was proposed to observe fast processes using a modified 120-keV electron
microscope by Ahmed H. Zewail, Nobel Prize winner in Chemistry 1999, in the
California Institute of Technology [1, 2]. He and his colleagues succeeded to observe
the laser-photon-induced picosecond structural phase transition in vanadium
dioxide film using a stroboscopic method with “single” electron pulses [3]. Later, 
a hybrid 200-keV apparatus was developed. A spatial-temporal resolution of 3.4 Å 
and 250 fs has been achieved. Recently, there are many research activities focused 
on improving the electron source and electron optics inside the microscope to
achieve better temporal and spatial resolutions [4–9]. However, in the current UEM, 
the samples must be pumped 107 times or more by the laser. The process being stud-
ied must be perfectly reversible. To study the irreversible processes, it is necessary
to record images with a larger number of electrons per pulse possible.

In this chapter, we introduce a novel UEM method with relativistic-energy elec-
tron pulses. In this relativistic UEM, an advanced radio-frequency (rf) acceleration
technology is used to generate relativistic femtosecond electron pulses containing a
large number of electrons in pulse and to achieve single-shot femtosecond imaging 
for the study of ultrafast irreversible structural processes.



1

Chapter 1

Introductory Chapter: 4D Imaging
Jinfeng Yang and Hidehiro Yasuda

1. Introduction

The study of ultrafast phenomena, including structural dynamics and molecular 
reactions, is of great interest for physics, chemistry, biology, and materials science. 
There are numerous examples of phase transitions in condensed materials and 
chemical reactions in free molecules proceeding on nanosecond, picosecond, and 
even femtosecond time scales. To study processes or reactions on such intricate 
scales, more sophisticated apparatus would be needed. It is well known that elec-
tron microscopy is a powerful imaging technique and is applied to a wide research 
field. The progress of electron microscopy has shown that three-dimensional (3D) 
material structures can be observed with an atomic spatial resolution. However, 
the conventional electron microscopy does not allow studying ultrafast processes 
because of the limitation of the speed of video camera.

The study of ultrafast structural dynamics or molecular reactions requires the 
use of probes ensuring not only high spatial but also high temporal resolutions. For 
this purpose, the new development of ultrafast electron microscopy (UEM), by 
combining temporal resolution into conventional electron microscopy, has been 
begun in the world. UEM uses a short pulsed electron beam replacing the continu-
ous electron beam in the conventional electron microscopy to image the atomic 
motion by time-resolved recording in real time. By introducing temporal resolu-
tion into 3D electron microscopy, UEM allows us to observe the four fundamental 
dimension structures of matter: three spatial and one temporal, which is called 4D 
imaging.

Recent developments in UEM have shown that spatial and temporal information 
of matter can be obtained simultaneously on very small and fast scales. The first 
UEM was proposed to observe fast processes using a modified 120-keV electron 
microscope by Ahmed H. Zewail, Nobel Prize winner in Chemistry 1999, in the 
California Institute of Technology [1, 2]. He and his colleagues succeeded to observe 
the laser-photon-induced picosecond structural phase transition in vanadium 
dioxide film using a stroboscopic method with “single” electron pulses [3]. Later, 
a hybrid 200-keV apparatus was developed. A spatial-temporal resolution of 3.4 Å 
and 250 fs has been achieved. Recently, there are many research activities focused 
on improving the electron source and electron optics inside the microscope to 
achieve better temporal and spatial resolutions [4–9]. However, in the current UEM, 
the samples must be pumped 107 times or more by the laser. The process being stud-
ied must be perfectly reversible. To study the irreversible processes, it is necessary 
to record images with a larger number of electrons per pulse possible.

In this chapter, we introduce a novel UEM method with relativistic-energy elec-
tron pulses. In this relativistic UEM, an advanced radio-frequency (rf) acceleration 
technology is used to generate relativistic femtosecond electron pulses containing a 
large number of electrons in pulse and to achieve single-shot femtosecond imaging 
for the study of ultrafast irreversible structural processes.



Novel Imaging and Spectroscopy

2

2. UEM with relativistic femtosecond electron pulses

The relativistic UEM [10–14] is constructed with three principal components: 
a rf acceleration-based electron gun, a condenser system, and an imaging system. 
Figure 1 shows a photo of the relativistic UEM, which is 3.5 m in height and 0.8 m 
in diameter. The rf electron gun is driven by a high power of rf to generate a high-
peak rf electric field of 100 MV/m, which is 10 times higher than that of direct 
current gun in the conventional electron microscopy. The electrons emitted from 
photocathode are then quickly accelerated by the rf electric field into the relativ-
istic energy region to reduce the effect of space charge, yielding ultrashort pulses 
containing a large number of electrons in pulse. The details of the rf electron gun 
and the generation of femsecond electron pulses are described in Chapter 2 [15].

Next, the electrons pass through a series of condenser lenses, which use mag-
netic field to precisely control the intensity of the beam, and its illumination angle 
on the sample. A relativistic-energy electron imaging system, including an objective 
lens, an intermediate lens and two projector lenses, is used to magnify the micro-
scopic images. Finally, the images are recorded with a viewing screen (scintillator) 

Figure 1. 
Photo of UEM with relativistic-energy femtosecond electron pulses constructed at Osaka University [13, 14].
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via a charge-coupled device camera [16]. The relativistic UEM is also an ultra-high 
voltage transimission electron microscopy (TEM). It exhibits many significant 
advantages over nonrelativistic-energy UEMs:

1. High temporal resolution of 100 fs or less is achievable, because the ultrashort 
electron pulses of <100 fs can be produced by the rf gun. The transit-time 
broadening due to the relative energy spread is reduced using the relativistic-
energy electrons.

2. The relativistic UEM enables to observe the irreversible processes in materials 
by single-shot imaging with high-intensity femtosecond electron pulses.

3. The high-energy electrons significantly increase the extinction distance of 
elastic scattering. Our previous studies [17, 18] indicate that the kinematic 
theory with the assumption of single elastic scattering events can be applied 
in the relativistic UEM. This enables one to easily explain structural dynamics 
from the experimental results.

4. A thick sample can be used for measurement, thus obviating the requirement 
to prepare suitable thin samples.

5. The relativistic UEM is suitable for in situ observations. A large pole piece of 
the objective lens can be applied for installing various specimens.

The structural dynamics is observed in UEM with a pump-and-probe method, 
as shown in Figure 2. The femtosecond laser pulse is used as a pump pulse to excite 
the sample, while the electron pulse is used to record the time evolution of image 
of the structure by changing the time interval between the electron pulse and the 
laser pump pulse. The time resolution of UEM is determined mainly by the pulse 
duration s of the probe electrons and the pump laser. A high temporal resolution 
can be achieved with the ultrashort electron pulse and the ultrashort laser pump 
pulse. In this UEM, many demonstrations have been carried out and summarize as 
the followings:

1. A 100-fs-long pulsed beam containing 106–107 electrons at an energy of 3 MeV 
has been generated using the rf gun [10–12].

2. In the imaging experiments using these femtosecond pulses, we successfully 
observed contrast TEM images of 200-nm-diameter gold nanoparticles and 
other materials. At a low-magnification observation, single-shot imaging with 
the 3 MeV fs electron pulse is achievable [11, 12].

3. In the electron diffraction measurement, we successfully detected high-
contrast electron diffraction images of single crystalline, polycrystalline, and 
amorphous materials. An excellent spatial resolution of diffraction images was 
obtained as 0.027 Å−1 [19, 20].

4. In the pump-and-probe experiments using the relativistic femtosecond pulses, 
a laser-induced ultrafast melting dynamics in crystalline gold [17, 18] and a 
laser-excited ultrafast electronically driven phase transition in single-crystal-
line silicon [19, 20] were observed. The best temporal resolution of 100 fs has 
been achieved [20].
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The details of the above experiments have been reported in the related refer-
ences. The results demonstrate the advantages of relativistic UEM, including access 
to high-order Bragg reflections, single-shot imaging with the relativistic femtosec-
ond electron pulse, and the feasibility of time-resolved imaging to study ultrafast 
structural dynamics.

3. Conclusion

Ultrafast electron microscopy with relativistic femtosecond electron pulses is 
a very promising 4D imaging technique for scientists wishing to study ultrafast 
structural dynamics in materials. It is an unprecedented innovative technology that 
enables femtosecond atomic-scale imaging using single-shot measurement and 
paves the way for the study of irreversible processes in physics, chemistry, biology, 
and materials science.

The relativistic UEM is also a very compact, ultra-high voltage electron micros-
copy. It can be used in a variety of settings such as general research institutions and 
laboratories. Furthermore, by providing a femtosecond temporal resolution, the 
relativistic UEM will constitute the next generation of electron microscopes. It will 
allow the study of structural dynamics to be broken into unprecedented time-
frames, further encouraging the discovery of new knowledge.

Acknowledgements

The authors acknowledge Prof. Yoshida Y., Drs. Kan K. and Gohdo M. of 
the Institute of Scientific and Industrial Research in Osaka University for their 
valuable discussions, Profs Tanimura K. of the Research Center for Ultra-High 
Voltage Electron Microscopy (UHVEM) in Osaka University for their valu-
able suggestions. Additionally, the authors thank Urakawa J., Takatomi T., and 

Figure 2. 
(a) General schematic of UEM using relativistic femtosecond electron pulse and (b) pump-and-probe method 
for the observation of structural dynamics [13].

5

Introductory Chapter: 4D Imaging
DOI: http://dx.doi.org/10.5772/intechopen.92350

Author details

Jinfeng Yang1* and Hidehiro Yasuda2

1 The Institute of Scientific and Industrial Research, Osaka University, Osaka, Japan

2 Research Center for Ultra-High Voltage Electron Microscopy, Osaka University, 
Japan

*Address all correspondence to: yang@sanken.osaka-u.ac.jp

Terunuma N. of the High Energy Accelerator Research Organization (KEK) for 
the fabrication of the rf gun.

This research was funded by JSPS KAKENHI Grant Numbers JP22246127, 
JP26246026, and JP17H01060 of Grant-in-Aid for Scientific Research (A) and 
JP16K13687 of Challenging Research Exploratory, Japan.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



Novel Imaging and Spectroscopy

4

The details of the above experiments have been reported in the related refer-
ences. The results demonstrate the advantages of relativistic UEM, including access 
to high-order Bragg reflections, single-shot imaging with the relativistic femtosec-
ond electron pulse, and the feasibility of time-resolved imaging to study ultrafast 
structural dynamics.

3. Conclusion

Ultrafast electron microscopy with relativistic femtosecond electron pulses is 
a very promising 4D imaging technique for scientists wishing to study ultrafast 
structural dynamics in materials. It is an unprecedented innovative technology that 
enables femtosecond atomic-scale imaging using single-shot measurement and 
paves the way for the study of irreversible processes in physics, chemistry, biology, 
and materials science.

The relativistic UEM is also a very compact, ultra-high voltage electron micros-
copy. It can be used in a variety of settings such as general research institutions and 
laboratories. Furthermore, by providing a femtosecond temporal resolution, the 
relativistic UEM will constitute the next generation of electron microscopes. It will 
allow the study of structural dynamics to be broken into unprecedented time-
frames, further encouraging the discovery of new knowledge.
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Chapter 2

Femtosecond Electron Diffraction
Using Relativistic Electron Pulses
Jinfeng Yang

Abstract

Observation of atomic-scale structural motion in matter with femtosecond tem-
poral resolution is of considerable interest to scientists and paves the way for new
science and applications. For this purpose, ultrafast electron diffraction (UED)
imaging using femtosecond electron pulses is a very promising technique, as elec-
trons have a larger elastic scattering cross section as compared to photons or X-rays
and can be easily focused in observation with high spatial resolution. In this chapter,
we first give an overview of the historical development of current nonrelativistic
UEDs and discuss the potentials of UEDs with relativistic electron pulses. Second,
we describe the concept and development of relativistic UED with femtosecond
electron pulses generated by a radio-frequency acceleration-based photoemission
gun. Some demonstrations of diffraction imaging of crystalline materials using 3-
MeV electron pulses with durations of �100 fs are presented. Finally, we report a
methodology of single-shot time-resolved diffraction imaging for the study of
ultrafast dynamics of photo-induced irreversible phase transitions.

Keywords: ultrafast electron diffraction, femtosecond electron pulse,
relativistic electron beam, structural dynamics, radio-frequency electron gun

1. Introduction

Femtosecond imaging is a long-awaited technique for materials scientists to
observe atomic and molecular motions directly and in real time. For this type of
ultrafast imaging, time-resolved diffraction with short-pulsed X-rays has been
developed and is widely used globally. Recently, ultrafast electron diffraction
(UED) using femtosecond electron pulses [1–3] has facilitated the study of the
structural dynamics of reversible and irreversible processes, including ultrafast
phase transformations, femtosecond chemical/biochemical reactions, and radiation
damages. It is well-known that electrons have many advantages over X-rays. Elec-
trons have a larger elastic scattering cross section and can be easily focused to
develop a measurement with high spatial resolution. A small sample can be used in
the UED measurement. The instruments used with UEDs are also very compact.

The earliest time-resolved electron diffraction experiments with pulsed elec-
trons on the milli- to microsecond time scale were developed using a deflection
technique in the 1980s [4]. Later, a photoemission pulsed electron source was used
in an electron diffraction measurement by Ewbank et al. [5, 6]. The temporal
resolution was improved to sub-nanoseconds. In 1982, Mourou and Williamson [7]
pioneered the use of 100-ps electron pulses to construct a picosecond electron
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diffraction experiment. Later, they used a streak-camera tube to generate 25-keV
picosecond electron pulses (�20 ps) in a UED experiment and succeeded at
detecting laser-induced ultrafast phase transformation in aluminum [8]. The
number of electrons per pulse used in the diffraction measurement was maintained
at �104. Since 2000, the research groups of Zewail [1, 9, 10], Miller [2], and Cao
[11] have focused their efforts on generating ultrashort electron pulses. A mode-
locked femtosecond laser was used to generate ultrashort electron pulses and to
excite the samples. A temporal resolution of sub-picoseconds and femtoseconds was
achieved in UEDs, which provided real-time diffraction imaging and enabled the
recording of atomic or molecular motion in chemical and biochemical reactions.
Figure 1 shows a schematic of a typical femtosecond electron-diffraction apparatus
constructed with a laser-driven electron source, magnetic lens, sample-positioning
system, and electron diffraction detector. In most UEDs, a conventional Ti:sapphire
femtosecond pulsed laser is used to generate ultrashort electron pulses with a
photocathode and to pump the sample to induce structural changes in materials.
The key elements of this apparatus are the electron source and detection system.

The temporal resolution is mainly defined by the electron pulse duration. In all
of the aforementioned UEDs, a DC acceleration-based photoemission electron gun
was used to generate ultrashort electron pulses with a short-pulsed laser. The use of
a higher accelerating electric field (extraction field, Eext) between the photocathode
and anode (grid) is crucial to reducing Coulomb repulsion of electrons (space-
charge effects). The transit-time broadening τKE can be reduced by increasing Eext,
because τKE ∝

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔEkin

p
=Eext [12], where ΔEkin is the kinetic energy spread of photo-

electrons. For an Au or Ag photocathode driven by a 266-nm ultraviolet (UV) laser,
ΔEkin � 0.6 eV, the dispersive broadening near the photocathode can be maintained
below 300 fs at Eext = 10 MV/m or more [3]. However, the maximum static
extraction field in the dc gun is determined by the vacuum breakdown limit of
�10 MV/m.

The space-charge effects occur not only in the electron gun but also during the
propagation of the electron pulse from the gun to the sample. The broadening of
both the pulse duration and energy spread of electrons due to the space-charge
effects in the propagation of nonrelativistic femtosecond electron pulses has been
investigated theoretically by Siwick et al. [13]. Their results indicated that when

Figure 1.
Schematic of a typical femtosecond electron-diffraction apparatus. A DC-acceleration-based photoemission
electron gun is used to produce ultrashort electron pulses with third harmonics of a Ti:sapphire femtosecond
laser. The electron pulse passes through the specimen and produces a diffraction pattern of the structure.
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a 30-keV and 300-fs electron pulse containing �104 electrons is transported to
the sample with a 40-cm-long drift space, the pulse duration is increased to 4 ps,
and the relative energy spread is increased to 3 � 10�3. In this case, both the
temporal and spatial resolutions are reduced by the space-charge effects. To
reduce the space-charge effects, two solutions are used in UED. One involves a
decrease in the number of electrons in the pulse. This results in a low brightness
electron beam at the sample and presents tremendous difficulties for single-shot
imaging in the study of the dynamics of irreversible processes. Another involves
reducing the photocathode-to-sample distance. Miller et al. at the University of
Toronto developed a 30-keV electron gun with a photocathode-to-sample distance
of 4.5 cm. This source produced a 600-fs short electron pulse containing 6000
electrons per pulse. The beam fluence at the sample φ = N/A, where N is the total
number of electrons per pulse and A is the beam area at the sample, is
φ � 1 � 1011 m�2 [14]. Nevertheless, a minimum of �104–105 electrons per
pulse are needed to resolve the diffraction peak and/or obtain a clear image
in UED [15].

To generate high-brightness electron beams with pulse durations on the order
of 100 fs, an advanced accelerator technology for radio-frequency (RF)
acceleration-based photoemission electron guns (photocathode RF guns) has been
proposed to generate multi-MeV femtosecond electron pulses for UED [16–27].
The RF gun is usually operated with a high RF electric field equal to or >100 MV/m.
Therefore, the electrons emitted from the photocathode can be quickly
accelerated into the relativistic energy region to minimize the space-charge effects
in the pulse, yielding a femtosecond or picosecond pulse with numerous electrons.
Recently, Yang et al. [28–30] developed the first prototype for relativistic ultrafast
electron microscopy using the RF gun. They succeeded in generating
high-brightness electron pulses with a pulse duration of 100 fs containing
107 electrons at an energy of 3 MeV. They also demonstrated the single-shot imag-
ing using these femtosecond electron pulses [31, 32]. Relativistic UED is very
promising for the study of ultrafast dynamics in solid-state materials and
chemical/biological complex systems. It exhibits many crucial advantages over
nonrelativistic UED systems:

• High-current electron pulses enable single-shot imaging so that both reversible
and irreversible processes in materials can be observed.

• Higher energies considerably enhance the extinction distance for elastic
scattering and provide structural information that is essentially free from
multiple scattering and inelastic effects. This enables us to easily understand
and explain structural dynamics.

• Ultrashort pulses of <100 fs are possible. The utilization of the relativistic
electron pulse overcomes the loss of temporal resolution because of the velocity
mismatch in samples. High temporal resolution of 100 fs or less can be
achieved in relativistic UED.

• A thick sample can be used for measurement, thus obviating the requirement
to prepare suitable thin samples.

• Radiation effects derived from ionization damage processes decrease at higher
energies in samples. In fact, at MeV energies, the dominant damage process for
electron beams is not ionization but rather the much slower ballistic “knock-
on” process.
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• Higher energies considerably enhance the extinction distance for elastic
scattering and provide structural information that is essentially free from
multiple scattering and inelastic effects. This enables us to easily understand
and explain structural dynamics.

• Ultrashort pulses of <100 fs are possible. The utilization of the relativistic
electron pulse overcomes the loss of temporal resolution because of the velocity
mismatch in samples. High temporal resolution of 100 fs or less can be
achieved in relativistic UED.

• A thick sample can be used for measurement, thus obviating the requirement
to prepare suitable thin samples.

• Radiation effects derived from ionization damage processes decrease at higher
energies in samples. In fact, at MeV energies, the dominant damage process for
electron beams is not ionization but rather the much slower ballistic “knock-
on” process.
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• Relativistic UED is suitable for in situ observations, as large areas exist in the
sample room for installing various specimens. Relativistic UED can be used to
study gas-, liquid-, and solid-phase samples.

In this chapter, we introduce UED with relativistic femtosecond electron
pulses. The chapter also describes the generation of femtosecond electron pulses
using an RF photoemission gun, the concept and design of relativistic UED, and
demonstration experiments with relativistic femtosecond electron pulses.

2. Relativistic UED with femtosecond electron pulses

Relativistic UED consists of a 1.6-cell S-band (2.856 GHz) photocathode RF gun,
an imaging system with magnetic lenses, a femtosecond laser, and a detector.
Figure 2 shows a schematic and photograph of relativistic UED at Osaka University.
All components were installed on a vibration-controlled board with a size of
3 � 3 m2.

Figure 2.
Schematic (top) and photograph (bottom) of UED apparatus with relativistic femtosecond electron pulses at
Osaka University. All components are installed on a vibration-controlled board with a size of 3 � 3 m2.
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2.1 Photocathode RF gun

The photocathode RF gun is a high-brightness electron source and has been widely
applied in the field of advanced particle accelerators (e.g., free-electron lasers and
linear colliders). The RF gun used in relativistic UED consists of two RF cavities: a half
cell and a full cell (1.6-cell), as shown in Figure 3. The length of the full-cell cavity is
equal to half the 2.856 GHz RF wavelength, λ/2 = 52.48 mm, whereas the length of the
half cell is 0.6 times λ/2; numerical studies have shown that an optimal performance is
obtained if the half-cell cavity is 0.6 times the full cell length rather than 0.5�. The
design and details of the cavities were described in [32, 33]. The cavities are driven by
a MW-power 2.856 GHz accelerating RF to produce a stronger accelerating RF field
on the photocathode. The RF gun is operated in the TM010 transverse magnetic mode
[34, 35]. The phase shift between the half and full cells is equal to π, resulting in the
acceleration of electrons in both cavities. The linear components of the electric fields
at r = 0 (the center axis of the RF cavities) [32] can be assumed to be:

Ez ¼ E0 cos kz sin ωtþ φ0ð Þ, (1)

where E0 is the peak accelerating field, k = 2π/λ, ω = ck, c is the velocity of light,
and ϕ0 is the initial RF phase when the electron leaves the cathode surface (z = 0) at
t = 0. In relativistic UED, the peak RF power filled to the RF cavities is 4 MW,
resulting in E0 = 75 MV/m. This field thus accelerates electrons emitted from the
photocathode quickly up to 3 MeV to minimize the space-charge effects in the
pulses. Therefore, the RF gun can easily produce femtosecond electron pulses by the
illumination of the femtosecond laser on the photocathode.

The visualization of atomic-scale structural motion by UED requires electron
pulses of the shortest duration and lowest emittance to achieve high temporal and
spatial coherence. The temporal resolution of UED is determined based on the
duration of the electron pulses. The beam emittance directly determines the quality
of the diffraction image (e.g., the sharpness of the diffraction patterns (DPs) and
the diffraction contrast in the acquired images (i.e., spatial resolution)). The pulse
duration and emittance of the electron beam are two crucial parameters in UED.

2.1.1 The temporal duration of the electron pulses

The temporal duration of the electron pulses generated from the RF gun, in the
absence of time delay due to the response time of the photocathode materials, is

Figure 3.
(a) Photocathode RF gun and (b) schematic for the generation of femtosecond electron pulses in the RF gun.
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given by the driving laser pulse duration and temporal electron broadening. The
temporal electron broadening can be defined with two components: one derives
from the initial energy bandwidth (initial kinetic energy spread, ΔEkin) of electrons
emitted from the photocathode, as described in Section 1. Another derives from
the space-charge-induced broadening during the propagation from the cathode to
the sample. Therefore, the electron pulse duration can be given as

σb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2opt þ τ2KE þ τ2SC

q
, (2)

where σb is the pulse duration of electrons, σopt is the laser pulse duration, and τKE
and τSC are the temporal broadenings due to the initial kinetic energy spread and
space-charge effect, respectively. The first temporal broadening is proportional to
τKE ∝

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔEkin

p
=Eacc [12], where Eacc is the accelerating electric field (Eext in the dc gun

and E0 for the RF gun). The second temporal broadening is proportional to Q/E2,
where Q and E are the electron charge and total energy of the electron beam,
respectively. For the 3-MeV electron pulses at Q < 1 pC, τKE and τsc in the RF gun are
negligible. Therefore, the duration of low-charge electron pulses generated from the
RF gun is approximately equal to the driving laser pulse duration, σb ≈ σopt.

2.1.2 The total emittance of the electron beam

The total emittance of the electron beam generated from the RF gun [32] is
given as:

ε ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2rf þ ε2sc þ ε2th

q
, (3)

εrf ¼ 2:73� 10�11E0f
2σ2xσ

2
b, (4)

εsc ¼ 3:76� 103 Q
E0 2σx þ σbð Þ , (5)

where εrf is the normalized RF-induced emittance in root mean square (RMS) in
mm-mrad, εsc is the normalized RMS space-charge-induced emittance in mm-mrad,
εth is the thermal emittance (initial emittance) at the cathode, E0 is the peak accel-
erating field in MV/m, f is the RF in MHz, Q is the electron charge of the pulse in
nC, and σb and σx are the RMS pulse duration in ps and RMS transverse beam size in
mm, respectively. For example, under the conditions of E0 = 75 MV/m, σb = 100 fs,
σx = 0.3 mm, and Q = 0.1 pC (106 electrons per pulse), we estimate that
εrf = 1.5 � 10�5 mm-mrad and εsc = 7 � 10�3 mm-mrad. This indicates that the RF-
induced emittance is negligible and the magnitude of the space-charge-induced
emittance at Q ≤ 0.1 pC is close to the order of nm-rad. Therefore, in this case, the
thermal emittance (initial emittance) at the cathode is dominant.

Assuming an isotropic emission into a half sphere in front of the cathode surface,
the thermal emittance can be expressed in terms of the RMS incident laser spot size
on the cathode σr and the initial kinetic energy spread ΔEkin of the photoelectrons:

εth ¼ σr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ΔEkin

3m0c2

r
, (6)

where m0 is the electron mass and σr is the laser spot size at the photocathode.
For a very fine copper photocathode driven by a 266-nm laser under the conditions
of E0 = 75 MV/m and ϕ0 = 30°, ΔEkin = 0.42 eV [36]. Therefore, the thermal
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emittance is estimated as a function of the RMS laser spot size: εth = 0.74 � σr. This
indicates that we can reduce the emittance to εth � 10 nm-rad in the RF gun if we
can focus the laser spot as σr = 10 μm at the photocathode. In this case, the peak
brightness of electron pulses Bp can be calculated by

Bp ¼ βγð Þ2 Q
ε2σb

, (7)

where β = v/c, v is the electron velocity, and γ is the normalized relativistic
energy. From a 3-MeV electron pulse with a pulse duration of 100 fs, we can
calculate the peak brightness to Bp = 5 � 1017 A/m2 sr and the beam fluence to
φ � 2 � 1011 m�2. The spatial coherence length can be calculated by [37]:

Lc ¼ h
m0c

σx
ε
, (8)

where h is Planck’s constant. If σx = 0.3 mm at the sample, the spatial coherence
length is Lc � 10 nm, which is an ideal value for electron diffraction imaging.
It is twice as large or greater than that of current nonrelativistic UED systems
[12, 37, 38]. This allows us to detect sharp DPs and acquire good contrast diffraction
images in the measurements.

In the presented relativistic UED apparatus, a very fine copper photocathode
was used and illuminated by the third-harmonic of a Ti:sapphire laser (266 nm,
pulse duration: 90 fs). The pulse energy of the UV light was 5 μJ at maximum. The
diameter of the laser spot at the photocathode was 0.1 mm in RMS focused by an
optical lens. The injection phase (gun phase) was 30°, which is an optimal condition
to minimize the transverse emittance. The electron beam energy was 3 MeV under
the 4-MW RF input. The repetition rate of the electron pulses was 10 Hz, which
was determined by the repetition rate of the RF pulses.

2.2 UED imaging system

2.2.1 Electron illumination system

The electron illumination system consists of a solenoid magnetic lens, condenser
lens, and condenser aperture to control and transfer the electron pulses from the
RF gun on the specimen, as shown in Figure 3. The solenoid lens with a large
beam aperture is used to create a parallel electron beam. The condenser aperture
made of a 1-mm-thick molybdenum metal with four pinholes with diameters of 0.3,
0.5, 1, and 2 mm stops the large-divergence electrons to further reduce the emit-
tance, yielding a small illumination convergence angle at the specimen. After the
aperture, we use the condenser lens to create a parallel beam or convergent beam on
the specimen. The parallel beam is used for selected area diffraction, whereas the
convergent beam is used mainly for convergent beam electron diffraction.

The emittance of the electron beam that passed through the aperture with 0.5, 1
and 2 mm diameter pinholes was measured as 0.1, 0.3, and 0.7 mm-mrad [30],
respectively. Reducing the emittance increased the RMS brightness in the pulse. The
RMS brightness of the transmitted electrons was 2.2, 1.4 and 0.5 � 1022 electrons/
m2 sr, and the number of electrons per pulse was �0.6, 2.5, and 4.4 � 107 at the
sample with 0.5-, 1-, and 2-mm diameter pinholes, respectively. For the use of
the 0.3-mm-diameter pinhole, the number of electrons in the pulse was �1 � 106,
and the brightness was estimated to be ≥5 � 1022 electrons/m2 sr. The illumination
convergence angle of the electron beam at the sample was α = 26 μrad in the

15

Femtosecond Electron Diffraction Using Relativistic Electron Pulses
DOI: http://dx.doi.org/10.5772/intechopen.88511



given by the driving laser pulse duration and temporal electron broadening. The
temporal electron broadening can be defined with two components: one derives
from the initial energy bandwidth (initial kinetic energy spread, ΔEkin) of electrons
emitted from the photocathode, as described in Section 1. Another derives from
the space-charge-induced broadening during the propagation from the cathode to
the sample. Therefore, the electron pulse duration can be given as

σb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2opt þ τ2KE þ τ2SC

q
, (2)

where σb is the pulse duration of electrons, σopt is the laser pulse duration, and τKE
and τSC are the temporal broadenings due to the initial kinetic energy spread and
space-charge effect, respectively. The first temporal broadening is proportional to
τKE ∝

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔEkin

p
=Eacc [12], where Eacc is the accelerating electric field (Eext in the dc gun

and E0 for the RF gun). The second temporal broadening is proportional to Q/E2,
where Q and E are the electron charge and total energy of the electron beam,
respectively. For the 3-MeV electron pulses at Q < 1 pC, τKE and τsc in the RF gun are
negligible. Therefore, the duration of low-charge electron pulses generated from the
RF gun is approximately equal to the driving laser pulse duration, σb ≈ σopt.

2.1.2 The total emittance of the electron beam

The total emittance of the electron beam generated from the RF gun [32] is
given as:

ε ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2rf þ ε2sc þ ε2th

q
, (3)

εrf ¼ 2:73� 10�11E0f
2σ2xσ

2
b, (4)

εsc ¼ 3:76� 103 Q
E0 2σx þ σbð Þ , (5)

where εrf is the normalized RF-induced emittance in root mean square (RMS) in
mm-mrad, εsc is the normalized RMS space-charge-induced emittance in mm-mrad,
εth is the thermal emittance (initial emittance) at the cathode, E0 is the peak accel-
erating field in MV/m, f is the RF in MHz, Q is the electron charge of the pulse in
nC, and σb and σx are the RMS pulse duration in ps and RMS transverse beam size in
mm, respectively. For example, under the conditions of E0 = 75 MV/m, σb = 100 fs,
σx = 0.3 mm, and Q = 0.1 pC (106 electrons per pulse), we estimate that
εrf = 1.5 � 10�5 mm-mrad and εsc = 7 � 10�3 mm-mrad. This indicates that the RF-
induced emittance is negligible and the magnitude of the space-charge-induced
emittance at Q ≤ 0.1 pC is close to the order of nm-rad. Therefore, in this case, the
thermal emittance (initial emittance) at the cathode is dominant.

Assuming an isotropic emission into a half sphere in front of the cathode surface,
the thermal emittance can be expressed in terms of the RMS incident laser spot size
on the cathode σr and the initial kinetic energy spread ΔEkin of the photoelectrons:

εth ¼ σr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ΔEkin

3m0c2

r
, (6)

where m0 is the electron mass and σr is the laser spot size at the photocathode.
For a very fine copper photocathode driven by a 266-nm laser under the conditions
of E0 = 75 MV/m and ϕ0 = 30°, ΔEkin = 0.42 eV [36]. Therefore, the thermal

14

Novel Imaging and Spectroscopy

emittance is estimated as a function of the RMS laser spot size: εth = 0.74 � σr. This
indicates that we can reduce the emittance to εth � 10 nm-rad in the RF gun if we
can focus the laser spot as σr = 10 μm at the photocathode. In this case, the peak
brightness of electron pulses Bp can be calculated by

Bp ¼ βγð Þ2 Q
ε2σb

, (7)

where β = v/c, v is the electron velocity, and γ is the normalized relativistic
energy. From a 3-MeV electron pulse with a pulse duration of 100 fs, we can
calculate the peak brightness to Bp = 5 � 1017 A/m2 sr and the beam fluence to
φ � 2 � 1011 m�2. The spatial coherence length can be calculated by [37]:

Lc ¼ h
m0c

σx
ε
, (8)

where h is Planck’s constant. If σx = 0.3 mm at the sample, the spatial coherence
length is Lc � 10 nm, which is an ideal value for electron diffraction imaging.
It is twice as large or greater than that of current nonrelativistic UED systems
[12, 37, 38]. This allows us to detect sharp DPs and acquire good contrast diffraction
images in the measurements.

In the presented relativistic UED apparatus, a very fine copper photocathode
was used and illuminated by the third-harmonic of a Ti:sapphire laser (266 nm,
pulse duration: 90 fs). The pulse energy of the UV light was 5 μJ at maximum. The
diameter of the laser spot at the photocathode was 0.1 mm in RMS focused by an
optical lens. The injection phase (gun phase) was 30°, which is an optimal condition
to minimize the transverse emittance. The electron beam energy was 3 MeV under
the 4-MW RF input. The repetition rate of the electron pulses was 10 Hz, which
was determined by the repetition rate of the RF pulses.

2.2 UED imaging system

2.2.1 Electron illumination system

The electron illumination system consists of a solenoid magnetic lens, condenser
lens, and condenser aperture to control and transfer the electron pulses from the
RF gun on the specimen, as shown in Figure 3. The solenoid lens with a large
beam aperture is used to create a parallel electron beam. The condenser aperture
made of a 1-mm-thick molybdenum metal with four pinholes with diameters of 0.3,
0.5, 1, and 2 mm stops the large-divergence electrons to further reduce the emit-
tance, yielding a small illumination convergence angle at the specimen. After the
aperture, we use the condenser lens to create a parallel beam or convergent beam on
the specimen. The parallel beam is used for selected area diffraction, whereas the
convergent beam is used mainly for convergent beam electron diffraction.

The emittance of the electron beam that passed through the aperture with 0.5, 1
and 2 mm diameter pinholes was measured as 0.1, 0.3, and 0.7 mm-mrad [30],
respectively. Reducing the emittance increased the RMS brightness in the pulse. The
RMS brightness of the transmitted electrons was 2.2, 1.4 and 0.5 � 1022 electrons/
m2 sr, and the number of electrons per pulse was �0.6, 2.5, and 4.4 � 107 at the
sample with 0.5-, 1-, and 2-mm diameter pinholes, respectively. For the use of
the 0.3-mm-diameter pinhole, the number of electrons in the pulse was �1 � 106,
and the brightness was estimated to be ≥5 � 1022 electrons/m2 sr. The illumination
convergence angle of the electron beam at the sample was α = 26 μrad in the

15

Femtosecond Electron Diffraction Using Relativistic Electron Pulses
DOI: http://dx.doi.org/10.5772/intechopen.88511



parallel-beam operation mode with the 0.3-mm-diameter condenser aperture,
which is discussed in a later section.

The specimen room is located downstream of the condenser lens. The distance
from the photocathode to the specimen is 1.2 m. The sample is manipulated by six-
axis motorized stages. In a time-resolved experiment, the sample can be pumped by
a femtosecond laser pulse, as shown in Figure 2. A pump laser with wavelengths of
266, 400, and 800 nm can be selected to meet the requirements of the measured
materials. The pulse duration of the pump laser pulses is 90 fs in full width at half
maximum (FWHM). The vacuum pressure in the specimen room reaches
�10�10 Torr. When inserting or changing a new sample, the sample is first installed
into a separated vacuum chamber (preparation room) for the sample cleaning.

2.2.2 Imaging system

The diffraction imaging system consists of a diffraction lens (DL) and a projec-
tion lens (PL). The diffraction lens focuses the electrons at a back focal plane (BFP),
yielding the DPs on the BFP. The projection lens then projects the DPs in the desired
magnification onto a viewing screen (scintillator) through a charge-coupled device
(CCD) camera, as shown in Figure 4. An aperture with a pinhole diameter of
0.5 mm is inserted at the DL center to block scattered electrons and scattered pump
laser light. The UED patterns can be observed in two modes: a wide-momentum
mode, in which the PL is weak or turned off, and a high-resolution mode, in which
the PL magnifies the DPs or images onto the scintillator.

To achieve a high sensitivity to MeV electron detection with a high damage
threshold, a Tl-doped CsI columnar crystal scintillator equipped with a fiber optic
plate (Hamamatsu Photonics) is used to convert the relativistic-energy DPs or
images into optical images. Finally, the optical images are propagated by a thin
reflective mirror (at 45°) and detected with an electron-multiplying CCD
(EMCCD) with 1024� 1024 pixels. The effective detection area of the scintillator is
50 � 50 mm2, whereas the distance from the specimen to the scintillator is 1.6 m.
The sensitivity of the whole detection system is 3 � 10�3 counts/electron. The
intensity and position of Bragg peaks in the DPs can be monitored and recorded
simultaneously using analysis software for studying the structural dynamics.

Figure 4.
Schematic of UED imaging with a parallel beam (parallel beam configuration). DL focuses the electrons at a
BFP, yielding DPs on BFP. PL then projects the DPs in the desired magnification onto the scintillator. The DPs
can be observed in two modes: a wide-momentum mode, in which the PL is weak or turned off, and a
high-resolution mode, in which the PL magnifies the DPs or images onto the scintillator.
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2.3 Femtosecond laser system

A conventional mode-locked Ti:sapphire femtosecond laser (Spectra-Physics) is
used to illuminate the photocathode and to excite the sample. The laser consists of
a 80-fs Ti:sapphire laser oscillator (Tsunami, central wavelength: 800 nm) and a
regenerative amplifier (Spitfire Ace) that includes a pulse stretcher and compressor.
The femtosecond laser oscillator is synchronized to an external 79.3-MHz RF signal
with a time-to-lock piezoelectric device, as shown in Figure 2. The 79.3-MHz RF
signal is generated by dividing the accelerating 2856-MHz RF by 1/36. The time
jitter between the laser pulse and RF phase is <100 fs. The laser oscillator output is
fed to the regenerative amplifier for pulse stretching, amplification, and compres-
sion. The regenerative amplifier is driven by a green laser with a repetition rate of
1 kHz (Empower, wavelength: 532 nm, output: 20 W). The pulse energy of the
amplifier output is 3 mJ. The pulse duration is 90 fs in FWHM after the pulse
compression.

The amplified femtosecond laser beam is divided into two beams. One is
converted to the third-harmonics by a wavelength converter (Tripler) composed of
two nonlinear crystals (SHG and THG) and a time plate for pulse delay adjustment.
The third-harmonic pulses (UV wavelength, 266 nm; pulse duration, �90 fs) with a
maximum energy of 5 μJ per pulse are focused by an optical lens and then illumi-
nated onto the copper photocathode to generate femtosecond electron pulses. The
residual fundamental femtosecond laser (wavelength: 800 nm) is used directly to
excite the sample or is converted to second-harmonics (wavelength: 400 nm) or
third-harmonics (wavelength: 266 nm) to excite the sample, based on the sample’s
requirements. The time delay between the pump laser pulse and the probe electron
pulse is changed with an optical delay located on the pump laser beam line for
time-resolved experiments, as shown in Figure 2. The repetition rate of the pump
laser pulses is reduced to 10 Hz with two optical choppers, similar to the repetition
rate of the electron pulses.

3. UED experiments with relativistic femtosecond electron pulses

3.1 Observations of DPs from crystalline metals, semiconductors, and chemical
compounds

In relativistic UED, we measured the DPs of various crystalline materials (e.g.,
metals, semiconductors, and chemical compounds). The electron pulses generated
from the RF gun were collimated by the condenser aperture with the different
pinhole diameters of 1, 0.5, and 0.3 mm before the sample was illuminated. The
energy and pulse durations of the electron pulses were 3 MeV and �100 fs, respec-
tively. The following four samples were used:

1.35-nm-thick single-crystalline silicon (Si) films produced from a 60-μm-thick
Si (001) wafer by photolithography and plasma etching

2.30-nm-thick polycrystalline aluminum foils (Cat. No. S108, EM-Japan)

3.Polycrystals of a thallous chloride chemical compound dispersed on a carbon
film pasted on a copper mesh (Cat. No. S110, EM-Japan)

4.Multilayer single-crystalline mica films
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parallel-beam operation mode with the 0.3-mm-diameter condenser aperture,
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To achieve a high sensitivity to MeV electron detection with a high damage
threshold, a Tl-doped CsI columnar crystal scintillator equipped with a fiber optic
plate (Hamamatsu Photonics) is used to convert the relativistic-energy DPs or
images into optical images. Finally, the optical images are propagated by a thin
reflective mirror (at 45°) and detected with an electron-multiplying CCD
(EMCCD) with 1024� 1024 pixels. The effective detection area of the scintillator is
50 � 50 mm2, whereas the distance from the specimen to the scintillator is 1.6 m.
The sensitivity of the whole detection system is 3 � 10�3 counts/electron. The
intensity and position of Bragg peaks in the DPs can be monitored and recorded
simultaneously using analysis software for studying the structural dynamics.

Figure 4.
Schematic of UED imaging with a parallel beam (parallel beam configuration). DL focuses the electrons at a
BFP, yielding DPs on BFP. PL then projects the DPs in the desired magnification onto the scintillator. The DPs
can be observed in two modes: a wide-momentum mode, in which the PL is weak or turned off, and a
high-resolution mode, in which the PL magnifies the DPs or images onto the scintillator.
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2.3 Femtosecond laser system

A conventional mode-locked Ti:sapphire femtosecond laser (Spectra-Physics) is
used to illuminate the photocathode and to excite the sample. The laser consists of
a 80-fs Ti:sapphire laser oscillator (Tsunami, central wavelength: 800 nm) and a
regenerative amplifier (Spitfire Ace) that includes a pulse stretcher and compressor.
The femtosecond laser oscillator is synchronized to an external 79.3-MHz RF signal
with a time-to-lock piezoelectric device, as shown in Figure 2. The 79.3-MHz RF
signal is generated by dividing the accelerating 2856-MHz RF by 1/36. The time
jitter between the laser pulse and RF phase is <100 fs. The laser oscillator output is
fed to the regenerative amplifier for pulse stretching, amplification, and compres-
sion. The regenerative amplifier is driven by a green laser with a repetition rate of
1 kHz (Empower, wavelength: 532 nm, output: 20 W). The pulse energy of the
amplifier output is 3 mJ. The pulse duration is 90 fs in FWHM after the pulse
compression.

The amplified femtosecond laser beam is divided into two beams. One is
converted to the third-harmonics by a wavelength converter (Tripler) composed of
two nonlinear crystals (SHG and THG) and a time plate for pulse delay adjustment.
The third-harmonic pulses (UV wavelength, 266 nm; pulse duration, �90 fs) with a
maximum energy of 5 μJ per pulse are focused by an optical lens and then illumi-
nated onto the copper photocathode to generate femtosecond electron pulses. The
residual fundamental femtosecond laser (wavelength: 800 nm) is used directly to
excite the sample or is converted to second-harmonics (wavelength: 400 nm) or
third-harmonics (wavelength: 266 nm) to excite the sample, based on the sample’s
requirements. The time delay between the pump laser pulse and the probe electron
pulse is changed with an optical delay located on the pump laser beam line for
time-resolved experiments, as shown in Figure 2. The repetition rate of the pump
laser pulses is reduced to 10 Hz with two optical choppers, similar to the repetition
rate of the electron pulses.

3. UED experiments with relativistic femtosecond electron pulses

3.1 Observations of DPs from crystalline metals, semiconductors, and chemical
compounds

In relativistic UED, we measured the DPs of various crystalline materials (e.g.,
metals, semiconductors, and chemical compounds). The electron pulses generated
from the RF gun were collimated by the condenser aperture with the different
pinhole diameters of 1, 0.5, and 0.3 mm before the sample was illuminated. The
energy and pulse durations of the electron pulses were 3 MeV and �100 fs, respec-
tively. The following four samples were used:

1.35-nm-thick single-crystalline silicon (Si) films produced from a 60-μm-thick
Si (001) wafer by photolithography and plasma etching

2.30-nm-thick polycrystalline aluminum foils (Cat. No. S108, EM-Japan)

3.Polycrystals of a thallous chloride chemical compound dispersed on a carbon
film pasted on a copper mesh (Cat. No. S110, EM-Japan)

4.Multilayer single-crystalline mica films
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All DPs of the four samples were observed under the wide-momentum mode.
Figure 5 shows the DPs of a (001)-orientated single-crystalline Si sample

observed both through single-pulse (single-shot) and 10-pulse integrations. A con-
denser aperture with a 0.3-mm-diameter pinhole was used to collimate the electron
beam. The number of electrons in the pulse was �1 � 106. In Figure 5a, both the
lowest Bragg and higher-order peaks clearly appear in the single shot. The excellent
quality of the diffraction image is much higher than the pioneering data in the
nonrelativistic UED measurement [22]. In Figure 5b, entire DPs are clearly visible
with 10 pulses integrated. The maximum scattering vector is more than 2 Å�1.

The intensity profile of Bragg peaks along (440) and (�4–40) spots of the
single-shot image is shown in Figure 5c. The RMS width of the zeroth-order spot
(000) was 0.015 Å�1, indicating an excellent spatial resolution for the MeV
diffracted beam. Based on the width of the (000) spot and the measured distance of
the diffraction spots from the (000) position, we estimated the RMS illumination
convergence angle of the electron beam at the specimen to be α = 26 μrad. By using
the 0.3-mm-diameter condenser aperture, we improved both the width and con-
vergence angle from the previous development [20]. The RMS width of both the
(220) and (�2–20) diffraction spots, which included the effects of the probe beam
energy spread, was identical to that of the (000) spot, indicating a small energy
spread in the electron pulse generated by the RF gun.

Figure 5.
DPs of a (001)-oriented single-crystalline Si measured with (a) single-shot and (b) 10-pulse integrations. (c)
The intensity profile along (440) and (�4–40) spots of the single-shot image. The solid line represents the raw
data, and the broken line is given with 1/10 intensities. The energy of the electron pulses is 3 MeV, containing
approximately 1 � 106 electrons per pulse.
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Figure 6 shows transmission electron microscopy (TEM) images and UED pat-
terns of a 30-nm-thick polycrystalline aluminum foil (top images) and polycrystal-
line thallous chloride (bottom images). The DPs were measured with single-shot
and 100-pulse integrations. The energy of the electron pulses was 3 MeV. The
condenser aperture with a 1-mm diameter pinhole was used to collimate the elec-
trons. The number of electrons in each pulse was 2.5 � 107. The demonstrations
indicate that relativistic UED also enabled the electron diffraction imaging of poly-
crystalline materials and chemical compounds, and the entire DPs were clearly
visible with 100 pulses. These suggest that UED with relativistic femtosecond
electron pulses enables the study of ultrafast chemical reactions in chemistry and
biology. Moreover, single-shot imaging is also possible for polycrystalline materials.
This means that the irreversible processes and reactions in polycrystalline materials
and chemical compounds can be observed using relativistic UED.

Figures 7 shows the DPs of a (100)-oriented multilayer single-crystalline mica
measured with single-shot, 10-, and 100-pulse integrations [29]. The energy of the
electron pulses was 3 MeV. The condenser aperture with a 0.5-mm-diameter pin-
hole was used to collimate the electrons. The number of electrons in the pulse was
6 � 106. The mica sample was composed of a chemical compound of KAl2(AlSi3)
O10(OH)2 with a multilayer structure. The thickness of the monolayer was �10 Å.
This is used widely to check the performance of electron diffraction observation in
TEM. In general, diffraction imaging of mica is difficult comparing with that of
metallic single crystals because of the close diffraction spots. In the relativistic UED
measurement as shown in Figure 7, both the lowest Bragg and higher-order peaks
clearly appear in the observation with 10-pulse integration, and the entire DPs are
readily obtained with 100 pulses. Moreover, the possibility of single-shot observa-
tion is shown in the measurement.

Figure 6.
TEM and UED images. Top: a 30-nm thick polycrystalline Al foil. Bottom: polycrystalline thallous chloride.
The images of (a) and (b) are measured by a 200-KV TEM. The DPs of (b) and (e) are measured with single-
shot, whereas (c) and (f) are measured with 100-pulse integration. The energy of the electron pulses is 3 MeV,
containing 2.5 � 107 electrons per pulse.
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Figure 6 shows transmission electron microscopy (TEM) images and UED pat-
terns of a 30-nm-thick polycrystalline aluminum foil (top images) and polycrystal-
line thallous chloride (bottom images). The DPs were measured with single-shot
and 100-pulse integrations. The energy of the electron pulses was 3 MeV. The
condenser aperture with a 1-mm diameter pinhole was used to collimate the elec-
trons. The number of electrons in each pulse was 2.5 � 107. The demonstrations
indicate that relativistic UED also enabled the electron diffraction imaging of poly-
crystalline materials and chemical compounds, and the entire DPs were clearly
visible with 100 pulses. These suggest that UED with relativistic femtosecond
electron pulses enables the study of ultrafast chemical reactions in chemistry and
biology. Moreover, single-shot imaging is also possible for polycrystalline materials.
This means that the irreversible processes and reactions in polycrystalline materials
and chemical compounds can be observed using relativistic UED.

Figures 7 shows the DPs of a (100)-oriented multilayer single-crystalline mica
measured with single-shot, 10-, and 100-pulse integrations [29]. The energy of the
electron pulses was 3 MeV. The condenser aperture with a 0.5-mm-diameter pin-
hole was used to collimate the electrons. The number of electrons in the pulse was
6 � 106. The mica sample was composed of a chemical compound of KAl2(AlSi3)
O10(OH)2 with a multilayer structure. The thickness of the monolayer was �10 Å.
This is used widely to check the performance of electron diffraction observation in
TEM. In general, diffraction imaging of mica is difficult comparing with that of
metallic single crystals because of the close diffraction spots. In the relativistic UED
measurement as shown in Figure 7, both the lowest Bragg and higher-order peaks
clearly appear in the observation with 10-pulse integration, and the entire DPs are
readily obtained with 100 pulses. Moreover, the possibility of single-shot observa-
tion is shown in the measurement.

Figure 6.
TEM and UED images. Top: a 30-nm thick polycrystalline Al foil. Bottom: polycrystalline thallous chloride.
The images of (a) and (b) are measured by a 200-KV TEM. The DPs of (b) and (e) are measured with single-
shot, whereas (c) and (f) are measured with 100-pulse integration. The energy of the electron pulses is 3 MeV,
containing 2.5 � 107 electrons per pulse.
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In summary, the experiments indicated that (1) the relativistic UED with fem-
tosecond electron pulses can be applied to electron diffraction imaging of a wide
range of materials and (2) relativistic UED enables single-shot observation with
femtosecond electron pulses. This means that the ultrafast dynamics of irreversible
processes in materials can be measured using relativistic UED.

3.2 Time-resolved measurement for study of ultrafast structural dynamics

A time-resolved measurement technique is used in UED to observe the struc-
tural dynamics in a sample. In this case, a femtosecond laser pulse with the desired
wavelength based on the sample’s requirement is used to excite the sample, whereas
the electron pulses are used as a probe to monitor the DPs as a function of the time
delay between the pump laser pulse and electron pulse. The time delay in the
measurement is adjusted by an optical delay placed on the pump laser beam line, as
shown in Figure 2. The pulse energy and polarization of the pump laser can be
changed to meet the requirements. In the absence of a velocity mismatch between
the pump and the probe beams within the sample, the final temporal resolution of
UED is expressed as:

Δt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2b þ σ2l þ Δt2j

q
, (9)

where σb is the probe electron pulse duration, σl is the pump laser pulse duration,
and Δtj represents the time jitter between two pulses. The time jitter in the relativ-
istic UED is determined by the synchronization of the laser pulse to the accelerating
RF phase. Therefore, we can define Δtj < 100 fs, as discussed in Section 2.3. In the
presented time-resolved experiment, both the durations of the pump and probe
pulses are �100 fs in RMS, yielding a total temporal resolution of �180 fs in RMS.

The intensities of Bragg peaks measured in the UED experiments reflect both the
lattice temperature effect (in terms of the Debye-Waller factor) and details of the
structural changes. For example, by monitoring the intensities of Bragg peaks as a
function of the time delay between the two pulses, we can investigate the phase
transformation in materials (e.g., melting of metal excited by laser light). Figure 8
presents an example of a time-resolved UED experiment to observe laser-induced
melting dynamics in a 10-nm-thick (001)-oriented single-crystal gold film [25, 26].
The sample was excited by a 385-nm femtosecond laser (second-harmonic of a
turned 770-nm Ti:sapphire laser). The UED patterns were observed by 3-MeV
electron pulses. The electron pulses were collimated to a 200-μm diameter by an
aperture in the front of the sample. The diameter of the pump laser at the sample
was 800 μm, which was much larger than that of the probe electron beam. The

Figure 7.
DPs of a (100)-oriented multilayer single-crystalline mica measured with (a) single-shot, (b) 10-, and (c)
100-pulse integrations [29]. The energy of the electron pulses is 3 MeV, containing 6 � 106 electrons per pulse.
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temporal resolution of the pump-probe measurement was �180 fs. Figure 8d gives
the plot of the (200) Bragg peak intensity as functions of the pump laser fluence (F)
and the time delay between the probe and pump pulses. The intensity was normal-
ized with respect to the value measured for each sample prior to laser excitation. At
F = 27 mJ/cm2, 40% of the intensity was still detectable after 30 ps, whereas the
intensity was nearly reduced to zero within �15 ps at F = 45 mJ/cm2, indicating a
strong dependence on the excitation fluence.

To determine the structural changes in the film reflected in the measured
dynamics of Bragg peaks, we applied a hybrid method that combines the two-
temperature model with classical molecular dynamics (2 T-MD) [26]. This method
has already been used to model the laser-induced melting of nanofilms and
nanorods. By comparing the theoretical predictions from 2 T-MD with the UED
measurements, we succeeded in revealing the mechanism of the laser-induced
melting. Figure 9 shows a comparison of experimental and theoretical signals at the
pump laser fluences of 27 and 41 mJ/cm2 and the cross sections of the atomistic
simulation of melting in the single-crystal gold film at the absorbed fluences (Fabs)
of 3.0 and 4.5 mJ/cm2. The model reproduced both the fast decay of Bragg intensity
at <5 ps and the slower longer-term behavior. At low fluence, F = 27 mJ/cm2 or
Fabs = 3.0 mJ/cm2 (Figure 9a and c), the dynamics exhibited premelting of free
surfaces and heterogeneous melting by melt front propagation. The melt fronts
slowly propagated toward the center, but the film did not melt entirely, and small
regions of crystalline gold remained at 1.2 ns. At high fluence, F = 41 mJ/cm2 or
Fabs = 4.5 mJ/cm2 (Figure 8b and d), the sample expanded more rapidly, and the
premelting was more pronounced. The average temperature reached the melting
temperature at 6 ps, and homogenously distributed seeds of low-density molten
phase were subsequently created at 6–12 ps. When the sample reached the limit of
crystal stability (after 12 ps), these molten seeds grew and coalesced until the
sample melted entirely �20 ps.

Figure 8.
Schematic and results of a time-resolved UED experiment. The UED patterns (a) and (b) are obtained by
wide-momentum and high-resolution modes, respectively. (c) The (000)-order peak intensity was obtained by
single-shot at F = 27 mJ/cm2. (d) The (200) Bragg peak intensities at F = 1, 27 and 41 mJ/cm2 were obtained
by averaging over four equivalent (200) Bragg-peak spots [25]. Copyright 2013, with permission from the
American Institute of Physics.
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In summary, the experiments indicated that (1) the relativistic UED with fem-
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presents an example of a time-resolved UED experiment to observe laser-induced
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electron pulses. The electron pulses were collimated to a 200-μm diameter by an
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100-pulse integrations [29]. The energy of the electron pulses is 3 MeV, containing 6 � 106 electrons per pulse.
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temporal resolution of the pump-probe measurement was �180 fs. Figure 8d gives
the plot of the (200) Bragg peak intensity as functions of the pump laser fluence (F)
and the time delay between the probe and pump pulses. The intensity was normal-
ized with respect to the value measured for each sample prior to laser excitation. At
F = 27 mJ/cm2, 40% of the intensity was still detectable after 30 ps, whereas the
intensity was nearly reduced to zero within �15 ps at F = 45 mJ/cm2, indicating a
strong dependence on the excitation fluence.

To determine the structural changes in the film reflected in the measured
dynamics of Bragg peaks, we applied a hybrid method that combines the two-
temperature model with classical molecular dynamics (2 T-MD) [26]. This method
has already been used to model the laser-induced melting of nanofilms and
nanorods. By comparing the theoretical predictions from 2 T-MD with the UED
measurements, we succeeded in revealing the mechanism of the laser-induced
melting. Figure 9 shows a comparison of experimental and theoretical signals at the
pump laser fluences of 27 and 41 mJ/cm2 and the cross sections of the atomistic
simulation of melting in the single-crystal gold film at the absorbed fluences (Fabs)
of 3.0 and 4.5 mJ/cm2. The model reproduced both the fast decay of Bragg intensity
at <5 ps and the slower longer-term behavior. At low fluence, F = 27 mJ/cm2 or
Fabs = 3.0 mJ/cm2 (Figure 9a and c), the dynamics exhibited premelting of free
surfaces and heterogeneous melting by melt front propagation. The melt fronts
slowly propagated toward the center, but the film did not melt entirely, and small
regions of crystalline gold remained at 1.2 ns. At high fluence, F = 41 mJ/cm2 or
Fabs = 4.5 mJ/cm2 (Figure 8b and d), the sample expanded more rapidly, and the
premelting was more pronounced. The average temperature reached the melting
temperature at 6 ps, and homogenously distributed seeds of low-density molten
phase were subsequently created at 6–12 ps. When the sample reached the limit of
crystal stability (after 12 ps), these molten seeds grew and coalesced until the
sample melted entirely �20 ps.

Figure 8.
Schematic and results of a time-resolved UED experiment. The UED patterns (a) and (b) are obtained by
wide-momentum and high-resolution modes, respectively. (c) The (000)-order peak intensity was obtained by
single-shot at F = 27 mJ/cm2. (d) The (200) Bragg peak intensities at F = 1, 27 and 41 mJ/cm2 were obtained
by averaging over four equivalent (200) Bragg-peak spots [25]. Copyright 2013, with permission from the
American Institute of Physics.
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Recently, other time-resolved observations of ultrafast structural dynamics
in semiconductors, organic crystals, and two-dimensional materials have been
proposed in relativistic UED. The results showed that relativistic UED has great
potential and excellent performance for the study of ultrafast photo-induced phase
transitions.

4. Conclusion

In this chapter, we introduced femtosecond diffraction imaging with relativistic
electron pulses. We also discussed relativistic femtosecond electron pulse genera-
tion using an RF-acceleration-based photoemission gun, a relativistic UED appara-
tus, and demonstrations of UED measurements with the relativistic femtosecond
electron pulses. The electron pulses generated by the RF gun exhibited excellent
characteristics, including a low emittance of ≤0.1 mm-mrad, a short pulse duration
of 100 fs, and a high number of electrons of ≥106 in the pulse at an energy of 3 MeV.
The peak brightness was reached at 1022 electrons/m2 sr. These pulses facilitated (1)
the acquisition of high-quality DPs with a spatial resolution of 0.015 Å�1 and (2) a
time-resolved experiment (pump-probe measurement) with an excellent temporal
resolution of 180 fs. The most important result was the single-shot observation with
relativistic femtosecond electron pulses in a wide range of materials. The findings
suggest that relativistic UED is very promising for the study of ultrafast dynamics of
irreversible processes and chemical reactions (not discussed in this chapter) in the
femtosecond time region.

In addition, the UED system is also very stable because it combines the current
state-of-the-art femtosecond mode-locked laser and RF-acceleration and time-
synchronization technologies. In our study, the fluctuation of the Bragg peak inten-
sity was <5% in the long term (i.e., 24 hours or more). The relativistic UED
apparatus is also very compact.

In the future, an ultralow emittance of �10 nm-mrad can be expected by
focusing the μm-diameter laser spots on the photocathode and collimating the

Figure 9.
Cross-sections (top) of the atomistic simulation of meltings in single crystal gold films at (a) Fabs = 3.0 and
(b) 4.5 mJ/cm2, and a comparison (bottom) of experimental and theoretical signals as a function of time delay
at (c) F = 27 and (d) 41 mJ/cm2. The dots denote the experimental data, whereas the lines represent the
theoretical results. In (a) and (b), all atoms are color-coded according to the measure of a degree of crystallinity
given by the (nearest-neighbor averaged) centro-symmetry parameter Φ. Blue atoms (Φ < 0.45) have a local
crystalline structure, and red atoms (Φ ≥ 0.45) have highly disordered surroundings [25]. Copyright 2013,
with permission from the American Institute of Physics.
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electron beam with a small condenser aperture of 0.1 mm or less. In this case, the
spatial coherence length can be improved to Lc > 10 nm, which is an ideal value for
electron diffraction imaging with the highest spatial resolution. In addition, as
discussed in Section 3.2, the atomic-level analytical method of 2 T-MD is very useful
to explain the atomic dynamics and underlying mechanisms. Through combination
with the 2 T-MD method, relativistic UED can be a powerful tool for femtosecond
imaging in materials science, chemistry, and biology.
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Cross-sections (top) of the atomistic simulation of meltings in single crystal gold films at (a) Fabs = 3.0 and
(b) 4.5 mJ/cm2, and a comparison (bottom) of experimental and theoretical signals as a function of time delay
at (c) F = 27 and (d) 41 mJ/cm2. The dots denote the experimental data, whereas the lines represent the
theoretical results. In (a) and (b), all atoms are color-coded according to the measure of a degree of crystallinity
given by the (nearest-neighbor averaged) centro-symmetry parameter Φ. Blue atoms (Φ < 0.45) have a local
crystalline structure, and red atoms (Φ ≥ 0.45) have highly disordered surroundings [25]. Copyright 2013,
with permission from the American Institute of Physics.
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electron beam with a small condenser aperture of 0.1 mm or less. In this case, the
spatial coherence length can be improved to Lc > 10 nm, which is an ideal value for
electron diffraction imaging with the highest spatial resolution. In addition, as
discussed in Section 3.2, the atomic-level analytical method of 2 T-MD is very useful
to explain the atomic dynamics and underlying mechanisms. Through combination
with the 2 T-MD method, relativistic UED can be a powerful tool for femtosecond
imaging in materials science, chemistry, and biology.
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Femtosecond Pulse Radiolysis
Jinfeng Yang, Koichi Kan, Masao Gohdo and Yoichi Yoshida

Abstract

Ultrafast pulse radiolysis with a short-pulsed electron beam and a short-pulsed
analyzing light is a powerful time-resolved spectroscopic technique to study the
kinetics and reactions of short-lived intermediate species or precursors in radiation
chemistry and biology. In this chapter, first, we give an overview of historical
developments of ultrafast pulse radiolysis. Then, we describe a femtosecond pulse
radiolysis instrument, including the generation of femtosecond electron pulses by a
photocathode radio frequency (rf) gun-based linear electron accelerator, the syn-
chronization of femtosecond analyzing laser with the electron pulses, the transient
absorption measurement with double-pulse technique, and the observations of the
formation processes and ultrafast reactions of hydrated electrons in water. Finally,
two innovative techniques, which enable to improve the time resolution in next
pulse radiolysis development, are presented.

Keywords: pulse radiolysis, femtosecond electron pulse, femtosecond laser,
short-lived intermediate species, precursors, hydrated electron, ultrafast reaction,
radiation chemistry

1. Introduction

1.1 Primary processes in radiation chemistry

Primary processes or ultrafast reactions in radiation chemistry and biology are
occurred in the ionization of molecules with radiation beams, for example, gamma-
or X-rays, electrons, ions, and other high-energy particles. The ionization of mole-
cules produces a positive radical ion and an electron with an initial kinetic energy.
The electron will be thermalized by interactions with molecules, and then
surrounded by solvent molecules to form solvated electron state in polar materials
like water [1–3], or reacted with the positive radical ion by geminate recombination
in nonpolar materials like alkenes [4–10].

For example, in water, the primary processes at the current state of knowledge
in the radiation chemistry [11, 12] can be summarized as:

H2O ⟿ H2O∙þ þ e�, H2O ⟿ H2O ∗ (1)

H2O∙þ þH2O ! OH∙ þH3Oþ (2)

H2O ∗ ! OH∙ þH∙ (3)

e� þ nH2O ! e�hyd (4)

where Eq. (1) represents the ionization and electronic excitation of water
molecules on a attosecond timescale (�10�16 s), Eq. (2) is the ion-molecular
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occurred in the ionization of molecules with radiation beams, for example, gamma-
or X-rays, electrons, ions, and other high-energy particles. The ionization of mole-
cules produces a positive radical ion and an electron with an initial kinetic energy.
The electron will be thermalized by interactions with molecules, and then
surrounded by solvent molecules to form solvated electron state in polar materials
like water [1–3], or reacted with the positive radical ion by geminate recombination
in nonpolar materials like alkenes [4–10].

For example, in water, the primary processes at the current state of knowledge
in the radiation chemistry [11, 12] can be summarized as:
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reaction of positive radical ion H2O
∙+ in �10�14 s, Eq. (3) is the dissociation of

electronic excited state H2O
* in �10�13 s, and Eq. (4) is the formation process of

solvated electron (called also hydrated electron in water, denoted by e�hyd) in
�10�13 s.

To study such ultrafast kinetics and reactions, two techniques have been devel-
oped: photolysis and pulse radiolysis. The photolysis is mainly used in photochem-
istry, while pulse radiolysis is widely used in radiation chemistry. In photolysis,
short-lived intermediate species or precursors are produced by photoionization
with high-energy photons or multiphoton excitation. The species and their
reactions are measured by time-resolved absorption spectroscopy with analyzing
laser light. The first observation of femtosecond solvation dynamics of hydrated
electrons in water was achieved in 1987 by Migus et al. by photolysis with a
femtosecond laser [1]. In pulse radiolysis, short-pulsed radiation, that is, pulsed
X-rays, electrons, or ions, ionizes molecules. The short-lived intermediate species
and primary processes are observed by transient absorption spectroscopy with an
analyzing light. The first pulse radiolysis was developed in 1962 by Hart and
Boag [13] using 1.8-MeV and 3-μs-long electron pulses generated by an electron
accelerator. They succeeded firstly in the direct spectroscopic observation of the
solvated electrons in aqueous solutions. The experimental results indicated that
pulse radiolysis is a very promising technique to determine short-lived intermediate
species or precursors and observe their kinetics or reactions.

1.2 Historical developments of ultrafast pulse radiolysis

Progress of particle accelerator technology pays a significant role in the ultrafast
pulse radiolysis development. The first picosecond pulse radiolysis was developed at
the University of Toronto in the late 1960s [14] using the fine structure of �30-ps
electron pulse train with the duration of 30 ns generated by S-band (2856 MHz)
linear electron accelerator (or linac). Cherenkov light emitted by the picosecond
electron pulses was used as analyzing light to detect the transient absorption, as
shown in Figure 1. However, in this pulse radiolysis, the sample was irradiated
every 350 ps (one period of S-band microwave) by the electron pulse train.
Reactions or kinetics with time constant of >350 ps overlapped in the measurement.
To circumvent this problem, several picosecond pulse radiolysis facilities using
picosecond single-pulse electron accelerators with a sub-harmonic bunching tech-
nique were constructed in 1970s and 1980s. Tabata et al. at the University of Tokyo
developed a 20-ps pulse radiolysis with two parallel linacs [15–17]. One linac was
used to generate a picosecond single-pulse electron beam to irradiate the sample.

Figure 1.
First picosecond pulse radiolysis with time resolution of 23 ps developed at the University of Toronto in the late
1960s [14].
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Another linac was used to produce picosecond single-pulse Cherenkov light. In
1990s, a picosecond pulse radiolysis system using the laser diode instead of the
Cherenkov light was developed [18]. The system enabled to measure the transient
absorption from the visible to near-infrared region. In the late 1990s, a femtosecond
laser was used for the analyzing light to cover the wide wavelength range from
ultraviolet to infrared [19]. However, in spite of many innovative techniques that
have been developed, the time resolution had remained at �20 ps since the 1970s.

A remarkable progress in ultrafast pulse radiolysis has been made since 2000.
A sub-picosecond pulse radiolysis was developed at Osaka University using a sub-
picosecond single-pulse electron beam and a femtosecond laser light [20]. The sub-
picosecond single-pulse electron beam was generated by a 28-MeV L-band
(1300 MHz) electron linac and a magnetic pulse compressor. A synchronized Ti:
sapphire laser with pulse width of 60 fs was used as analyzing light source. More-
over, a time jitter compensation technique was developed by directly detecting the
time interval between the electron pulse and the analyzing laser light with a femto-
second streak camera. Finally, the time resolution of 2 ps was achieved.

In the 2000s, a new type of ultrafast pulse radiolysis using an advanced acceler-
ator technology of laser-triggered photocathode radio frequency (rf) electron gun
was developed at the Brookhaven National Laboratory, at the University of Tokyo,
at Sumitomo Heavy Industries, at the University of Paris-Sud, at Waseda Univer-
sity, and at Osaka University. The photocathode rf gun consists of two to four rf
cavities driven with high rf power to accelerate the electrons emitted from the
photocathode to an energy region of 4�9 MeV. The rf gun enables to generate a
picosecond single-pulsed electron beam with electron charge of nano-coulombs
using picosecond laser excitation on the photocathode. The new type of pulse
radiolysis exhibits two crucial advantages: (1) the instrument is very compact
without the need of the sub-harmonic bunching system and (2) the electron pulses
produced by the rf gun are time-synchronized with laser pulses, resulting in a low
time jitter between the electron pulse and the analyzing laser light. Table 1 gives the
ultrafast pulse radiolysis facilities using the photocathode rf guns.

In 2010, the first femtosecond pulse radiolysis with time resolution of 240 fs was
successfully developed at Osaka University using a femtosecond single-pulsed elec-
tron beam generated by a 32-MeV photocathode rf gun linac and a magnetic pulse
compressor [26–29]. The femtosecond pulse radiolysis was used successfully to
observe the femtosecond solvation dynamics of hydrated electrons in water.

Facility Instrument Electron pulse characteristics Refs.

Brookhaven National
Laboratory

3.5-cell rf gun, �100-fs laser ≥7 ps, 6�8 nC, 8.7 MeV [21]

University of Tokyo 1.6-cell rf gun, booster linac,
100-fs laser

7 ps, 0.65 nC, 18 MeV, time
jitter: 2.1 ps

[22]

Sumitomo Heavy
Industries

1.6-cell rf gun, 15-ps laser 20 ps, 1 nC, 1.75 MeV [23]

University of Paris-Sud 1.5-cell rf gun, booster linac,
120-fs laser

<5 ps, <2 nC, 10 ps, 5 nC,
4�9 MeV

[24]

Waseda University 1.6-cell rf gun, 4.8-ps white
light

6 ps, 1 nC, 4.5 MeV [25]

Osaka University 1.6-cell rf gun, booster linac,
107-fs laser

98�400 fs, 0.1�1 nC, 32 MeV,
time jitter: 61 fs

[26–29]

Table 1.
The ultrafast pulse radiolysis facilities using photocathode rf guns.
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reaction of positive radical ion H2O
∙+ in �10�14 s, Eq. (3) is the dissociation of

electronic excited state H2O
* in �10�13 s, and Eq. (4) is the formation process of

solvated electron (called also hydrated electron in water, denoted by e�hyd) in
�10�13 s.
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linear electron accelerator (or linac). Cherenkov light emitted by the picosecond
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Another linac was used to produce picosecond single-pulse Cherenkov light. In
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Cherenkov light was developed [18]. The system enabled to measure the transient
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have been developed, the time resolution had remained at �20 ps since the 1970s.
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picosecond single-pulse electron beam was generated by a 28-MeV L-band
(1300 MHz) electron linac and a magnetic pulse compressor. A synchronized Ti:
sapphire laser with pulse width of 60 fs was used as analyzing light source. More-
over, a time jitter compensation technique was developed by directly detecting the
time interval between the electron pulse and the analyzing laser light with a femto-
second streak camera. Finally, the time resolution of 2 ps was achieved.

In the 2000s, a new type of ultrafast pulse radiolysis using an advanced acceler-
ator technology of laser-triggered photocathode radio frequency (rf) electron gun
was developed at the Brookhaven National Laboratory, at the University of Tokyo,
at Sumitomo Heavy Industries, at the University of Paris-Sud, at Waseda Univer-
sity, and at Osaka University. The photocathode rf gun consists of two to four rf
cavities driven with high rf power to accelerate the electrons emitted from the
photocathode to an energy region of 4�9 MeV. The rf gun enables to generate a
picosecond single-pulsed electron beam with electron charge of nano-coulombs
using picosecond laser excitation on the photocathode. The new type of pulse
radiolysis exhibits two crucial advantages: (1) the instrument is very compact
without the need of the sub-harmonic bunching system and (2) the electron pulses
produced by the rf gun are time-synchronized with laser pulses, resulting in a low
time jitter between the electron pulse and the analyzing laser light. Table 1 gives the
ultrafast pulse radiolysis facilities using the photocathode rf guns.

In 2010, the first femtosecond pulse radiolysis with time resolution of 240 fs was
successfully developed at Osaka University using a femtosecond single-pulsed elec-
tron beam generated by a 32-MeV photocathode rf gun linac and a magnetic pulse
compressor [26–29]. The femtosecond pulse radiolysis was used successfully to
observe the femtosecond solvation dynamics of hydrated electrons in water.
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It paves the way to observe the short-lived intermediate species and primary
processes in radiation chemistry on femtosecond timescale.

Recently, a technique of laser wakefield electron acceleration instead of the
traditional accelerators was applied in ultrafast pulse radiolysis at the Argonne
National Laboratory [30]. However, the time resolution is still limited to picosecond
because of the electron pulse duration, the time jitter, and the effect due to group
velocity mismatch (GVM) between the electron beam and the light in the sample.

In order to reduce furthermore the time jitter between the electron pulse and the
analyzing light pulse, a technique of a “double-decker electron beam accelerator”
was proposed in pulse radiolysis at Osaka University [31, 32]. The entirely synchro-
nized double-decker electron beams with a time interval of 1.4 ns were generated in
the photocathode rf gun with 2-ps laser beams, then accelerated to 32 MeV with a
booster linac, and finally compressed into femtosecond with a magnetic compres-
sor. One of the double-decker electron beams was used to irradiate the sample,
while another beam was converted to the analyzing light, for example, Cherenkov
light or terahertz (THz) light, resulting in the generation of entirely synchronized
femtosecond-pulsed electron beam and femtosecond analyzing light. Moreover, in
order to circumvent the effect of GVM, an innovative technique of “equivalent
velocity spectroscopy (EVS)” was developed for pulse radiolysis at Osaka Univer-
sity [33]. The method of ultrafast pulse radiolysis was reviewed in a book entitled
“Recent trends in radiation chemistry” edited by Wishart and Rao in 2010 [34].

In this chapter, we describe the details of femtosecond pulse radiolysis, includ-
ing the generation of femtosecond electron pulses, the synchronization of femto-
second analyzing laser with the electron pulses, double-pulse technique for the
transient absorption measurement, and the observations of formation processes and
ultrafast reactions of hydrated electrons in water. Finally, two innovative tech-
niques of EVS and double-decker electron beam accelerator will be introduced.

2. Femtosecond pulse radiolysis

Ultrafast pulse radiolysis is widely constructed with a stroboscopic method (a
pump-and-probe method), as shown in Figure 2. The electron pulse is used as a
radiation pulse, while the analyzing light pulse (laser or Cherenkov light) is used to
measure the time evolution of transient absorption of short-lived intermediate
species by changing the time interval between the electron pulse and the analyzing
light pulse. In the stroboscopic method, the time resolution is determined by the
electron pulse duration, the analyzing light pulse duration, and the time jitter
between the electron pulse and the analyzing light pulse, as described in Section 3.1.

Figure 2.
Schematic of stroboscopic method (pump-and-probe method) in ultrafast pulse radiolysis.
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The progress of the ultrafast laser technology allows us to use a femtosecond laser as
an analyzing light source in pulse radiolysis. However, in order to achieve a femto-
second time resolution, three significant techniques are indispensable:

1.generating a femtosecond-pulsed electron beam,

2.synchronizing the electron pulse with the analyzing light pulse in
femtosecond, and

3.detecting the transient absorption with a good signal-to-noise (S/N) ratio in a
thin sample cell to circumvent the effect of GVM.

In this section, we focus on the generation of femtosecond electron pulses with a
laser photocathode electron gun accelerator, ultrafast pulse radiolysis with the
femtosecond-pulsed electron beam and a femtosecond laser, and a double-pulse
detection technique to observe the transient absorption in a thin sample cell.

2.1 1.6-cell photocathode rf gun

Femtosecond pulse radiolysis at Osaka University was constructed with a 1.6-cell
S-band (2.856 GHz) photocathode rf gun, a booster linac, a magnetic pulse com-
pressor, and an analyzing femtosecond Ti:sapphire laser, as shown in Figure 3.

The photocathode rf gun used in femtosecond pulse radiolysis contains two
cavities: a half cell and a full cell. The length of the half-cell cavity was equal to 0.6

Figure 3.
Schematic of femtosecond pulse radiolysis apparatus at Osaka University, containing a photocathode rf gun,
a booster linac, a magnetic pulse compressor, and an analyzing femtosecond Ti:sapphire laser. The rf gun was
driven by a picosecond Nd:YLF laser. A time resolution of 240 fs due to the electron beam and the analyzing
laser has been achieved [26–29].
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transient absorption measurement, and the observations of formation processes and
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measure the time evolution of transient absorption of short-lived intermediate
species by changing the time interval between the electron pulse and the analyzing
light pulse. In the stroboscopic method, the time resolution is determined by the
electron pulse duration, the analyzing light pulse duration, and the time jitter
between the electron pulse and the analyzing light pulse, as described in Section 3.1.
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The progress of the ultrafast laser technology allows us to use a femtosecond laser as
an analyzing light source in pulse radiolysis. However, in order to achieve a femto-
second time resolution, three significant techniques are indispensable:

1.generating a femtosecond-pulsed electron beam,

2.synchronizing the electron pulse with the analyzing light pulse in
femtosecond, and

3.detecting the transient absorption with a good signal-to-noise (S/N) ratio in a
thin sample cell to circumvent the effect of GVM.

In this section, we focus on the generation of femtosecond electron pulses with a
laser photocathode electron gun accelerator, ultrafast pulse radiolysis with the
femtosecond-pulsed electron beam and a femtosecond laser, and a double-pulse
detection technique to observe the transient absorption in a thin sample cell.

2.1 1.6-cell photocathode rf gun

Femtosecond pulse radiolysis at Osaka University was constructed with a 1.6-cell
S-band (2.856 GHz) photocathode rf gun, a booster linac, a magnetic pulse com-
pressor, and an analyzing femtosecond Ti:sapphire laser, as shown in Figure 3.

The photocathode rf gun used in femtosecond pulse radiolysis contains two
cavities: a half cell and a full cell. The length of the half-cell cavity was equal to 0.6

Figure 3.
Schematic of femtosecond pulse radiolysis apparatus at Osaka University, containing a photocathode rf gun,
a booster linac, a magnetic pulse compressor, and an analyzing femtosecond Ti:sapphire laser. The rf gun was
driven by a picosecond Nd:YLF laser. A time resolution of 240 fs due to the electron beam and the analyzing
laser has been achieved [26–29].
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times λ/2 to minimize the beam emittance, while λ = 104.96 mm is the wavelength
of 2.856-GHz rf. The cavities were operated with 10-MW peak rf power to produce
a high-peak electric field of �110 MV/m on photocathode and the cavities [35–39].
A copper cathode was used and illuminated by the fourth harmonic of Nd:YLF
picosecond laser [262 nm, pulse duration: 5 ps in full width at half maximum
(FWHM)], as described in Section 2.4. The incident angle of the laser light was
approximately 2° along the electron beam direction using a mirror placed in
vacuum. The laser injection phase (gun phase) was adjusted by changing the phase
of the reference 79.3-MHz rf signal with a low-power phase shifter. A solenoid
magnet was mounted at the exit of the rf gun to reduce the emittance growth due
to the space charge effect during the propagation. The maximum magnetic field
was 3 kG.

The characteristics of the electron beam generated by the rf gun are shown in
Table 2. Figure 4 gives the transverse emittance, pulse duration, and relative
energy spread in root-mean-square (RMS) as a function of the laser injection phase.
The rf gun enables to generate a low-emittance and low-energy-spread electron
beam at the laser injection phase of <40°. Moreover, the pulse compression inside
the rf gun due to the rf effect occurred at <40°, yielding a electron pulse duration
less than that of the incident laser. However, the electron charge was decreased at a
low laser injection phase, that is, 1.8 nC at 80° was decreased to 0.2 nC at 10°. In the
pulse radiolysis experiment, the gun phase was fixed to 30° in the experiments.

Electron energy 4 MeV

Electron charge 1 nC/pulse

Pulse duration 1.8 � 0.2 ps

Transverse emittance 3.2 � 0.2 mm-mrad at 1 nC

Relative energy spread 0.05%

Repetition rate of pulses 10 Hz

Table 2.
The characteristics of picosecond electron beam generated by the rf gun at the laser injection phase of 30° [35].

Figure 4.
The transverse emittance, pulse duration, and relative energy spread as a function of the laser injection phase
[35]. The electron charge was 1.8 nC at 80° and was decreased to 0.2 nC at 10°.
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2.2 Booster linear accelerator

A 2-m-long S-band traveling-wave booster linac was mounted downstream of
the rf gun and the solenoid magnet at a distance of 1.2 m from the photocathode.
The booster linac was driven by rf pulses with peak power of 25 MW. The duration
of the rf pulses was 4 μs. The repetition rate of the pulses was 10 Hz. The booster
linac accelerates the electron pulses and makes an optimum energy-phase correc-
tion for pulse compression, where the electrons in the front of pulse has more
energy than the electrons in the back of pulse, as shown as the blue pulse in
Figure 3. The rf phase of the booster linac was adjusted by a high-power phase
shifter mounted in the 25-MW rf line. The energy of the electrons was 32 MeV after
the booster linac.

2.3 Magnetic pulse compressor

The magnetic pulse compressor consists of two 45°-bending magnets and four
quadrupole magnets. To obtain an ultrashort electron pulse, all magnets were care-
fully installed with the minimum lattice error to reduce the aberrations in the phase
space distribution. The outside two quadrupole magnets (Q1 and Q4) have equal
magnetic fields, while the inside two quadrupole magnets (Q3 and Q4) have equal
magnetic fields. They provide the necessary path length dependence on the electron
energy. The dispersion function is symmetric on the mid-plane of the compressor.
When the picosecond electron pulse with an optimum energy-phase correction
(blue pulse in Figure 3) passes the magnetic pulse compressor, the pulse is com-
pressed into femtosecond by rotating the pulse in longitudinal phase space, as
shown as red pulse in Figure 3. However, higher order momentum dispersion in the
compressor, especially the second-order dispersion, causes a nonlinear deformation
of the longitudinal phase space, yielding the increase of the final pulse duration. To
minimize the nonlinear effects, a nonlinear energy correlation of the electron pulse
(blue pulse in Figure 3) was introduced before the compression by re-phasing the
booster linac to >90° with a curvature of the rf waveform. Finally, the correlation
offsets the effects of the nonlinear path length in the magnetic compression to
obtain a short electron pulse [28].

Figure 5(a) gives the compressed pulse duration and the relative energy spread
as a function of the rf phase of the booster linac at 1 nC [28]. The data show that the
shortest pulse duration of 400 � 58 fs RMS was obtained at 94°. At this phase, the
booster linac accelerates the electrons with a nonlinear energy-phase correlation.
The pulse duration was decreased by decreasing the electron charge, that is,
a 98-fs-long electron pulse at 0.17 nC.

2.4 Laser system

The laser system contains an all solid-state LD-pumped Nd:YLF picosecond laser
(Time-Bandwidth) and a Ti:sapphire femtosecond laser (Spectra-Physics). The Nd:
YLF picosecond laser was used to generate a picosecond electron beam in the rf gun.
The laser consists of a 79.3-MHz passive mode-locked Nd:YLF laser oscillator, a
regenerative amplifier, and a wavelength converter. The 79.3-MHz laser pulses
were phase-locked with a reference 79.3-MHz rf signal, which was generated by
dividing the accelerating 2.856-GHz rf by 1/36, by dynamically adjusting the laser
cavity length with a semiconductor saturable absorber mirror (SESAM) and a
timing stabilizer. A single laser pulse of the oscillator was captured and amplified to
the pulse energy up to 1 mJ in the regenerative amplifier. The repetition rate of the
amplified pulses was 10 Hz. The amplified laser pulses were converted to ultraviolet
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times λ/2 to minimize the beam emittance, while λ = 104.96 mm is the wavelength
of 2.856-GHz rf. The cavities were operated with 10-MW peak rf power to produce
a high-peak electric field of �110 MV/m on photocathode and the cavities [35–39].
A copper cathode was used and illuminated by the fourth harmonic of Nd:YLF
picosecond laser [262 nm, pulse duration: 5 ps in full width at half maximum
(FWHM)], as described in Section 2.4. The incident angle of the laser light was
approximately 2° along the electron beam direction using a mirror placed in
vacuum. The laser injection phase (gun phase) was adjusted by changing the phase
of the reference 79.3-MHz rf signal with a low-power phase shifter. A solenoid
magnet was mounted at the exit of the rf gun to reduce the emittance growth due
to the space charge effect during the propagation. The maximum magnetic field
was 3 kG.

The characteristics of the electron beam generated by the rf gun are shown in
Table 2. Figure 4 gives the transverse emittance, pulse duration, and relative
energy spread in root-mean-square (RMS) as a function of the laser injection phase.
The rf gun enables to generate a low-emittance and low-energy-spread electron
beam at the laser injection phase of <40°. Moreover, the pulse compression inside
the rf gun due to the rf effect occurred at <40°, yielding a electron pulse duration
less than that of the incident laser. However, the electron charge was decreased at a
low laser injection phase, that is, 1.8 nC at 80° was decreased to 0.2 nC at 10°. In the
pulse radiolysis experiment, the gun phase was fixed to 30° in the experiments.

Electron energy 4 MeV

Electron charge 1 nC/pulse

Pulse duration 1.8 � 0.2 ps

Transverse emittance 3.2 � 0.2 mm-mrad at 1 nC

Relative energy spread 0.05%

Repetition rate of pulses 10 Hz

Table 2.
The characteristics of picosecond electron beam generated by the rf gun at the laser injection phase of 30° [35].

Figure 4.
The transverse emittance, pulse duration, and relative energy spread as a function of the laser injection phase
[35]. The electron charge was 1.8 nC at 80° and was decreased to 0.2 nC at 10°.
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2.2 Booster linear accelerator

A 2-m-long S-band traveling-wave booster linac was mounted downstream of
the rf gun and the solenoid magnet at a distance of 1.2 m from the photocathode.
The booster linac was driven by rf pulses with peak power of 25 MW. The duration
of the rf pulses was 4 μs. The repetition rate of the pulses was 10 Hz. The booster
linac accelerates the electron pulses and makes an optimum energy-phase correc-
tion for pulse compression, where the electrons in the front of pulse has more
energy than the electrons in the back of pulse, as shown as the blue pulse in
Figure 3. The rf phase of the booster linac was adjusted by a high-power phase
shifter mounted in the 25-MW rf line. The energy of the electrons was 32 MeV after
the booster linac.

2.3 Magnetic pulse compressor

The magnetic pulse compressor consists of two 45°-bending magnets and four
quadrupole magnets. To obtain an ultrashort electron pulse, all magnets were care-
fully installed with the minimum lattice error to reduce the aberrations in the phase
space distribution. The outside two quadrupole magnets (Q1 and Q4) have equal
magnetic fields, while the inside two quadrupole magnets (Q3 and Q4) have equal
magnetic fields. They provide the necessary path length dependence on the electron
energy. The dispersion function is symmetric on the mid-plane of the compressor.
When the picosecond electron pulse with an optimum energy-phase correction
(blue pulse in Figure 3) passes the magnetic pulse compressor, the pulse is com-
pressed into femtosecond by rotating the pulse in longitudinal phase space, as
shown as red pulse in Figure 3. However, higher order momentum dispersion in the
compressor, especially the second-order dispersion, causes a nonlinear deformation
of the longitudinal phase space, yielding the increase of the final pulse duration. To
minimize the nonlinear effects, a nonlinear energy correlation of the electron pulse
(blue pulse in Figure 3) was introduced before the compression by re-phasing the
booster linac to >90° with a curvature of the rf waveform. Finally, the correlation
offsets the effects of the nonlinear path length in the magnetic compression to
obtain a short electron pulse [28].

Figure 5(a) gives the compressed pulse duration and the relative energy spread
as a function of the rf phase of the booster linac at 1 nC [28]. The data show that the
shortest pulse duration of 400 � 58 fs RMS was obtained at 94°. At this phase, the
booster linac accelerates the electrons with a nonlinear energy-phase correlation.
The pulse duration was decreased by decreasing the electron charge, that is,
a 98-fs-long electron pulse at 0.17 nC.

2.4 Laser system

The laser system contains an all solid-state LD-pumped Nd:YLF picosecond laser
(Time-Bandwidth) and a Ti:sapphire femtosecond laser (Spectra-Physics). The Nd:
YLF picosecond laser was used to generate a picosecond electron beam in the rf gun.
The laser consists of a 79.3-MHz passive mode-locked Nd:YLF laser oscillator, a
regenerative amplifier, and a wavelength converter. The 79.3-MHz laser pulses
were phase-locked with a reference 79.3-MHz rf signal, which was generated by
dividing the accelerating 2.856-GHz rf by 1/36, by dynamically adjusting the laser
cavity length with a semiconductor saturable absorber mirror (SESAM) and a
timing stabilizer. A single laser pulse of the oscillator was captured and amplified to
the pulse energy up to 1 mJ in the regenerative amplifier. The repetition rate of the
amplified pulses was 10 Hz. The amplified laser pulses were converted to ultraviolet
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pulses (UV: 262 nm) using two nonlinear crystals and guided to the photocathode in
the rf gun. The pulse duration of UV light was 5 ps FWHM. The maximum pulse
energy was 300 μJ.

The mode-locked Ti:sapphire femtosecond laser (Spectra-Physics) was used as
analyzing light source in pulse radiolysis. The laser consists of a 79.3-MHz femto-
second Ti:sapphire laser oscillator (Tsunami, central wavelength: 800 nm), a
regenerative amplifier (Spitifire), and a tunable optical parametric amplifier with
frequency mixer stages (TOPAS-Prime and NirUVis), as shown in Figure 6(a). The
79.3-MHz laser pulses were synchronized to the external 79.3-MHz RF signal with a
time-to-lock piezoelectric device. The time jitter between the laser pulse and 79.3-
MHz rf phase was 61 fs RMS [26], being approximately equal to the time jitter
between the electron pulse and the analyzing laser pulse. The laser oscillator output
was fed to the regenerative amplifier for pulse stretching, amplification, and com-
pression. The regenerative amplifier was driven by a green laser with a repetition
rate of 1 kHz (Empower, wavelength: 532 nm, output: 15 W). The pulse energy of
the amplifier output was 0.8 mJ. The pulse duration was �100 fs after the pulse
compression. The amplified femtosecond laser beam was inputted to the optical

Figure 6.
(a) Photo of TOPAS-Prime and NirUVis and (b) the pulse energy of analyzing light as a function of
wavelength, which facilitates pulse radiolysis [40]. Copyright 2017, with permission from Japan Radioisotope
Association.

Figure 5.
(a) The compressed pulse duration and the relative energy spread as a function of the rf phase of booster linac at
1 nC and (b) the compressed pulse duration as a function of electron charge at the rf phase of 94° [28].
Copyright 2006, with permission from Elsevier.
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parametric amplifier to extend the tuning range into ultraviolet (UV), visible (VIS),
or infrared (IR). Figure 6(b) shows the pulse energies of outputs of TOPAS-Prime
and NirUVis [40]. An analyzing light with a wide wavelength range of 190�1600 nm
facilitates pulse radiolysis based on the sample’s requirements. The time delay
between the electron pulse and the analyzing laser pulse was adjusted by changing
the arrival time of the laser pulse at the sample with an optical delay.

2.5 Double-pulse technique: transient absorption measurement

Progress in the photodiode technology allows us to easily detect the transient
absorption of intermediate species over a wide wavelength range from ultraviolet to
infrared, that is, using silicon photodetectors in wavelength range from 200 to
1000 nm (PDA10A, Thorlabs) and InGaAs photodetectors in wavelength range
from 800 to 1700 nm (PDA10C, Thorlabs). However, the development of transient
absorption detection technique with a good S/N ratio is very significant in ultrafast
pulse radiolysis, especially for the use of low-charge femtosecond electron pulses
and a thin sample cell to circumvent the effect of GVM.

For this purpose, we developed a double-pulse measurement technique to
reduce the fluctuation of the laser intensity caused by long-term drift and mechan-
ical vibration of optics. Figure 7 shows the concept of the double-pulse measure-
ment. Two analyzing laser pulses with a time interval of Δt are incident on the
sample. The front laser pulse is used as “reference pulse” before the electron irradi-
ation, while the back laser pulse is used as a “signal pulse” to measure the absorption
after the electron irradiation. The optical density is thus obtained by

OD ¼ log
I0
I

(5)

where I0 and I are the signals of the reference and signal pulses detected by a
photodiode, respectively. The time interval between two pulses was Δt = 1 ms using
the outputs of the optical parametric amplifier.

The output of the Ti:sapphire laser oscillator (Tsunami) with the wavelength of
800 nm was also utilized in pulse radiolysis [29]. The continuous pulses of 79.3 MHz
were guided to a pulse selector (Spectra-Physics, 3980), which was constructed
with an Acousto-Optic Modulator (AOM) crystal driven by the 79.3-MHz rf pulses.
The selector extracted a pulse train containing several pulses by adjusting the rf
pulse duration and phase. Finally, two stable pulses of the pulse train with a same

Figure 7.
Schematic of double-pulse measurement in pulse radiolysis to reduce the fluctuation of the laser intensity caused
by long-term drift and mechanical vibration of optics.
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the rf gun. The pulse duration of UV light was 5 ps FWHM. The maximum pulse
energy was 300 μJ.
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MHz rf phase was 61 fs RMS [26], being approximately equal to the time jitter
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was fed to the regenerative amplifier for pulse stretching, amplification, and com-
pression. The regenerative amplifier was driven by a green laser with a repetition
rate of 1 kHz (Empower, wavelength: 532 nm, output: 15 W). The pulse energy of
the amplifier output was 0.8 mJ. The pulse duration was �100 fs after the pulse
compression. The amplified femtosecond laser beam was inputted to the optical
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parametric amplifier to extend the tuning range into ultraviolet (UV), visible (VIS),
or infrared (IR). Figure 6(b) shows the pulse energies of outputs of TOPAS-Prime
and NirUVis [40]. An analyzing light with a wide wavelength range of 190�1600 nm
facilitates pulse radiolysis based on the sample’s requirements. The time delay
between the electron pulse and the analyzing laser pulse was adjusted by changing
the arrival time of the laser pulse at the sample with an optical delay.

2.5 Double-pulse technique: transient absorption measurement

Progress in the photodiode technology allows us to easily detect the transient
absorption of intermediate species over a wide wavelength range from ultraviolet to
infrared, that is, using silicon photodetectors in wavelength range from 200 to
1000 nm (PDA10A, Thorlabs) and InGaAs photodetectors in wavelength range
from 800 to 1700 nm (PDA10C, Thorlabs). However, the development of transient
absorption detection technique with a good S/N ratio is very significant in ultrafast
pulse radiolysis, especially for the use of low-charge femtosecond electron pulses
and a thin sample cell to circumvent the effect of GVM.

For this purpose, we developed a double-pulse measurement technique to
reduce the fluctuation of the laser intensity caused by long-term drift and mechan-
ical vibration of optics. Figure 7 shows the concept of the double-pulse measure-
ment. Two analyzing laser pulses with a time interval of Δt are incident on the
sample. The front laser pulse is used as “reference pulse” before the electron irradi-
ation, while the back laser pulse is used as a “signal pulse” to measure the absorption
after the electron irradiation. The optical density is thus obtained by

OD ¼ log
I0
I

(5)

where I0 and I are the signals of the reference and signal pulses detected by a
photodiode, respectively. The time interval between two pulses was Δt = 1 ms using
the outputs of the optical parametric amplifier.

The output of the Ti:sapphire laser oscillator (Tsunami) with the wavelength of
800 nm was also utilized in pulse radiolysis [29]. The continuous pulses of 79.3 MHz
were guided to a pulse selector (Spectra-Physics, 3980), which was constructed
with an Acousto-Optic Modulator (AOM) crystal driven by the 79.3-MHz rf pulses.
The selector extracted a pulse train containing several pulses by adjusting the rf
pulse duration and phase. Finally, two stable pulses of the pulse train with a same

Figure 7.
Schematic of double-pulse measurement in pulse radiolysis to reduce the fluctuation of the laser intensity caused
by long-term drift and mechanical vibration of optics.
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intensity were used as the double-pulse measurement. The time interval between
two pulses was Δt = 12.6 ns. The previous studies [26, 27] indicate that this tech-
nique enables to detect a small optical density of 0.001 with an acceptable S/N ratio
in a thin sample cell with optical length of 0.18 mm.

3. Pulse radiolysis experiments

3.1 Observations of solvation dynamics of hydrated electrons in water

In order to reduce the degradation of time resolution due to GVM, a thin sample
cell with an optical length of 0.18 mm was used in the observation of hydrated
electrons [26]. The water sample was deionized and Ar-saturated before the mea-
surement. The double pulses with time interval of 12.6 ns generated by the 79.3-
MHz Ti:sapphire laser oscillator and the pulse selector were used as analyzing light.
The wavelength was 800 nm with a bandwidth of 12.5 nm FWHM. The pulse
energy was approximately 10 nJ. The duration of the laser pulses was 107 fs RMS.
The intensities of the reference pulse and the signal pulse were detected by a silicon
photodiode and a digital phosphor oscilloscope. A femtosecond electron beam with
pulse duration of 201 fs RMS at 0.4 nC generated by the accelerator system was
used to irradiate the sample. The time jitter between the laser pulse and the electron
pulse was measured to 61 fs RMS.

Figure 8 shows the first observation of ultrafast transient absorption kinetics of
hydrated and pre-hydrated electrons inwater pulse radiolysis. The transient absorption
kinetics of pre-hydrated electrons were observed in a water sample cell with an optical
length of 1mm at the wavelength of 1300 nm. The kinetics observed in Figure 8(a) are
in agreement with the formation process of hydrated electrons in the multiphoton
ionization with two-state model, in which the hydrated electron is formed via a short-
lived precursor (called “pre-hydrated electron,” denoted by e�pre) as

e�th �!τ1 e�pre �!τ2 e�hyd (6)

Figure 8.
(a) Femtosecond transient absorption kinetics of hydrated electrons observed in a thin water sample with an
optical length of 0.18 mm at the wavelength of 800 nm, and (b) picosecond transient absorption kinetics of
pre-hydrated electrons observed in a water sample cell with an optical length of 1 mm at the wavelength of
1300 nm. The blue and green lines in Figure 8(a) show the decay of pre-hydrated electrons and the formation
of hydrated electrons with a time constant of 550 fs. The black line represents the kinetics of reaction (6) with
τ1 = 180 fs and τ2 = 550� 50 fs. The data at ≤ 3 ps in Figure 8(b) are mainly contributed by the pre-hydrated
electrons, while the data at > 3 ps represent the kinetics of hydrated electrons with a long time decay. Copyright
2017, with permission from Japan Radioisotope Association.
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where e�th represents the thermalized electron. When we fit the data in
Figure 8(a) with the reaction (6), we found that the hydrated electrons are formed
by the decay of pre-hydrated electrons with a time constant of τ2 = 550� 50 fs and the
pre-hydrated electrons are formed within τ1 = 110�200 fs after the electron irradia-
tion. The obtained formation time of hydrated electrons in water pulse radiolysis is in
agreement with that of τ1 = 540 fs obtained in multiphoton ionization studies [2, 3].

The time resolution of pulse radiolysis based on the stroboscopic method can be
estimated by two components: one is the time resolution due to the electron beam
and the analyzing laser light, and another is the time resolution due to GVM in the
sample. The time resolution due to the electron beam and the laser light can be
estimated by

δtb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2e þ σ2l þ σ2j

q
(7)

where σe = 201 fs RMS is the electron pulse duration, σl = 107 fs RMS is the
analyzing laser pulse duration, and σj = 61 fs RMS is the time jitter between the two
pulses, yielding δtb = 240 fs.

The time resolution due to GVM in the sample with the experimental setup as
shown in Figure 7 can be calculated by

g Lð Þ ¼ L
n
c
� 1
v

� �
(8)

where L = 0.18 mm is the optical length of the sample, n is the refractive index of
the sample, n = 1.33 for water sample, c is the velocity of light in vacuum, and v is
the velocity of the electrons (v ffi c for the 32-MeV electrons), yielding g(L) = 198 fs.
Therefore, the total resolution of pulse radiation was Δτ = δtb + g(L) = 438 fs, which
is available to observe the formation process of hydrated electrons with a time
constant of 550 � 50 fs in water as shown in Figure 8.

3.2 Observations of ultrafast spur reactions in water pulse radiolysis

Although the formation time of hydrated electrons in pulse radiolysis is similar
to that in the multiphoton ionization, the thermalization distance (length of initial
distribution) of electrons in pulse radiolysis is longer than that in the photoioniza-
tion because the electrons produced by radiation ionization have a high initial
kinetic energy. It causes some difference of spur reactions (primary processes) in
the early time, containing the reactions of hydrated electrons with H3O

+ cation and
OH∙ radical pair:

e�hyd þH3Oþ ! H2OþH (9)

e�hyd þ OH� ! OH‐ (10)

Figure 9 shows the time evolution of hydrated electrons observed in water pulse
radiolysis at 800 nm [40] and obtained in photolysis with a photoexcitation energy
of 8.3 eV [41]. The data show that a small magnitude (�10%) of the hydrated
electrons decreases in the first 40 ps due to the spur reactions (reactions (9) and
(10)) in pulse radiolysis, while 38% of hydrated electrons reacted with H3O

+ cation
and OH∙ radical pair in photolysis with a photoexcitation energy of 8.3 eV. We fit
the data by a numerical calculation of the survival probability of the hydrated
electrons in the reactions (9) and (10) with a Gaussian initial distribution of
hydrated electrons in water as in the photolysis study [41]:
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in a thin sample cell with optical length of 0.18 mm.

3. Pulse radiolysis experiments

3.1 Observations of solvation dynamics of hydrated electrons in water

In order to reduce the degradation of time resolution due to GVM, a thin sample
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used to irradiate the sample. The time jitter between the laser pulse and the electron
pulse was measured to 61 fs RMS.
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hydrated and pre-hydrated electrons inwater pulse radiolysis. The transient absorption
kinetics of pre-hydrated electrons were observed in a water sample cell with an optical
length of 1mm at the wavelength of 1300 nm. The kinetics observed in Figure 8(a) are
in agreement with the formation process of hydrated electrons in the multiphoton
ionization with two-state model, in which the hydrated electron is formed via a short-
lived precursor (called “pre-hydrated electron,” denoted by e�pre) as
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Figure 8.
(a) Femtosecond transient absorption kinetics of hydrated electrons observed in a thin water sample with an
optical length of 0.18 mm at the wavelength of 800 nm, and (b) picosecond transient absorption kinetics of
pre-hydrated electrons observed in a water sample cell with an optical length of 1 mm at the wavelength of
1300 nm. The blue and green lines in Figure 8(a) show the decay of pre-hydrated electrons and the formation
of hydrated electrons with a time constant of 550 fs. The black line represents the kinetics of reaction (6) with
τ1 = 180 fs and τ2 = 550� 50 fs. The data at ≤ 3 ps in Figure 8(b) are mainly contributed by the pre-hydrated
electrons, while the data at > 3 ps represent the kinetics of hydrated electrons with a long time decay. Copyright
2017, with permission from Japan Radioisotope Association.
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where e�th represents the thermalized electron. When we fit the data in
Figure 8(a) with the reaction (6), we found that the hydrated electrons are formed
by the decay of pre-hydrated electrons with a time constant of τ2 = 550� 50 fs and the
pre-hydrated electrons are formed within τ1 = 110�200 fs after the electron irradia-
tion. The obtained formation time of hydrated electrons in water pulse radiolysis is in
agreement with that of τ1 = 540 fs obtained in multiphoton ionization studies [2, 3].

The time resolution of pulse radiolysis based on the stroboscopic method can be
estimated by two components: one is the time resolution due to the electron beam
and the analyzing laser light, and another is the time resolution due to GVM in the
sample. The time resolution due to the electron beam and the laser light can be
estimated by

δtb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2e þ σ2l þ σ2j

q
(7)

where σe = 201 fs RMS is the electron pulse duration, σl = 107 fs RMS is the
analyzing laser pulse duration, and σj = 61 fs RMS is the time jitter between the two
pulses, yielding δtb = 240 fs.

The time resolution due to GVM in the sample with the experimental setup as
shown in Figure 7 can be calculated by

g Lð Þ ¼ L
n
c
� 1
v

� �
(8)

where L = 0.18 mm is the optical length of the sample, n is the refractive index of
the sample, n = 1.33 for water sample, c is the velocity of light in vacuum, and v is
the velocity of the electrons (v ffi c for the 32-MeV electrons), yielding g(L) = 198 fs.
Therefore, the total resolution of pulse radiation was Δτ = δtb + g(L) = 438 fs, which
is available to observe the formation process of hydrated electrons with a time
constant of 550 � 50 fs in water as shown in Figure 8.

3.2 Observations of ultrafast spur reactions in water pulse radiolysis

Although the formation time of hydrated electrons in pulse radiolysis is similar
to that in the multiphoton ionization, the thermalization distance (length of initial
distribution) of electrons in pulse radiolysis is longer than that in the photoioniza-
tion because the electrons produced by radiation ionization have a high initial
kinetic energy. It causes some difference of spur reactions (primary processes) in
the early time, containing the reactions of hydrated electrons with H3O

+ cation and
OH∙ radical pair:

e�hyd þH3Oþ ! H2OþH (9)

e�hyd þ OH� ! OH‐ (10)

Figure 9 shows the time evolution of hydrated electrons observed in water pulse
radiolysis at 800 nm [40] and obtained in photolysis with a photoexcitation energy
of 8.3 eV [41]. The data show that a small magnitude (�10%) of the hydrated
electrons decreases in the first 40 ps due to the spur reactions (reactions (9) and
(10)) in pulse radiolysis, while 38% of hydrated electrons reacted with H3O

+ cation
and OH∙ radical pair in photolysis with a photoexcitation energy of 8.3 eV. We fit
the data by a numerical calculation of the survival probability of the hydrated
electrons in the reactions (9) and (10) with a Gaussian initial distribution of
hydrated electrons in water as in the photolysis study [41]:
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f r0ð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
8π3σ6

p exp � r20
2σ2

� �
, and r0h i ¼ σ

ffiffiffiffiffiffiffiffi
8=π

p
(11)

where hr0i is the distance of the hydrated electron distribution (the average
thermalization distance). We found r0h i = 7�9 nm in pulse radiolysis, which is
much longer than hr0i = 0.9 nm in the photolysis with a photoexcitation energy of
8.3 eV. The long distance in water pulse radiolysis causes a small magnitude of the
hydrated electrons reacting with H3O

+ cation and OH∙ radical pair in the first 40 ps.
The raw data in Figure 9 give the ratio of optical density at 1.5 and 20ps,

OD1.5ps/OD20ps = 1.12. Using a hydrated electron yield (G-value) of 4.1 per 100 eV
obtained at 20ps in previous water pulse radiolysis studies [21, 22], we then
obtained G = 4.6 � 0.3 at 1.5ps, which is as good as the initial yield of hydrated
electrons in water pulse radiolysis because the thermalized electrons are fully
hydrated at 1.5ps. The obtained G-value is in agreement with the initial yield of 4.8
estimated in scavenger studies [42].

3.3 Equivalent velocity spectroscopy

The degradation of time resolution due to GVM in the sample can be reduced
using a thin sample cell. However, the use of thin sample cell leads to a small
absorption signal (optical intensity) and the degradation of S/N ratio in the mea-
surement. On the other hand, due to the space charge effect, the ultrashort electron
pulses are realized only at low electron charge, that is, sub-20-fs electron pulses at
2.1 pC [39]. Therefore, the increase of both the time resolution and the absorption
signal is a great challenge in pulse radiolysis.

To circumvent the GVM problem and increase the absorption signal, we
proposed an innovative technique of equivalent velocity spectroscopy (EVS) in
pulse radiolysis [33]. The approach of EVS is shown in Figure 10. The electron pulse
and the analyzing laser pulse are incident on the sample with an angle (θ) deter-
mined by the refractive index (n) of the sample as cosθ = 1/n. If we rotate the
electron pulse with an angle (φ) and φ ¼ θ, both the rotated electron pulse and the
analyzing light pulse precisely overlap at every point in the sample, resulting in
the entire circumvention of GVM between the electron beam and the light in
the sample.

Figure 9.
Time evolution of hydrated electrons observed in water pulse radiolysis at 800 nm (blue lines) and in photolysis
with a photoexcitation energy of 8.3 eV (green line) [41]. Copyright 2017, with permission from Japan
Radioisotope Association.
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In EVS, the time resolution due to GVM in the sample can be thus calculated by

g Lð Þ ¼ σe
sinφ
vecosφ

þ cosθ
vesinθ

� 1
vlsinθ

� �
þ σl

1
vesinθ

� cosθ
vlsinθ

� �
for L>

σlcosθ
sinθ

þ σe
sinθ

, (12)

where σe and σl are the sizes of the electron beam and the analyzing light
respectively,φ is the rotation angle of the electron pulse, ve and vl are the velocities
of the electrons and the analyzing light in the sample respectively, with≈ c for the
32-MeV electrons and vl ¼ c=n,. If φ ¼ θ in Eq. (12), g Lð Þ ¼ 0. It means that the
resolution limitation due to GVM in the sample is thus fully removed. Moreover, a
long optical length (L) can be used in EVS.

The technique of the electron pulse rotation is very significant in EVS. In order
to rotate the electron pulse, first, we adjusted the accelerating rf phase in the
booster linac to increase the relative energy spread in the electron pulse, shown as
the red pulse at the exit of the linac in Figure 11(a). Then, we transported the
electron pulse through the magnetic pulse compressor. The electron pulse was thus
rotated along the propagation direction, shown as the red pulse at the exit of the
compressor in Figure 11(a). The rotation angle increased by increasing the acceler-
ating rf phase in the booster linac. Figure 11(b) shows the 2D images of the electron
pulses with different rotation angle at exit of the pulse compressor measured by a
femtosecond streak camera at the accelerating rf phase of ϕrf = 94°, 99°, and 103°
[33]. The electron charge was 1.8 nC per pulse. At ϕrf = 94°, an optimal energy-
phase correlation in the electron pulse was produced for the bunch compressor, as
described in Section 2.3. The electron pulse was compressed into the shortest pulse
duration of 2 ps FWHM or 0.8 ps RMS, but the electron pulse was not rotated. At
ϕrf = 99°, the rotation angle of the electron pulse was φ = 41°, which is a required
angle for water sample. However, the pulse duration was increased to 5 ps. It was
caused mainly by the large relative energy spread in the magnetic pulse compressor.
At ϕrf = 103°, φ= 59°, and the pulse duration was increased to 6 ps.

In the demonstration of EVS, we measured the transient absorption kinetics of
hydrated electrons in water using rotated electron pulses (φ = 41°) and unrotated
electron pulses (φ = 0°). A sample cell with an optical length of 10 mm was used.
The electron beam and the analyzing light were incident on the sample with the
angle of θ = 41°. The electron charge was 1.8 nC per pulse. The duration of the

Figure 10.
Schematic of EVS in pulse radiolysis with rotated electron pulses and analyzing laser pulses [33]. Copyright
2009, with permission from Elsevier.
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obtained at 20ps in previous water pulse radiolysis studies [21, 22], we then
obtained G = 4.6 � 0.3 at 1.5ps, which is as good as the initial yield of hydrated
electrons in water pulse radiolysis because the thermalized electrons are fully
hydrated at 1.5ps. The obtained G-value is in agreement with the initial yield of 4.8
estimated in scavenger studies [42].
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The degradation of time resolution due to GVM in the sample can be reduced
using a thin sample cell. However, the use of thin sample cell leads to a small
absorption signal (optical intensity) and the degradation of S/N ratio in the mea-
surement. On the other hand, due to the space charge effect, the ultrashort electron
pulses are realized only at low electron charge, that is, sub-20-fs electron pulses at
2.1 pC [39]. Therefore, the increase of both the time resolution and the absorption
signal is a great challenge in pulse radiolysis.

To circumvent the GVM problem and increase the absorption signal, we
proposed an innovative technique of equivalent velocity spectroscopy (EVS) in
pulse radiolysis [33]. The approach of EVS is shown in Figure 10. The electron pulse
and the analyzing laser pulse are incident on the sample with an angle (θ) deter-
mined by the refractive index (n) of the sample as cosθ = 1/n. If we rotate the
electron pulse with an angle (φ) and φ ¼ θ, both the rotated electron pulse and the
analyzing light pulse precisely overlap at every point in the sample, resulting in
the entire circumvention of GVM between the electron beam and the light in
the sample.
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Time evolution of hydrated electrons observed in water pulse radiolysis at 800 nm (blue lines) and in photolysis
with a photoexcitation energy of 8.3 eV (green line) [41]. Copyright 2017, with permission from Japan
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In EVS, the time resolution due to GVM in the sample can be thus calculated by
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� �
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, (12)

where σe and σl are the sizes of the electron beam and the analyzing light
respectively,φ is the rotation angle of the electron pulse, ve and vl are the velocities
of the electrons and the analyzing light in the sample respectively, with≈ c for the
32-MeV electrons and vl ¼ c=n,. If φ ¼ θ in Eq. (12), g Lð Þ ¼ 0. It means that the
resolution limitation due to GVM in the sample is thus fully removed. Moreover, a
long optical length (L) can be used in EVS.

The technique of the electron pulse rotation is very significant in EVS. In order
to rotate the electron pulse, first, we adjusted the accelerating rf phase in the
booster linac to increase the relative energy spread in the electron pulse, shown as
the red pulse at the exit of the linac in Figure 11(a). Then, we transported the
electron pulse through the magnetic pulse compressor. The electron pulse was thus
rotated along the propagation direction, shown as the red pulse at the exit of the
compressor in Figure 11(a). The rotation angle increased by increasing the acceler-
ating rf phase in the booster linac. Figure 11(b) shows the 2D images of the electron
pulses with different rotation angle at exit of the pulse compressor measured by a
femtosecond streak camera at the accelerating rf phase of ϕrf = 94°, 99°, and 103°
[33]. The electron charge was 1.8 nC per pulse. At ϕrf = 94°, an optimal energy-
phase correlation in the electron pulse was produced for the bunch compressor, as
described in Section 2.3. The electron pulse was compressed into the shortest pulse
duration of 2 ps FWHM or 0.8 ps RMS, but the electron pulse was not rotated. At
ϕrf = 99°, the rotation angle of the electron pulse was φ = 41°, which is a required
angle for water sample. However, the pulse duration was increased to 5 ps. It was
caused mainly by the large relative energy spread in the magnetic pulse compressor.
At ϕrf = 103°, φ= 59°, and the pulse duration was increased to 6 ps.

In the demonstration of EVS, we measured the transient absorption kinetics of
hydrated electrons in water using rotated electron pulses (φ = 41°) and unrotated
electron pulses (φ = 0°). A sample cell with an optical length of 10 mm was used.
The electron beam and the analyzing light were incident on the sample with the
angle of θ = 41°. The electron charge was 1.8 nC per pulse. The duration of the

Figure 10.
Schematic of EVS in pulse radiolysis with rotated electron pulses and analyzing laser pulses [33]. Copyright
2009, with permission from Elsevier.
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electron pulses was 2 ps at φ = 0° and 5 ps at φ = 41°, as shown in Figure 11(b). The
double-pulse measurement with time interval of 12.6 ns, output of the 79.3-MHz
Ti:sapphire laser oscillator, was used. The duration of the laser pulses was 107 fs
RMS. The sizes of the electron beam and the analyzing laser light used in EVS were
σl = 2 mm and σe = 3 mm, respectively.

Figure 12 gives the transient absorption kinetics of hydrated electrons in water
measured by EVS. The rise time of the signals was 11.4 ps with the unrotated
electron pulses and was reduced to 6.4 ps with the rotated electron pulses. A higher
optical density was obtained with the rotated electron pulses. Under the experi-
mental conditions, we calculated the time resolution due to GVM in the sample to
g(L) = 8.7 ps using the unrotated electron pulses (φ = 0°) and g(L) = 0 ps using the
rotated electron pulses (φ = 41°), according to Eq. (12). On the other hand, the time
resolution due to the electron beam and the analyzing light was calculated in Eq. (7)
to be δtb ffi 2 ps for the unrotated electron pulses and δtb ffi 5 ps for the rotated
electron pulses. The total time resolution in EVS pulse radiolysis was estimated to be
Δτ = 10.7 ps using unrotated electron pulses and Δτ = 5 ps using unrotated electron
pulses, which are in a good agreement with the obtained rise time in the measure-
ments using both the unrotated and rotated electron pulses.

The results indicate that (1) EVS is a very promising technique to circumvent
the degradation of the time resolution due to GVM in the sample, and (2) higher
optical densities can be obtained in EVS with the rotated electron pulses because
two pulses overlap at every point in the sample and a thick sample can be used.
However, the technique of the electron pulse rotation without the increase of the
pulse duration remains to be developed.

Figure 11.
(a) Schematic of electron pulse rotation using the booster linac and magnetic pulse compressor. (b) 2D images of
electron pulses with different rotation angle at exit of the pulse compressor measured by a femtosecond streak camera
at the accelerating rf phase of ϕrf = 94°, 99°, and 103° [33]. Copyright 2009, with permission from Elsevier.
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3.4 Double-decker electron beam accelerator

Recently, progress of the advanced particle accelerator and ultrashort laser
technologies enables the generation of attosecond electron and laser pulses. When
using such ultrashort electron and laser pulses in pulse radiolysis, the time jitter
between the two pulses becomes a serious problem. Here, we introduce a technol-
ogy of double-decker electron beam accelerator to generate both entirely synchro-
nized electron pulse and analyzing light pulse for pulse radiolysis.

Figure 13 shows the concept of the double-decker electron beam accelerator for
pulse radiolysis [31, 32]. The output of Nd:YLF picosecond laser was divided by a
beam splitter to produce 2-ps laser beams with different positions in the vertical
direction. The 2-ps laser beams were illuminated the photocathode in the rf gun. An
optical delay was mounted in the up beam line to time delay the up beam. Two
electron beams generated in the rf gun were accelerated in the booster linac up to
32 MeV and were then compressed into femtosecond with the magnetic pulse
compressor.

Figure 13(b) shows the images of two electron beams with up and down posi-
tions at the exit of the compressor, which are called double-decker electron beams.
In the experiment, the spot sizes of two laser beams on the photocathode were
approximately 1 mm. The distance between the two beams was 2 mm in the vertical
direction. The signals of the double-decker electron beams measured by a current
transformer are shown in Figure 13(c). The electron charges of double-decker
beams were 0.47 nC per pulse (up-beam) and 0.65 nC per pulse (down beam). The
different charges were due to the different pulse energies of two laser beams
produced in the beam splitter. The time interval of the double-decker electron
pulses was 1.4 ns, which is equal to four periods (4 � 0.35 ns) of the accelerating
2856-MHz rf. The double-decker electron beams have a low emittance of
2.5 � 0.6 mm-mrad for the up beam and 3.6 � 0.7 mm-mrad for the down beam,
and a low relative energy spread of 0.14 � 0.03% for both the beams. These enable
to compress the double-decker pulses into femtosecond with the magnetic pulse
compressor. Figure 14 shows the temporal distributions of the double-decker
electron pulses after the pulse compression measured by a femtosecond streak
camera [31]. The pulse duration was obtained to 430 � 25 fs FWHM for the up
beam and 510 � 20 fs FWHM for the down beam. The difference in the pulse
duration for the double pulses was due to the different pulse charge. The two beams

Figure 12.
Transient absorption kinetics of hydrated electrons in water measured in EVS pulse radiolysis with the rotated
electron pulses (blue solid dots) and unrotated electron pulses (red circles) [33]. The wavelength of the
analyzing laser light was 800 nm. Copyright 2009, with permission from Elsevier.
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electron pulses was 2 ps at φ = 0° and 5 ps at φ = 41°, as shown in Figure 11(b). The
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Ti:sapphire laser oscillator, was used. The duration of the laser pulses was 107 fs
RMS. The sizes of the electron beam and the analyzing laser light used in EVS were
σl = 2 mm and σe = 3 mm, respectively.
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mental conditions, we calculated the time resolution due to GVM in the sample to
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were generated by a laser and accelerated within an accelerating rf pulse. The
theoretical estimation indicates that the time jitter in double-decker electron pulses
can be reduced to attosecond by using a stable accelerating rf.

Figure 13.
(a) Top view and side view of double-decker electron beam accelerator, (b) images and (c) signals of
double-decker electron beams [31]. Copyright 2009, with permission from American Institute of Physics.

Figure 14.
Temporal distributions of the double-decker electron pulses after the pulse compression measured by a
femtosecond streak camera [31]. The pulse duration of the up beam was 430 � 25 fs FWHM (green solid line),
while the pulse duration of the down beam was 510 � 20 fs FWHM (blue dashed line). Copyright 2009, with
permission from American Institute of Physics.
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In pulse radiolysis, the front electron pulse was converted to the femtosecond
analyzing light with Cherenkov radiation, while the back electron pulse irradiated
the sample. A band-pass filter was used to select a necessary wavelength for mea-
surement. An optical delay was used to change the time delay between the Cheren-
kov light pulse and the irradiating electron pulse. In the demonstration, we
succeeded to observe the time evolution and spectrum of transient absorption of
hydrated electrons in water [32].

4. Conclusion

In this chapter, we introduced a femtosecond pulse radiolysis instrument,
including the generation of femtosecond electron pulses, synchronization of femto-
second analyzing light with the electron pulses, a technique of double-pulse mea-
surement to improve S/N ratio, and the first observation of femtosecond formation
processes of hydrated electrons in water. A time resolution of 240 fs due to the
electron beam and the analyzing laser has been achieved [26–29]. The femtosecond
pulse radiolysis enables the observation of the transient absorption in a thin sample
cell with an optical length of 0.18 mm, and paves the way to observe the short-lived
intermediate species and primary processes in radiation chemistry and biology on
femtosecond timescale.

Two innovative techniques namely “equivalent velocity spectroscopy (EVS)”
and “double-decker electron beam accelerator” were presented for next pulse radi-
olysis development. EVS enables to circumvent entirety the effect of group velocity
mismatch (GVM) between the electron beam and the analyzing light in the sample.
The double-decker electron beam technique can be expected to reduce the time
jitter between the electron pulse and the light pulse to attosecond. Moreover, the
double-decker electron beam accelerator enables to generate both ultrashort pulse
electron beam and analyzing light. Of course, the electron pulse rotation without
the increase of pulse duration and some other problems remain to be solved; how-
ever, a combination of the EVS technology with the double-decker electron beams
enables the development of ultrafast pulse radiolysis with sub-femtosecond or
attosecond time resolution to reveal the entire primary processes beginning ioniza-
tion in radiation chemistry and biology.
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Chapter 4

Surface Plasmons and Optical
Dynamics on Vanadium Dioxide
Hiroaki Matsui

Abstract

We report on plasmonic resonances on VO2 nanodot arrays and associated
optical dynamics. The plasmon excitations based on electric field interactions lead
to red shifts of the plasmon resonances to lower photon energy with increasing
nanodot size. The spectral linewidths of plasmon peaks gradually become narrow
with increasing nanodot size. This is related to a reduction in plasmon damping
with respect to the electronic band structure of VO2. This specific band structure of
VO2 affects the optical dynamics of plasmon resonances at the sub-picosecond scale.
The optical excitations of VO2 comprise intraband and interband transitions.
The existence of plasmon bands induces long-lived lifetimes on decay processes.
Intraband transitions in the conduction band (C.B.) play an important role in pro-
ducing long lifetimes, attributing to free carriers in the C.B. By contrast, interband
transitions related to bound electrons contribute to plasmon damping. The dynamic
optical responses are closely related to the electronic band structures of VO2.

Keywords: VO2, surface plasmon, infrared, dynamics, Mott insulator

1. Introduction

Recently, plasmonic materials based on oxide and compound semiconductors
(e.g., ZnO, CuSe, and InN) have received much attention given that plasmonic
responses can be tuned by external fields [1–5]. Investigation of these materials has
led to the identification of a new family of plasmonic materials in the infrared (IR)
range, which differ from noble metals (e.g., Ag and Au) that have fixed free
electron densities. Oxide and compound semiconductors show ideal Drude terms in
the IR range due to the absence of interband transitions in the band gap [6].
Plasmonic tuning can be effected by carrier injections due to control of the
Fermi level in the electronic bands [7, 8]. The optical features arising from these
emerging plasmonic semiconductors show promise for use in optical applications
in the IR range.

Control of free carriers has been reported on oxide materials with strong
electron-electron correlations. Of these, materials comprising vanadium dioxide
(VO2) show a sharp insulator-metal transition (IMT) based on Mott-related and
Peierls-related processes [9], which can be controlled by external fields such as
thermal, electrical, and optical inputs. In particular, dramatic change of the specific
band structure of VO2 with external fields provides more than a three orders of
magnitude change in electrical conductance. The IMT character of VO2 resulting
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Peierls-related processes [9], which can be controlled by external fields such as
thermal, electrical, and optical inputs. In particular, dramatic change of the specific
band structure of VO2 with external fields provides more than a three orders of
magnitude change in electrical conductance. The IMT character of VO2 resulting
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from the spin-orbital interactions makes this material a candidate for use in
optoelectronic applications [10–13]. The widespread interest in VO2 has further
focused on elucidating the complicated domain and grain structures in the vicinity
of IMT. This determines the spatial and hysteretic nature of the phase transition of
VO2. Recent studies have reported optical phenomena from plasmonic structures of
VO2 with nanostructures such as nanodots and nanoparticles in an effort to under-
stand the correlation between the optical response and phase transition [14–17].
These investigations have fueled further interest in nanostructures of VO2 and are a
very exciting and promising area of research with respect to active plasmonic
materials.

The ultrafast dynamics of free carriers in metals have received much attention.
Above all, photo-induced alternation of the plasmonic response is a powerful tool in
the fabrication of optically controlled nanophotonic devices. The combination of
ultrafast optical manipulations with large reflectance and transmittance is expected
to yield promising results in applications concerning active plasmonics and optical
switching [18, 19]. Thus far, plasmon modulations at the sub-picosecond scale have
been reported on noble metals such as gold and silver, being the most commonly
adopted plasmonic materials [20]. In general, effort aimed at exploiting ultrafast
dynamics requires the production of intense concentrations of energy (hot electrons
and hot holes) in the hosts. The dipolar excitations of all free carriers in plasmonic
resonances have large extinction cross-sections, which can easily concentrate light
into nanoscopic volumes. These phenomena have been utilized in furthering the
development of certain areas of photo-chemistry such as photo-catalytic reactions
and surface-enhanced Raman scattering (SERS).

Recently, investigations of the optical dynamics of oxide semiconductors have
focused on Sn-doped In2O3 and Ga-doped ZnO [21, 22]. The noble metals have large
amounts of free electrons in the host. Their plasmonic characters are hardly tunable.
By contrast, oxide materials can be easily controlled by optical excitations such as
intraband and interband transitions. For example, an interband transition is based
on carrier excitation between the conduction band (C.B.) and valence band (V.B.),
which can markedly change the plasma frequency that is dependent on carrier
concentration, leading to an optical tuning of a plasmon response. However, an
optical dynamics on an interband transition are known to show long plasmon
lifetimes of several picoseconds. On the other hand, a carrier excitation (electron or
hole) in the C.B. or V.B. is based on an intraband transition, resulting in signifi-
cantly faster plasmon lifetimes at the sub-picosecond scale [23]. Therefore, oxide
semiconductors are expected to show ultrafast optical modulations. Unfortunately,
the plasmon dynamics of VO2 have hitherto not been investigated. The electronic
band structure of VO2 differs largely from that of oxide semiconductors, which
show different optical dynamics due to the strong electron-electron correlations of
3d bands.

In this chapter, we highlight the surface plasmons and associated optical
dynamics of VO2 with two-dimensional (2D) nanodot arrays. Periodic alignments
of metallic nanodots can excite collective plasmon resonances due to electromag-
netic coupling between nanodots that are in close proximity. This plasmon coupling
in the nanodot arrays markedly influences the optical excitation and resonant
energy. In the first section, we introduce surface plasmons of VO2 nanodot arrays
and their damping processes, which will contribute toward our understanding of
ultrafast dynamics of plasmon resonances. In the second section, we report on the
optical dynamics of VO2 nanodot arrays by the plasmonic excitations based on
intraband transitions of C.B. Ultrafast optical modulations are observed in VO2

nanodot arrays at the sub-picosecond scale. This work provides new insight into
plasmon-induced optical dynamics of VO2.
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2. Surface plasmons of VO2 nanodot arrays

2.1 Fabrication of nanodot arrays

VO2 nanodot arrays were fabricated by top-down processes as follows [24]. VO2

films were epitaxially grown on Al2O3 (0001) substrates at a substrate temperature
of 420°C using pulsed laser deposition. ArF laser pulses were focused on VO2 targets
in an oxygen atmosphere of 1.0 Pa. After growing VO2 films, a UV nanoimprint
resist with a thickness of 200 nm was spin-coated onto VO2 film surfaces. The
lithography process was performed using an UV lithography system to fabricate the
nanodot array structure. The coated resists were pushed by quartz molds with UV
transparency under a pressure of 3 MPa for 5 min. The residual resist on the VO2

film surfaces after processing the UV lithography was removed by O2 plasma
irradiation. Additionally, reactive ion etching (RIE) using SF6 plasma was used to
process VO2 films to obtain nanodot arrays. SF6 RIE was conducted under an input
of 60 W and a gas pressure of 1 Pa for 30 s. The resist layers that remained on VO2

nanodot arrays were removed in toluene for completion of the VO2 nanodots.
Figure 1 shows X-ray 2θ diffraction (XRD) patterns of VO2 nanodot array

samples with different sizes (D = 340, 600, and 816 nm). XRD patterns with the
(020) diffraction plane are only shown. The patterns indicated a monoclinic struc-
ture corresponding to a low temperature phase of VO2. The 490- and 716-nm
nanodot array samples also exhibited similar XRD patterns.

Figure 1.
2θ XRD patterns of VO2 nanodot arrays with different sizes (D = 340, 600, and 816 nm) [24].
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Temperature-dependent Raman measurements were investigated in an effort to
identify structural changes in the VO2 nanodot arrays (Figure 2a). The Raman
peaks at 195, 224, and 614 cm�1 were mainly attributed to V-V (ω1 and ω2) and V-O
(ωo) vibrational modes, respectively [25]. Raman studies play an important role in
clearing structural changes during the IMT, which is the index of our understanding
regarding hysteresis phenomena of plasmon resonances. The peak at 195 cm�1

showed a slight change at 60°C. An additional peak at 632 cm�1 was detected above
60°C in the vicinity of the peak at 614 cm�1. Insulating phases in VO2 have the
monoclinic M1 and M2 and triclinic T phases [26]. The M2 phase is distinguished
from the M1 phase primarily by the red shift of the ωo frequency [25]. Figure 2a
shows that the M1 phase at 60°C nucleated between the growing metallic rutile R
phase and the remaining M1 phase. The M2 and R phases grew until the M1 phase
was consumed at this temperature and the R phase began to consume the M2 phase.
Furthermore, the transition to the R phase was complete at around 75°C. The
hysteresis curve of the ω0-related Raman peak shows that the hysteresis width was
very broad (Figure 2b). Finally, we confirmed Raman peaks related to each
nanodot using micro-Raman spectroscopy. All nanodots showed similar Raman
spectra and associated temperature dependencies (Figure 2c, d). The XRD and
Raman measurements revealed that the VO2 nanodot arrays were well fabricated
with high crystallinity.

2.2 Plasmon resonances and field distributions

Figure 3 shows the experimental and simulated extinction (A) spectra of VO2

nanodot arrays with different sizes (D) from 340 to 816 nm, as characterized by
A = �log10(transmittance). All samples were observed at 90°C in order to monitor
plasmon resonances of the nanodot arrays. Extinction spectra were employed using
two types of optical measurement systems. One comprised a Vis-NIR spectra from
2500 to 400 nm and the other is a FTIR spectra from 8000 to 4000 cm�1. The

Figure 2.
(a) Temperature-dependent Raman spectra of the 600-nm nanodot array. (b) Hysteresis curve of the ω0
Raman active peak. Closed and open dots represent heating and cooling processes of the sample, respectively. 2D
Raman images taken at (c) 30°C and (d) 75°C.
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nanodot size was checked using atomic force microscopy (AFM). The extinction
spectrum of aD = 340 nm sample provided a broad spectral linewidth. However, the
spectral linewidth gradually decreased with increasing nanodot size. The increase in
nanodot size resulted in a red shift of the plasmon resonance to low photon energy,
relating to long-range plasmon coupling based on the far-field since near-field
interactions at a short range result in a blue shift of the resonance peak with
increasing nanodot size [27]. Additionally, the experimental behavior was also
observed with the simulated data using rigorous coupled-wave analysis (RCWA)
(black lines in Figure 3). The magnitudes of the experimentally observed resonances
were weaker than the simulated resonances, which may be a result of fabrication-
related imperfections such as rounded edges and the corners of the nanodot arrays.

We could observe two kinds of resonance peaks (Peak-I and Peak-II) from the
nanodot arrays with D = 600, 716 and 816 nm. Thereupon, we focused on the
extinction of the nanodot array with D = 816 nm (Figure 3e), which showed Peak-I
and Peak-II at 0.36 and 0.62 eV, respectively. The origin of the resonant peaks was
clarified from three-dimensional field distributions based on the RCWA analysis.
Simulations of the electric field (E-field) distributions were performed at 0.36 and
0.62 eV (Figure 4). The top-view E-fields at 0.36 eV (Peak-I) were enhanced at
both interfaces between the nanodot and the substrate (substrate side), and
between the nanodot and air (air side) (Figure 4a, b). The cross-section E-field
revealed that the field intensity was more strongly concentrated on the substrate
side than on the air side (Figure 4c, d), which showed a dipole plasmon resonance.
On the other hand, the E-field at 0.62 eV (Peak-II) also emerged at both the
substrate and air sides (Figure 4e, f), which was predominantly higher than that on
the substrate side (Figure 4g, h). Therefore, the E-field at the substrate side adja-
cent to the substrate increased, and the field at the air side decreased. This behavior

Figure 3.
Extinction (A) spectra and atomic force microscopy (AFM) images of nanodot arrays with different sizes
[D = 340 (a), 490 (b), 600 (c), 716 (d), and 816 nm (e)]. Experimental and simulated spectra are
represented by black lines and open circles, respectively [24].
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nanodot size was checked using atomic force microscopy (AFM). The extinction
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nanodot size resulted in a red shift of the plasmon resonance to low photon energy,
relating to long-range plasmon coupling based on the far-field since near-field
interactions at a short range result in a blue shift of the resonance peak with
increasing nanodot size [27]. Additionally, the experimental behavior was also
observed with the simulated data using rigorous coupled-wave analysis (RCWA)
(black lines in Figure 3). The magnitudes of the experimentally observed resonances
were weaker than the simulated resonances, which may be a result of fabrication-
related imperfections such as rounded edges and the corners of the nanodot arrays.

We could observe two kinds of resonance peaks (Peak-I and Peak-II) from the
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clarified from three-dimensional field distributions based on the RCWA analysis.
Simulations of the electric field (E-field) distributions were performed at 0.36 and
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was consistent with the loss of symmetry following introduction of a substrate. The
overall field distribution was weighted toward the lower edge in the vicinity of the
substrate and toward the top edge away from the substrate. This phenomenon is
attributed to substrate-induced plasmon hybridization for a metallic nanostructure
on a dielectric substrate [28]. The dominant resonance of Peak-I, which is the focus
of this study, mainly reflects the E-field between the nanodot and the substrate.
This E-field provides the collective plasmon resonance in the nanodot arrays.

2.3 Damping processes

Figure 5a shows the relationship between nanodot size and resonant peak
energy. The experimental and simulated data showed that a dominant peak energy

Figure 4.
Electric fields (E-field) of the nanodot array (D = 816 nm) calculated at resonances of 0.36 eV (upper images:
Peak-I) and 0.62 eV (lower images: Peak-II). (a) and (e) show in-plane (x-y) field distributions at VO2-
Al2O3 interfaces at 0.36 eV and 0.62 eV, respectively. In-plane (x-y) field distributions of VO2-air interfaces
at 0.36 and 0.62 eV are exhibited in (b) and (f), respectively. (c) and (g) indicate cross-section (z-y) field
distributions at 0.46 and 0.62 eV, respectively. Cross-section (z-x) field distributions at 0.36 and 0.62 eV are
indicated in (d) and (h), respectively.

Figure 5.
(a) Energy positions of resonant peaks of Peak-I as a function of nanodot array. Experimental and simulated
peaks are indicated by open and closed circles, respectively. (b) Scaling of the resonant peak energy (Eres) with
inverse nanodot size (1/D) [24].
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(Eres) associated with the dipolar resonance exhibited spectral red shifting with
increasing nanodot size.

Besides, Eres was inversely proportional to 1/D (Figure 5b), which indicated that
dynamic polarization effectively reduced the number of electrons oscillating coher-
ently, and shifted the resonance energy into the low photon energy.

Figure 6a shows the spectral linewidth (Γ: FWHM) as a function of resonant peak
energy (Eres). We extracted the spectral linewidth (Γ = 2Γ1/2) as the red half-width at
half-maximum Γ1/2 = Eres � E1/2, where E1/2 is the photon energy for which the
extinction is half of the peak value [29]. The experimentally obtained Γ was system-
atically small with decreasing resonant energy, and was close to that of the simulated
data. Plasmon quality (Q = Eres/Γ) enhanced with a reduction in resonant peak energy
(Figure 6b). The slight difference in Γ between experimental and simulated data
gradually increased with decreasing nanodot size. This may be related to surface
damage of the nanodot owing to a side etching effect in the SF6 plasma process.

The relationship between spectral linewidth and resonant energy is related to the
dielectric functions of VO2. Figure 7a shows complex dielectric functions of metallic
VO2 epitaxial films prior to nanofabrication. We discuss the plasmonic response of
metallic VO2 nanodots on the basis of bulk dielectric functions. The energy-dependent
scattering rate (γ*) and effective mass (m*) are important factors in clarifying the
damping mechanism, as estimated using the extended Drude model [30, 31].

ε ωð Þ ¼ ε∞ � ω2
p

ω ωþ iγ ∗½ � (1)

where ε∞ represents the high-energy dielectric constant derived from interband
transitions. We used ε∞ = 9. ωp is the plasma frequency defined as follows [30, 31]:

, where Ne is the total density of conduction electrons.

ð2Þ

ð3Þ

Figure 6.
(a) Plasmon linewidth (Γ) obtained from experimental (closed circles) and simulated (open circles) results as
a function of resonant peak energy. Inset indicates an extinction spectrum of the nanodot array with
D = 816 nm. (b) Plasmon quality (Q = ħ/Γ) as a function of Eres [24].
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(Eres) associated with the dipolar resonance exhibited spectral red shifting with
increasing nanodot size.

Besides, Eres was inversely proportional to 1/D (Figure 5b), which indicated that
dynamic polarization effectively reduced the number of electrons oscillating coher-
ently, and shifted the resonance energy into the low photon energy.

Figure 6a shows the spectral linewidth (Γ: FWHM) as a function of resonant peak
energy (Eres). We extracted the spectral linewidth (Γ = 2Γ1/2) as the red half-width at
half-maximum Γ1/2 = Eres � E1/2, where E1/2 is the photon energy for which the
extinction is half of the peak value [29]. The experimentally obtained Γ was system-
atically small with decreasing resonant energy, and was close to that of the simulated
data. Plasmon quality (Q = Eres/Γ) enhanced with a reduction in resonant peak energy
(Figure 6b). The slight difference in Γ between experimental and simulated data
gradually increased with decreasing nanodot size. This may be related to surface
damage of the nanodot owing to a side etching effect in the SF6 plasma process.

The relationship between spectral linewidth and resonant energy is related to the
dielectric functions of VO2. Figure 7a shows complex dielectric functions of metallic
VO2 epitaxial films prior to nanofabrication. We discuss the plasmonic response of
metallic VO2 nanodots on the basis of bulk dielectric functions. The energy-dependent
scattering rate (γ*) and effective mass (m*) are important factors in clarifying the
damping mechanism, as estimated using the extended Drude model [30, 31].

ε ωð Þ ¼ ε∞ � ω2
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where ε∞ represents the high-energy dielectric constant derived from interband
transitions. We used ε∞ = 9. ωp is the plasma frequency defined as follows [30, 31]:
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ε1 and ε2 indicate the real and imaginary parts of the dielectric function,
respectively, when we define ε(ω) = ε1(ω) + iε2(ω). Based on an Ne value of
5.2 � 1022 cm�3 from a Hall measurement, the energy-dependent γ* and m*/m0 (m0

is the electronic band mass) in metal VO2 were extracted (Figure 7b). In the simple
Drude model, the scattering rate is considered independent of the photon energy.
However, γ(ω) actually increased with increasing photon energy. The energy-
dependent scattering rate is generally based on electron-electron (e-e) scattering
and electron-phonon (e-ph) scattering. The behavior of ρ(ω) was proportional to
ω2, which indicated that the scattering rate of metal VO2 was dominated by e-e
scattering. Additionally, m*/m0 was enhanced slightly at a lower photon energy
below 0.4 eV, which is characteristic of a Mott insulator [32]. Results showed that
the energy-dependent Γof plasmonic resonance was correlated with the energy-
dependent γ in the extended Drude model. A plasmonic linewidth is mainly the sum
of three separate processes involving intraband, interband, and radiative contribu-
tions (we ignore electron-surface damping, and chemical interface damping) [33].
The electronic band structure of VO2 is explained as follows [34]. The crystal field
splits degenerate 3d-orbitals into t2g and eg bands. The t2g bands further split into
t2g(d//) and t2g(π*) bands. A t2g(d//) band splits into the upper t2g(d//*) and lower
t2g(d//) bands in insulator VO2. In metallic VO2, an t2g(d//) band overlaps with an
t2g(π*) band at EF, consisting only of 3d orbitals (Figure 7c). Additionally, radiation
contribution to the plasmon damping was relatively small in this work since the
plasmon linewidths gradually decreased with increasing nanodot size. As a conse-
quence, intraband damping related to e-e scattering in the conduction band plays an
important role in determining the plasmon linewidth, which is derived from the
highly corrected electron system of VO2.

3. Optical dynamics

Near-infrared laser pulses ranging from 1.9 to 2.5 μmwere realized from a single
supercontinuum pulse by intrapulse difference-frequency mixing with a spectral

Figure 7.
(a) Real (ε1: closed dots) and imaginary (ε2: open dots) parts of the dielectric function in a VO2 film prior to
nanofabrications. Note that energy-dependent ε1 and ε2 in a VO2 film were used since size-dependent plasmon
damping is neglected. (b) Damping rate (γ*: Straight line) and effective mass (m*/m: dotted line) as a function
of photon energy. (c) Schematic representation of electronic band structures of insulating and metal VO2 [24].
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focusing scheme. For our pump and probe system, the probe wavelength was the
same as that of the pump.

Details regarding the generation of femtosecond laser pulses (pulse width
� 150 fs) are described in [35].

We initially investigated differential transmittance (ΔT/T) signals as a function
of laser influence strength (P) (Figure 8a). ΔT/T can be defined as ΔT/T = (Ton �
Toff)/Toff, with Ton and Toff being the probe signals reflected by the excited and
unperturbed samples, respectively. An excitation wavelength of λ = 2.1 μm was
used. The VO2 nanodot array with D = 490 nm was used as a measurement sample.
The sample temperature was maintained at 90°C to retain metallic state of VO2. ΔT/
T showed negative responses under different laser influence strengths (P = 100–
560 mJ/cm2), which indicated an increase in photo-induced absorbance. As shown
in Figure 8a, the plasmon dynamics obey a well-known process [36]: carrier
dephasing; electron-electron (e-e) scattering [process (1)], determined in the rise
time, carrier cooling and lattice heating by electron-phonon (e-ph) scattering [pro-
cess (2)], and followed by cooling of the lattice based on dissipation of phonons into
the environment [process (3), photon-phonon (ph-ph) relaxation]. The optical
dynamics of VO2 nanodot arrays were mainly dominated by e-e and e-ph scattering
processes in the plasmon relaxations. The rising (e-e scattering) and decay (e-ph
scattering) time constants remained unchanged with different influence strengths,
and were approximately 200 and 240 fs, respectively. The rising and decay pro-
cesses could be described by a single exponential decay model. Besides, all ΔT/T
signals were conducted below 1 ps, which differed from that employed for the noble
metals [36]. The ΔT/T signals on silver and gold nanoparticles have commonly been
extended in the range 10–20 ps [37]. Therefore, e-e and e-ph scattering on the VO2

nanodot array was faster than that on the noble metals, contributing to optical
modulations at the sub-picosecond scale. By contrast, ph-ph relaxation increased
with increasing laser influence strength due to an increase in thermal relaxation.

Figure 8.
(a) Differential transmittance (ΔT/T) signals as a function of lower influence strength. (1), (2), and (3)
indicate e-e scattering, e-ph scattering and ph-ph relaxation, respectively. (b) Dependence of ΔT/T on laser
influence strength.
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quence, intraband damping related to e-e scattering in the conduction band plays an
important role in determining the plasmon linewidth, which is derived from the
highly corrected electron system of VO2.
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supercontinuum pulse by intrapulse difference-frequency mixing with a spectral
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(a) Real (ε1: closed dots) and imaginary (ε2: open dots) parts of the dielectric function in a VO2 film prior to
nanofabrications. Note that energy-dependent ε1 and ε2 in a VO2 film were used since size-dependent plasmon
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of photon energy. (c) Schematic representation of electronic band structures of insulating and metal VO2 [24].

54

Novel Imaging and Spectroscopy

focusing scheme. For our pump and probe system, the probe wavelength was the
same as that of the pump.

Details regarding the generation of femtosecond laser pulses (pulse width
� 150 fs) are described in [35].

We initially investigated differential transmittance (ΔT/T) signals as a function
of laser influence strength (P) (Figure 8a). ΔT/T can be defined as ΔT/T = (Ton �
Toff)/Toff, with Ton and Toff being the probe signals reflected by the excited and
unperturbed samples, respectively. An excitation wavelength of λ = 2.1 μm was
used. The VO2 nanodot array with D = 490 nm was used as a measurement sample.
The sample temperature was maintained at 90°C to retain metallic state of VO2. ΔT/
T showed negative responses under different laser influence strengths (P = 100–
560 mJ/cm2), which indicated an increase in photo-induced absorbance. As shown
in Figure 8a, the plasmon dynamics obey a well-known process [36]: carrier
dephasing; electron-electron (e-e) scattering [process (1)], determined in the rise
time, carrier cooling and lattice heating by electron-phonon (e-ph) scattering [pro-
cess (2)], and followed by cooling of the lattice based on dissipation of phonons into
the environment [process (3), photon-phonon (ph-ph) relaxation]. The optical
dynamics of VO2 nanodot arrays were mainly dominated by e-e and e-ph scattering
processes in the plasmon relaxations. The rising (e-e scattering) and decay (e-ph
scattering) time constants remained unchanged with different influence strengths,
and were approximately 200 and 240 fs, respectively. The rising and decay pro-
cesses could be described by a single exponential decay model. Besides, all ΔT/T
signals were conducted below 1 ps, which differed from that employed for the noble
metals [36]. The ΔT/T signals on silver and gold nanoparticles have commonly been
extended in the range 10–20 ps [37]. Therefore, e-e and e-ph scattering on the VO2

nanodot array was faster than that on the noble metals, contributing to optical
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with increasing laser influence strength due to an increase in thermal relaxation.
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The value of ΔT/T was inversely proportional to the laser influence strength
(Figure 8b). No non-linear response was found within these laser influences.

On the other hand, no carrier dephasing was observed. The relaxation time of
carrier dephasing is characterized by the time constant,T2, which is related to the
time constant for inelastic decay of the plasmon population,T1, via T2

�1 = T1
�1/

2 + T*�1, where T* represents possible elastic phase-loss processes [38]. We can
estimate T2 using the following relation: T2 = 2ħ/Γ, where ħ and Γ (= 2Γ1/2) indicate
the Plank constant and spectral linewidth, respectively. In the case of D = 490 nm,
T2 was estimated to be 5.1 fs, which was below the measurement limit.

Figure 9a shows differential transmittance signals as a function of laser wave-
length for VO2 nanodot arrays with D = 490 nm, revealing that the decay time of
ΔT/T signals was dependent on laser wavelength. The decay time could be well
fitted by a single exponential component in all laser wavelengths, as shown in
Figure 10a. Photon energy-dependent plasmon lifetimes were extracted from decay
times of ΔT/T signals. Lifetimes gradually increased with decreasing photon
energy, and showed a maximum value (�0.257 ps) at 0.57 eV. The dependence of
lifetime on photon energy was close to that on extinction. Similar results were
obtained on the nanodot array with D = 600 nm (Figures 9b and 10b). That is, the
longest lifetimes were observed using laser wavelengths at the plasmon resonance
peaks.

The extinction spectra of VO2 nanodot arrays are characterized by the presence
of plasmon bands in the IR range. The surface plasmon is a quantum of h/(2πωp) of
plasma oscillation. The plasmon bands of VO2 nanodot arrays were attributed to
dipole oscillations of the free carriers (electrons) in the C.B. occupying the energy
states immediately above the Fermi energy. The band structure of metallic VO2 is
more complex compared with oxide semiconductors (Figure 7c). The Fermi level is
located in the t2g(π*) level, which is partially overlapped with the t2g(d//) level. The
optical excitations of metallic VO2 comprised the three interband transitions E1, E2,
and E3 that were observed at around �1.22, �3.37, and �5.90 eV, respectively [39].
In particular, the lowest optical transition E1 corresponds to optical excitation from
the filled t2g(d//) to empty t2g(π*) bands. This band transition broadly exists in the
range 0.5–2 eV, which is closely related to the plasmon dynamics.

Figure 9.
Differential transmittance signals as a function of laser wavelength for VO2 nanodot arrays with
(a) D = 490 nm and (b) D = 600 nm.
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In general, it is known that plasmon lifetimes differ largely between interband
and intraband excitations. For an Au metal, the s band of the C.B. is overlapped with
the d band, which provides two optical transitions as follows [40]. The interband
excitations from d to s bands result in short-lived lifetimes due to the bounded
carriers. By contrast, the intraband excitations in the C.B. consisting of the 6sp
bands are composed of free carriers, leading to long-lived lifetimes as compared to
the interband excitations (Figure 11a). On the other hand, for VO2, the t2g(π*) band
is partially combined with the t2g(d//) band existing in VO2 in addition to the

Figure 10.
Relationship between plasmon lifetime and extinction as a function of photon energy for VO2 nanodot arrays
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The value of ΔT/T was inversely proportional to the laser influence strength
(Figure 8b). No non-linear response was found within these laser influences.

On the other hand, no carrier dephasing was observed. The relaxation time of
carrier dephasing is characterized by the time constant,T2, which is related to the
time constant for inelastic decay of the plasmon population,T1, via T2

�1 = T1
�1/

2 + T*�1, where T* represents possible elastic phase-loss processes [38]. We can
estimate T2 using the following relation: T2 = 2ħ/Γ, where ħ and Γ (= 2Γ1/2) indicate
the Plank constant and spectral linewidth, respectively. In the case of D = 490 nm,
T2 was estimated to be 5.1 fs, which was below the measurement limit.

Figure 9a shows differential transmittance signals as a function of laser wave-
length for VO2 nanodot arrays with D = 490 nm, revealing that the decay time of
ΔT/T signals was dependent on laser wavelength. The decay time could be well
fitted by a single exponential component in all laser wavelengths, as shown in
Figure 10a. Photon energy-dependent plasmon lifetimes were extracted from decay
times of ΔT/T signals. Lifetimes gradually increased with decreasing photon
energy, and showed a maximum value (�0.257 ps) at 0.57 eV. The dependence of
lifetime on photon energy was close to that on extinction. Similar results were
obtained on the nanodot array with D = 600 nm (Figures 9b and 10b). That is, the
longest lifetimes were observed using laser wavelengths at the plasmon resonance
peaks.

The extinction spectra of VO2 nanodot arrays are characterized by the presence
of plasmon bands in the IR range. The surface plasmon is a quantum of h/(2πωp) of
plasma oscillation. The plasmon bands of VO2 nanodot arrays were attributed to
dipole oscillations of the free carriers (electrons) in the C.B. occupying the energy
states immediately above the Fermi energy. The band structure of metallic VO2 is
more complex compared with oxide semiconductors (Figure 7c). The Fermi level is
located in the t2g(π*) level, which is partially overlapped with the t2g(d//) level. The
optical excitations of metallic VO2 comprised the three interband transitions E1, E2,
and E3 that were observed at around �1.22, �3.37, and �5.90 eV, respectively [39].
In particular, the lowest optical transition E1 corresponds to optical excitation from
the filled t2g(d//) to empty t2g(π*) bands. This band transition broadly exists in the
range 0.5–2 eV, which is closely related to the plasmon dynamics.

Figure 9.
Differential transmittance signals as a function of laser wavelength for VO2 nanodot arrays with
(a) D = 490 nm and (b) D = 600 nm.
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In general, it is known that plasmon lifetimes differ largely between interband
and intraband excitations. For an Au metal, the s band of the C.B. is overlapped with
the d band, which provides two optical transitions as follows [40]. The interband
excitations from d to s bands result in short-lived lifetimes due to the bounded
carriers. By contrast, the intraband excitations in the C.B. consisting of the 6sp
bands are composed of free carriers, leading to long-lived lifetimes as compared to
the interband excitations (Figure 11a). On the other hand, for VO2, the t2g(π*) band
is partially combined with the t2g(d//) band existing in VO2 in addition to the

Figure 10.
Relationship between plasmon lifetime and extinction as a function of photon energy for VO2 nanodot arrays
with (a) D = 490 nm and (b) D = 600 nm.

Figure 11.
The electronic band structures of Au metal (left) and metallic VO2 (right).
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intraband excitation within the t2g(π*). That is, the long-lived lifetimes of plasmon
peaks at 0.56 and 0.51 eV for nanodot arrays with D = 490 and 600 nm, respec-
tively, were due to intraband excitations of free carriers in the C.B., which provided
longer lifetimes than those of interband excitations. Optical dynamics of VO2 were
influenced by the intraband and interband transitions. The plasmon lifetimes were
determined by the intraband excitations in the C.B., which were attributed to the
band structure of VO2.

4. Summary

We investigated infrared plasmonic responses of VO2 nanodot arrays and their
optical modulations. Comparison of the experimental plasmon resonances with
electromagnetic simulations enabled us to perform spectral assignments and field
distributions. In particular, plasmon coupling between metallic VO2 nanodots con-
tributed to the collective excitation mode. Plasmon damping of VO2 was closely
related to the specific band structure, which affected the optical dynamics. The
plasmonic excitations excited by the fs pulse lasers showed ultrafast optical
responses at the sub-picosecond scale, which were dependent on laser wavelength.
The optical excitations of VO2 comprised intraband and interband transitions. The
long-lived lifetimes were observed at the resonant peaks in terms of free carrier
excitations of VO2. This result was attributed to the band structure, which affected
the plasmon lifetimes.
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determined by the intraband excitations in the C.B., which were attributed to the
band structure of VO2.

4. Summary

We investigated infrared plasmonic responses of VO2 nanodot arrays and their
optical modulations. Comparison of the experimental plasmon resonances with
electromagnetic simulations enabled us to perform spectral assignments and field
distributions. In particular, plasmon coupling between metallic VO2 nanodots con-
tributed to the collective excitation mode. Plasmon damping of VO2 was closely
related to the specific band structure, which affected the optical dynamics. The
plasmonic excitations excited by the fs pulse lasers showed ultrafast optical
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The optical excitations of VO2 comprised intraband and interband transitions. The
long-lived lifetimes were observed at the resonant peaks in terms of free carrier
excitations of VO2. This result was attributed to the band structure, which affected
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Chapter 5

Femtosecond Stimulated Raman 
Microscopy in C▬H Region of 
Raman Spectra of Biomolecules 
and Its Extension to Silent and 
Fingerprint Regions
Rajeev Ranjan, Maria Antonietta Ferrara and Luigi Sirleto

Abstract

Stimulated Raman scattering (SRS) microscopy, based on vibrational spectros-
copy, is able to perform label-free imaging with high sensitivity, high spatial and 
spectral resolution, 3D sectioning, and fast time of image acquisition, i.e., a few 
seconds. In this chapter, the implementation of a femtosecond SRS microscope, 
working in C▬H or O▬H region (>2800 cm−1) of Raman spectra of biomolecules, 
is reported. Our microscope is realized by integration of a femtosecond (fs) SRS 
experimental setup with an inverted optical microscope equipped with fast mirror 
scanning unit. The microscope is provided with two femtosecond laser sources: 
a titanium-sapphire (Ti:Sa) laser oscillator and an optical parametric oscillator 
(OPO). In addition, the reliability of our system in C▬H region is tested by localiza-
tions of lipid droplets inside adipocyte cells. Finally, the extension of microscope 
to silent region of <1800 cm−1 and fingerprint region of 1800–2800 cm−1 is also 
achieved by adding a second-harmonic generator to cascade the OPO and double its 
energy radiation. Definitely, our microscope is able to take on some recent chal-
lenges of SRS microscopy, including improvements of sensitivity and detection 
specificity.

Keywords: stimulated Raman scattering, optical imaging, nonlinear microscopy, 
label-free imaging, bio-imaging

1. Introduction

One of the most important subjects in life sciences is the noninvasive character-
ization of microscopic objects within a complex heterogeneous system by optical 
microscopy. Nowadays, fluorescence microscopy is the workhorse for cellular imag-
ing. However, since most of small biomolecules, such as nucleosides, amino acids, 
fatty acids, choline, glucose, cholesterol, and small-molecule drugs, are intrinsically 
nonfluorescent, fluorescent tags are needed. Unluckily, these fluorescent probes, 
such as organic dyes, fluorescent proteins, or quantum dots, are all quite larger 
than small biomolecules; therefore they can severely falsify native biochemical or 



63

Chapter 5

Femtosecond Stimulated Raman 
Microscopy in C▬H Region of 
Raman Spectra of Biomolecules 
and Its Extension to Silent and 
Fingerprint Regions
Rajeev Ranjan, Maria Antonietta Ferrara and Luigi Sirleto

Abstract

Stimulated Raman scattering (SRS) microscopy, based on vibrational spectros-
copy, is able to perform label-free imaging with high sensitivity, high spatial and 
spectral resolution, 3D sectioning, and fast time of image acquisition, i.e., a few 
seconds. In this chapter, the implementation of a femtosecond SRS microscope, 
working in C▬H or O▬H region (>2800 cm−1) of Raman spectra of biomolecules, 
is reported. Our microscope is realized by integration of a femtosecond (fs) SRS 
experimental setup with an inverted optical microscope equipped with fast mirror 
scanning unit. The microscope is provided with two femtosecond laser sources: 
a titanium-sapphire (Ti:Sa) laser oscillator and an optical parametric oscillator 
(OPO). In addition, the reliability of our system in C▬H region is tested by localiza-
tions of lipid droplets inside adipocyte cells. Finally, the extension of microscope 
to silent region of <1800 cm−1 and fingerprint region of 1800–2800 cm−1 is also 
achieved by adding a second-harmonic generator to cascade the OPO and double its 
energy radiation. Definitely, our microscope is able to take on some recent chal-
lenges of SRS microscopy, including improvements of sensitivity and detection 
specificity.

Keywords: stimulated Raman scattering, optical imaging, nonlinear microscopy, 
label-free imaging, bio-imaging

1. Introduction

One of the most important subjects in life sciences is the noninvasive character-
ization of microscopic objects within a complex heterogeneous system by optical 
microscopy. Nowadays, fluorescence microscopy is the workhorse for cellular imag-
ing. However, since most of small biomolecules, such as nucleosides, amino acids, 
fatty acids, choline, glucose, cholesterol, and small-molecule drugs, are intrinsically 
nonfluorescent, fluorescent tags are needed. Unluckily, these fluorescent probes, 
such as organic dyes, fluorescent proteins, or quantum dots, are all quite larger 
than small biomolecules; therefore they can severely falsify native biochemical or 



Novel Imaging and Spectroscopy

64

biophysical properties of the observed biomolecules inside cells. Definitely, small 
biomolecules have a fundamental functional importance, but, unfortunately, are 
basically undetectable by fluorescence microscopy. Therefore, a label-free imag-
ing, with high sensitivity, high spatial resolution, and high chemical selectivity of 
unlabeled living cells, is highly desirable [1, 2].

Among label-free techniques, exploiting nonlinear optical effects, stimulated 
Raman scattering (SRS) microscopy is one of the most promising techniques 
[3–12]. SRS, discovered in 1960 [13–15], is a third-order nonlinear process in which 
two collinear laser pulses are used as pump and probe (Stokes) beams at frequencies 
of ωp and ωs (while ωp > ωS) and are focused into the sample. When the energy dif-
ference between pump and probe beams is equivalent to a vibrational energy (ωv) 
of the sample, an exchange of energy between the two beams occurs and results 
a gain in the Stokes signal (stimulated Raman gain, SRG) and a loss in the pump 
signal (stimulated Raman loss, SRL) [16–19], as shown in Figure 1. Experimentally, 
both the modalities of SRG and SRL can be detected.

Since the invention of the picosecond (ps) narrowband SRS microscopy, a vari-
ety of molecular species have been imaged by label-free SRS targeting their intrinsic 
chemical bonds at the crowded cellular fingerprint region of 500–1700 cm−1 or the 
high-frequency C▬H or O▬H region of 2800–3200 cm−1. However, SRS microscopy 
has some limitations, too. Indeed, by considering that several biomolecular species 
share similar chemical bonds, in some cases, it could be difficult to separate a target 
biomolecule from all the other related species inside cells. This leads to a prob-
lematic detection specificity. Additionally, the endogenous chemical bonds have 
typically small Raman scattering cross sections. This limits the detection sensitivity 

Figure 1. 
SRS principle: (a) SRS modalities are described: SRG, stimulated Raman gain; SRL, stimulated Raman 
loss; and (b) stimulated Raman scattering occurs through the vibrationally excited molecules that interfere 
coherently.
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of this approach to few millimolars, whereas a micromolar sensitivity is required for 
small biomolecules. Thus, there is a strong need to further increase specificity and 
sensitivity, as well as to probe dynamics [3–12].

Recently, to achieve detection specificity, general bio-orthogonal chemical 
imaging platform has emerged by coupling SRS microscopy with small Raman-
active vibrational probes, such as alkynes and stable isotopes, which are both 
spectroscopically and biochemically orthogonal to the molecules inside cells, 
allowing a better sensitivity, specificity, and biocompatibility for imaging the small 
biomolecules. The improvement made by these vibrational probes is to shift Raman 
peaks in the cell-silent region where no other peaks from endogenous molecules are 
present [20–23].

Concerning SRS sensitivity, a 12 times larger stimulated Raman loss signal by 
femtosecond pulse excitation than picosecond pulse was demonstrated [24]. In 
literature, a number of interesting biological applications based on femtosecond 
SRS microscopy have been reported, extending to the silent region and encouraging 
the bio-orthogonal chemical imaging platform [25–30]. Definitely, femtosecond 
stimulated Raman microscopy and bio-orthogonal chemical appear as an unavoid-
able perspective for SRS improvements.

In multimodal imaging, single cells can be imaged in a single microscope by 
simultaneous image acquisition of various nonlinear imaging techniques: SRS, 
coherent anti-Stokes Raman scattering (CARS), second-harmonic generation 
(SHG), third-harmonic generation (THG), and sum frequency generation (SFG). 
The main advantages of multimodal imaging are that the same excitation source 
can be used for all imaging modalities, while generated signals by nonlinear interac-
tion can be spectrally separated for simultaneous image collection in forward and/
or backward detection, resolving structural diversity in biomaterials [31, 32].

In multimodal label-free microscopy, in order to take advantage of a single 
setup, several key laser parameters must be carefully considered. We note that 
SHG, THG, and multiphoton excitation fluorescence (MPEF) take advantage by 
short femtosecond pulses due to the nonlinear processes involved. For CARS and 
SRS, two synchronized pulses at the correct wavelength separation are required, so 
the laser system should have a wide spectral tunability in specific spectral regions. 
Therefore, in multimodal imaging to allow the most flexibility, the best choice are a 
femtosecond titanium-sapphire (Ti:Sa) oscillators and an optical parametric oscilla-
tor (OPO), where one of two laser beams can be used for single-beam techniques 
(SHG, THG, and MPEF), while their combination can be utilized for double-beam 
techniques (CARS or SRS) [31, 32].

However, although typical and widespread commercial laser sources, such as 
OPO pumped by Ti:Sa laser, are tailored for multimodal imaging, they present a 
limitation: Their minimum wavelength difference between pump (Ti:Sa laser) 
and signal (OPO) is 2500 cm−1. Therefore, this laser combination allows only the 
CH-OH region exploration of Raman spectra, while the silent and fingerprint 
regions are out of the emission range [33–38]. As a consequence, this laser combina-
tion cannot accomplish the demand of bio-orthogonal platform based on femtosec-
ond stimulated Raman microscopy, compromising its diffusion.

Recently, some new laser sources are available in the market. They allow to reach 
the silent region and fingerprint regions, but the pumping laser is a fiber one. It is 
well known that they have a relative intensity noise (RIN) greater than that of Ti:Sa 
laser oscillator, so a more complex detection system, for example, balanced detec-
tion, can be required. In this chapter in order to extend the potentiality of Ti:Sa laser 
and OPO combination and to avoid the drawback of fiber laser, an implementation 
of an SRS microscope is described, in which a third femtosecond source is added, 
i.e., a SHG cascading the OPO and doubling its energy radiation.



Novel Imaging and Spectroscopy

64

biophysical properties of the observed biomolecules inside cells. Definitely, small 
biomolecules have a fundamental functional importance, but, unfortunately, are 
basically undetectable by fluorescence microscopy. Therefore, a label-free imag-
ing, with high sensitivity, high spatial resolution, and high chemical selectivity of 
unlabeled living cells, is highly desirable [1, 2].

Among label-free techniques, exploiting nonlinear optical effects, stimulated 
Raman scattering (SRS) microscopy is one of the most promising techniques 
[3–12]. SRS, discovered in 1960 [13–15], is a third-order nonlinear process in which 
two collinear laser pulses are used as pump and probe (Stokes) beams at frequencies 
of ωp and ωs (while ωp > ωS) and are focused into the sample. When the energy dif-
ference between pump and probe beams is equivalent to a vibrational energy (ωv) 
of the sample, an exchange of energy between the two beams occurs and results 
a gain in the Stokes signal (stimulated Raman gain, SRG) and a loss in the pump 
signal (stimulated Raman loss, SRL) [16–19], as shown in Figure 1. Experimentally, 
both the modalities of SRG and SRL can be detected.

Since the invention of the picosecond (ps) narrowband SRS microscopy, a vari-
ety of molecular species have been imaged by label-free SRS targeting their intrinsic 
chemical bonds at the crowded cellular fingerprint region of 500–1700 cm−1 or the 
high-frequency C▬H or O▬H region of 2800–3200 cm−1. However, SRS microscopy 
has some limitations, too. Indeed, by considering that several biomolecular species 
share similar chemical bonds, in some cases, it could be difficult to separate a target 
biomolecule from all the other related species inside cells. This leads to a prob-
lematic detection specificity. Additionally, the endogenous chemical bonds have 
typically small Raman scattering cross sections. This limits the detection sensitivity 

Figure 1. 
SRS principle: (a) SRS modalities are described: SRG, stimulated Raman gain; SRL, stimulated Raman 
loss; and (b) stimulated Raman scattering occurs through the vibrationally excited molecules that interfere 
coherently.

65

Femtosecond Stimulated Raman Microscopy in C▬H Region of Raman Spectra of Biomolecules…
DOI: http://dx.doi.org/10.5772/intechopen.92354

of this approach to few millimolars, whereas a micromolar sensitivity is required for 
small biomolecules. Thus, there is a strong need to further increase specificity and 
sensitivity, as well as to probe dynamics [3–12].

Recently, to achieve detection specificity, general bio-orthogonal chemical 
imaging platform has emerged by coupling SRS microscopy with small Raman-
active vibrational probes, such as alkynes and stable isotopes, which are both 
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biomolecules. The improvement made by these vibrational probes is to shift Raman 
peaks in the cell-silent region where no other peaks from endogenous molecules are 
present [20–23].

Concerning SRS sensitivity, a 12 times larger stimulated Raman loss signal by 
femtosecond pulse excitation than picosecond pulse was demonstrated [24]. In 
literature, a number of interesting biological applications based on femtosecond 
SRS microscopy have been reported, extending to the silent region and encouraging 
the bio-orthogonal chemical imaging platform [25–30]. Definitely, femtosecond 
stimulated Raman microscopy and bio-orthogonal chemical appear as an unavoid-
able perspective for SRS improvements.

In multimodal imaging, single cells can be imaged in a single microscope by 
simultaneous image acquisition of various nonlinear imaging techniques: SRS, 
coherent anti-Stokes Raman scattering (CARS), second-harmonic generation 
(SHG), third-harmonic generation (THG), and sum frequency generation (SFG). 
The main advantages of multimodal imaging are that the same excitation source 
can be used for all imaging modalities, while generated signals by nonlinear interac-
tion can be spectrally separated for simultaneous image collection in forward and/
or backward detection, resolving structural diversity in biomaterials [31, 32].

In multimodal label-free microscopy, in order to take advantage of a single 
setup, several key laser parameters must be carefully considered. We note that 
SHG, THG, and multiphoton excitation fluorescence (MPEF) take advantage by 
short femtosecond pulses due to the nonlinear processes involved. For CARS and 
SRS, two synchronized pulses at the correct wavelength separation are required, so 
the laser system should have a wide spectral tunability in specific spectral regions. 
Therefore, in multimodal imaging to allow the most flexibility, the best choice are a 
femtosecond titanium-sapphire (Ti:Sa) oscillators and an optical parametric oscilla-
tor (OPO), where one of two laser beams can be used for single-beam techniques 
(SHG, THG, and MPEF), while their combination can be utilized for double-beam 
techniques (CARS or SRS) [31, 32].

However, although typical and widespread commercial laser sources, such as 
OPO pumped by Ti:Sa laser, are tailored for multimodal imaging, they present a 
limitation: Their minimum wavelength difference between pump (Ti:Sa laser) 
and signal (OPO) is 2500 cm−1. Therefore, this laser combination allows only the 
CH-OH region exploration of Raman spectra, while the silent and fingerprint 
regions are out of the emission range [33–38]. As a consequence, this laser combina-
tion cannot accomplish the demand of bio-orthogonal platform based on femtosec-
ond stimulated Raman microscopy, compromising its diffusion.

Recently, some new laser sources are available in the market. They allow to reach 
the silent region and fingerprint regions, but the pumping laser is a fiber one. It is 
well known that they have a relative intensity noise (RIN) greater than that of Ti:Sa 
laser oscillator, so a more complex detection system, for example, balanced detec-
tion, can be required. In this chapter in order to extend the potentiality of Ti:Sa laser 
and OPO combination and to avoid the drawback of fiber laser, an implementation 
of an SRS microscope is described, in which a third femtosecond source is added, 
i.e., a SHG cascading the OPO and doubling its energy radiation.
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The chapter is organized as follows. In the next paragraph, the implementation 
and main realization issues of a femtosecond SRS microscope, working in C▬H 
region, are illustrated. The microscope, equipped with two femtosecond laser 
sources, a Ti:Sa laser and an OPO output, covers the C▬H region or O▬H region 
(>2800 cm−1) in stimulated Raman gain (SRG) modality. The successful imple-
mentation of our imaging system is demonstrated reporting label-free images of 
polystyrene beads with a diameter of 3 microns. In Subsection 2.1, SRS imaging 
is applied to investigate the distributions of lipid droplets (LDs) in 3T3-L1 cells at 
different stages of adipocyte differentiation process. In Section 3, the extension of 
previous SRS microscope to the silent and fingerprint regions, obtained by adding 
a third femtosecond laser source, i.e., a SHG cascading the OPO, is described. By 
combining the Ti:Sa laser and SHG output, the microscope covers not only the C▬H 
region but also the fingerprint region (<1800 cm−1) and the silent region (1800–
2800 cm−1) in stimulated Raman loss modality. Definitely, since in our proposed 
microscope, the femtosecond laser sources used are compatible with other nonlin-
ear microscopy techniques, it could be integrated with multimodal microscopy.

2. SRS microscope in C▬H region

It is worth noting that SRS microscopes are not commercially available, so in 
order to take advantage of their peculiarities, the only option is the homemade 
implementation. In order to set up an SRS microscope, two crucial issues have to be 
addressed:

• Implementation of a high-frequency modulation transfer method: SRS 
signal measures the pump-induced amplification of the Stokes pulse, detect-
ing a tiny change in the transmitted probe light of the order of about 10−4. 
Therefore, laser intensity noise and shot noise can reduce the SRS signal. In 
a high-frequency modulation transfer method, an electro-optic modulator 
(EOM) is used to modulate the pump and the modulation, is transferred to 
the probe beam, and can be detected by a photodiode (PD), after blocking the 
pump beam with a stack of optical filters. The PD output is connected by a 
low-pass filter to a lock-in amplifier (LIA), which demodulates the measured 
signal. SRS technique requires the extraction of a small alternative current 
(AC) signal at the sub-microvolt level from a noisy environment. A LIA is 
essentially a band-pass amplifier with variable central frequency and band-
width, which allows to obtain a significant improvement in signal to noise 
ratio (S/N), using a phase sensitive detection. If the modulation frequency 
is faster than the typical laser noise (e.g., 1 MHz), high sensitivity detection 
is achieved at the moderate laser power required for biological and medical 
imaging [39–42].

• Realization of two-dimensional (2D) images: To obtain 2D images which 
can be achieved through beam scanning with 2D galvo mirrors and by a 
sequential collection of pixels, which are acquired and quantized in intensity 
by a data acquisition chain. The scanning mirrors (SMs) require three TTL 
signals that are made available by the microscope controller connected to the 
scan head unit: pixel clock, line sync, and frame sync. A 2D image is obtained 
by the synchronization of the forward detection unit with two SMs, which 
raster the focal spot across an x-y plane. The synchronization is achieved by 
managing (i) the PCI card (NI PCIe 6363) through an in-house LabVIEW 
program, (ii) the electrical signal detected by LIA, and (iii) the digital signals 
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provided by the microscope scanning unit controller. All images with 512 × 512 
pixels were analyzed with ImageJ software. The acquisition of a single image 
matrix takes 16 s. However, for a correct image acquisition, setting a number 
of parameters is required (e.g., pixel dimension and pixel dwell time). With 
the aim to preserve all information in an image, Nyquist’s theorem must be 
followed during the sampling frequency, while to ensure the correct cor-
respondence between spatial coordinates of pixels and measured SRS value in 
each pixel, the integration time of LIA have to be set equal or comparable to 
the pixel dwell time [43–46].

A fundamental procedure when carrying out SRS imaging is microscope align-
ment. The pulsed pump (Ti:Sa laser) and probe (synchronized OPO) lasers have to 
be carefully overlapped both in space and time at the image plane in order to gener-
ate a high SRS signal. Microscope alignments can be realized by three steps:

1. Spatial overlap of two beams. The initial step is the alignment of OPO and 
Ti:Sa lasers so that each beam arrives to the microscope. Then, we choose to 
consider the OPO as a reference beam. The Ti:Sa laser beam is spatially over-
lapped to OPO beam on a position-sensitive detector.

2. Temporal overlap of two beams: Considering that the pump and probe 
beams have slightly different beam paths inside the OPO housing, they show a 
time delay of about 5 ns at the OPO exit. Temporal overlap is usually obtained 
by a finely tuneable optical delay line. Usually, two techniques can be used to 
obtain the temporal overlap of two beams. The first can be obtained using a 
fast PD and oscilloscope, while the second is based on cross-optical correla-
tor. In the case of the first technique, a rough overlap of two beams is obtained 
(uncertainty of 10 ps), whereas an accurate temporal overlap is obtained using 
a cross-correlator (resolution of 1 fs).

3. Alignment of the two beams inside the microscope: The sample is pre-
liminary observed with white light to individuate the desired field of view 
(FOV). Then, laser beams, entering the microscope by a side port of micro-
scope, are aligned to reach the PD mounted on the upstream. In order to 
optimize the FOV, the illumination, the focal position of microscope objec-
tives, and checking if the two beams are spatially overlapped could be very 
useful to acquire transmission images (TI) for both Ti:Sa laser and OPO 
output.

The scanning microscope focuses the two laser beams into the sample by a 
microscope objective. After interaction with the sample, transmitted output pulses 
are collected by an upper objective. A PD and a LIA allow to measure the result of 
the SRS process occurring in the focal volume of the specimen after removing the 
pump pulses by a stack of optical filters. Our SRS microscope is shown in Figure 2. 
It is constructed by combining a femtosecond SRS spectroscopy setup with an 
inverted optical microscope (Eclipse TE-2000-E, Nikon) equipped with mirror 
scanning unit (C2, Nikon). The two pulsed laser sources are (i) a femtosecond 
Ti:Sa laser (Chameleon Ultra II), with a pulse duration of ~140 fs, a repetition rate 
of 80 MHz, and wavelengths of 680–1080 nm, and (ii) a femtosecond synchro-
nized optical parametric oscillator (SOPO-Chameleon Compact OPO) pumped 
by a Ti:Sa laser. The pulse duration of SOPO output is ~200 fs. The repetition rate 
is 80 MHz, and the emission wavelength range is 1000–1600 nm. By combining 
the two laser systems, a minimum photon energy difference of 2500 cm−1 can be 
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obtained between the two beams. This means that only the high-frequency C-H 
region of Raman spectra (2800–3200 cm−1) can be explored. Immediately follow-
ing emission from the laser, the Ti:Sa laser pulses are modulated at a frequency of 
4.5 MHz by an electro-optic modulator (EOM-CONOPTICS 350–160 KD*P) pulse 
selection system. Additionally, in order to obtain a temporal overlap between the 
two beams, a delay line (Newport MOD MILS200CC) was inserted between the 
Ti:Sa laser and the microscope. A dichroic mirror (Semrock FF875-Di01-125x36) 
spatially combines the collinear beams. The two beams were then focused into 
the specimen through a 60× multiphoton microscope objective (NA = 1.27). The 
output pulses are collected in transmission by a 40× high numerical aperture 
(NA = 1.25) multiphoton microscope objective. In order to remove the pump 
signal, a stack of optical filters was used, while the probe signal is measured by 
a photodetector (PD). The PD output is connected by a 50 Ω low-pass filter to a 
lock-in amplifier (LIA, SR844-200 MHz dual phase). The time constant in LIA 
was set to 100 μs with a slope of 18 dB/oct and a sensitivity of 10 μV [36, 37]. In 
order to collect information and to obtain a 2D image, the electrical signal coming 
out from the LIA is digitalized by PCI card (NI PCIe 6363), which manages and 
synchronizes the LIA and the scanning unit of microscope by an in-house devel-
oped LabVIEW program.

SRG images of a sample of polystyrene beads with a diameter of 3 μm were 
recorded. A strong SRG signal is observed from the polystyrene beads when the 
value of ωL − ωS is matched to the C▬H bond vibration at 3054 cm−1. The obtained 
SRG and transmission images are shown in Figure 3. The pump signal was set at 
810 nm, while the probe signal was set at 1073 nm. The focused power was less than 
10 mW for both pump and probe beams. The transmission image was carried out 
with the single OPO laser at 1073 nm, and the transmitted beam intensity from the 
sample was measured by PD Thorlabs DET10N/M and directly acquired by the PCI 
card. The transmission image and the SRG image are given in Figure 3(a) and (b), 
respectively.

Figure 2. 
Schematic experimental setup of the stimulated Raman scattering microscope.
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2.1 Biological application in C▬H region

Lipids are essential pillar for cells playing important roles for the maintenance 
of human health. Indeed, lipids act as signaling mediators, components of cellular 
membranes, and reservoirs for intracellular energy storage. Alterations in lipid 
metabolism are hallmarks of several human diseases, such as dyslipidemia, lipodys-
trophy, diabetes, obesity, atherosclerosis, heart diseases, and cancer.

The lipids are packed into specific intracellular organelles, termed lipid droplets, 
present in all cellular lines, but abundant in adipose and steroid-producing cells. 
LDs typically consist of neutral lipids in the form of triacylglycerols, cholesteryl 
esters, or retinyl esters encircled by a phospholipid monolayer with a surface made 
of numerous proteins that are involved in the regulation of lipid metabolism. 
Their sizes range from some tens of nanometer to tens of micrometer in diameter. 
LDs participate in a broad variety of physiological processes, such as lipid storage 
serving as fuels and/or such as biosynthetic precursors and signal transducers. 
Even though research is continuously growing in the relation between LDs and 
prominent diseases, a lot of fundamental questions are not yet resolved. In addition, 
new and unexpected connections with other cellular processes and pathologies are 
being found.

Traditionally LDs are imaged with fluorescence techniques of microscopy, 
using labelling fixed cells with neutral lipid specific dyes. However, lipids are 
smaller molecules than proteins and DNA, and their structures and functions 
are more susceptible to changes that might occur when adding fluorophores for 
imaging, introducing unwanted artifacts. Furthermore, their reluctant behavior to 
fluorescence dyes makes their identification and analysis difficult, especially for 
small LDs [47–60].

So far, most SRS applications have been aimed at label-free imaging of lipids in 
a variety of samples from artificial model systems to living cells and tissues. This 
prevalence is due to strong SRS signal for microscopy provided by LDs. Lipids are 
abundant in C▬H2 groups leading to a relatively isolated Raman peaks associated 
with C▬H bond vibrational states at 2845 cm−1, thus allowing to distinguish them 
from other chemical species. This peculiarity, together with the interest in the study 
of lipids and the possibility to image lipid structures, has encouraged SRS studies.

Figure 3. 
(a) Transmission image and (b) SRG image of a polystyrene beads sample with a diameter of 3 μm. Scale bar 
corresponds to 25 μm.
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Novel Imaging and Spectroscopy

70

Figure 5. 
Adipocyte cells at 15 days (D15) of growing time: (a) transmission image, (b) SRS image of the sample, and (c) 
merged image of absorption and SRS that indicates the LD distribution. Scale bar corresponds to 10 μm.

In the previous section, we have demonstrated the ability to acquire the images 
of the polystyrene beads in both transmission imaging and SRS modality of our sys-
tem. In this section we are going to testify the biological application of SRS imaging 
technique. We have considered the distributions of LDs in 3T3-L1 cells at different 
stages of adipocyte differentiation: (i) 7 days and (ii) 15 days of growing time.

Adipocyte cells were grown on glass and fixed in PBS. To have a stable sample, 
the glass with the fixed cells is sandwiched between two coverslips. In order to 
obtain the image(s) of LDs inside adipocyte cells, the Raman shift of 2845 cm−1 
associated with C▬H2 stretching mode has been investigated [40]. Hence, the Ti:Sa 
laser is set at 810 nm, and the wavelength of the OPO output is assigned to 1053 nm. 
After the power optimization of the laser beams (to avoid the thermal noises), the 
intensities of both lasers were set at 11 mW. Each acquired image is a single collec-
tion with 512 × 512 pixels. The acquisition time was 16 s. The LIA time constant was 
fixed to 100 μs with a slope of 16 dB/oct and a sensitivity of 10 μV.

Figure 4(a) shows the transmission image acquired image obtained with the 
OPO at wavelength of 1053 nm. The region of interest is first identified with this 
modality. Figure 4(b) shows the vibrational SRS contrast imaging. The bright 
regions indicate the individual lipid droplets. Small LDs are observable. The merge 
between the two images (a) and (b) is reported in Figure 4(c). It highlights LD 
distribution inside the cells and its typical crown arrangement around the cell 
nucleus.

With the same procedure, we performed the analysis on a sample of adipocyte 
cells with 15 days of growing time. The results are shown in Figure 5 for the trans-
mission image obtained with OPO, SRS image, and the merge image.

Figure 4. 
Adipocyte cells at 7 days (D7): (a) transmission image by OPO, (b) SRS image of the sample, (c) merged 
image of transmission and SRS. Scale bar corresponds to 10 μm.
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During our analysis in both the samples, we found that heterogeneity in LD size 
ranges from a few microns until 10 microns and beyond. Definitely, our find-
ings indicate that SRS imaging is an alternative imaging tool when we cannot use 
fluorescence microscopy successfully.

3. Extension to the fingerprint region

The extension of the microscope to the silent region (<1800 cm−1) and finger-
print region (1800–2800 cm−1) is achieved by adding a SHG, cascading the OPO, 
and the SHG provides to double the OPO energy radiation. In our experimental 
setup, we used a flip mirror (FM) after the OPO exit to switch the Ti:Sa-OPO and 
Ti:Sa-SHG laser combinations. When the FM is inserted in the optical path, OPO 
radiation is coupled into SHG, so Ti:Sa-SHG laser combination becomes available, 
whereas when the FM is flipped, the OPO can go on undisturbed, and Ti:Sa-OPO 
laser combination becomes available (see Figure 6) [35].

Ti:Sa and OPO beams were spatially collinearly combined by a dichroic mir-
ror (DM1) as described in the previous section. Ti:Sa-SHG beams were spatially 
collinearly combined by a dichroic mirror (DM2; Semrock FF735-Di0125x36), 
which is placed after DM1. Since DM2 is a high band-pass filter, whose transparence 
band starts at 735 nm, all wavelengths selected by the Ti:Sa-OPO laser combination 
are transmitted. Therefore, SRG acquisition in the Ti:Sa-OPO combination is not 
influenced by the presence of DM2.

Considering the Ti:Sa laser excitation with a wavelength range of 740–880 nm, 
the corresponding OPO emission range is 1000–1600 nm, while the SHG emission 
range is 500–800 nm. When the Ti:SA is used as pump at 830 nm, the largest range 
of Raman shift is obtained. Indeed, in this case all the region of Raman spectra can 
be covered (from 451 cm−1 to 3195 cm−1) using the Ti:Sa-SHG laser combination.

The use of EOM in the implementation of SRS microscope leads to some draw-
backs: increasing the cost of system, covering more space on the optical bench, and 
yielding unwanted electromagnetic interference. To avoid these disadvantages, save 
time for alignment, and increase flexibility of setup, the use of a single EOM with 
a fixed position on the bench is desirable. For these reasons, we implemented our 
SRS microscope with only one EOM. It is important to underline that the choice 
of laser source modulated by EOM has relevant consequences, because it settles 
the modalities SRL or SRG that can be utilized. We have chosen to use the EOM 
(350–160 KD*P CONOPTICS) for the intensity modulation of Ti:Sa laser pulses at a 
frequency f in the range of 1–30 MHz. For the Ti:Sa and OPO combination, only the 
SRG scheme can be thus implemented because the modulated laser beam energy is 

Figure 6. 
Generation system with combination Ti:Sa-OPO (SRG modality) and Ti:Sa-SHG (SRL modality).
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Figure 6. 
Generation system with combination Ti:Sa-OPO (SRG modality) and Ti:Sa-SHG (SRL modality).
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always greater than the other one. For the Ti:Sa-SHG combination, the SRL scheme 
can be implemented, since the modulated laser beam energy is always lower than 
the other one.

With the same scope to both reduce cost and save space, the use of a single delay 
line that allows coexistence between SRL and SRG optical circuitries is desirable. 
When the Ti:Sa-SHG laser configuration is used, the SHG only introduces an 
additional optical path with respect to Ti:Sa laser, with the delay time inside the 
SHG unchanged with respect to OPO. Therefore, in such configuration, temporal 
overlap between Ti:Sa and SHG laser pulses is achieved by a fixed shift movement 
of delay line with respect to the Ti:Sa-OPO overlap position. In our system, a single 
delay line with a fixed position on the bench is used, and the temporal overlap of 
each combination is achieved only by changing the direction of the delay line fixed 
shift movement, allowing a good flexibility (see Figure 7).

Again, in order to reduce cost and save space, a further important requirement 
is the use of a sole microscope for both optical circuits. In our setup, both laser 
combinations are then focalized and scanned on the sample. The output pulses are 
collected, as described in the previous section.

In particular, the collected radiations are incident onto a high band-pass opti-
cal filter (Dichroic filter FF875-Di01-25x36), whose transmission band starts at 
875 nm, leading to two perpendicular optical paths. The OPO output is transmit-
ted on the longitudinal path, while both Ti:Sa and SHG beams are reflected in the 
perpendicular path. Two photodiodes (PD1, PD2) positioned to the end of each 
path detect the unmodulated pulses (OPO beam for SRG modality and SHG beam 
for SRL modality), while the Ti:Sa modulated beam (pump pulses in SRG configu-
ration and Stokes pulses in SRL configuration) is filtered. In order to enhance the 
acquisition efficiency, a Thorlabs detector (PD2; DET10N/M, InGaAs Detector) 
was used for SRG measurements, while a Thorlabs detector (PD1; DET10A/M, Si 
Detector) was used for SRL measurement. A stop line notch filter (Semrock NF03-
808E-25) with band-pass of 788–828 nm is used to remove the Ti:Sa modulated 
beam. For SRL modality, a further filter (Semrock FF01–680/42–25) with band-
pass 660–701 nm is added before photodiode to remove Ti:Sa residual pump beam. 
Finally, photodiode readout is demodulated by the same LIA introduced before to 
extract the modulation depth at the frequency f.

Figure 7. 
Schematic layout of the f-SRS microscope. Ti:Sa, titanium-sapphire laser; OPO, optical parametric 
oscillator; SHG, second-harmonic generator; M1–M6, mirrors; FM, flip mirror; FFM/AM, flip flop mirror/
autocorrelator mirror; ACF, autocorrelator function DM1, DM2, DM3, dichroic mirror; DM4, DM5, notch 
filters; EOM, electro-optic modulator; FG, function generator; GM, galvo mirror; PD1, PD2, photodiode; 
DAQ , data acquisition system; PC, personal computer.
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To validate SRL imaging, the same PBS solution of polystyrene beads sample 
with diameter of 3 μm was used. The Raman shift was 3054 cm−1, related to C▬H 
bond. To record the image, the average focused power levels were 8 mW for pump 
beam at 650 nm generated by SHG unit and 10 mW for Stokes beam at 811 nm 
generated by Ti:Sa laser. The transmission image and the SRL image are shown in 
Figure 8(a) and (b), respectively. In this case, the transmission image is obtained 
using a single beam at 650 nm. The transmitted beam intensity from the sample is 
measured by Thorlabs DET100A/M and directly acquired by the PCI card.

4. Conclusions

In this chapter, the design and the implementation of a nonlinear microscope 
based on stimulated Raman scattering is described. The presented microscope 
is equipped with three femtosecond laser sources: a titanium-sapphire laser, an 
optical parametric oscillator, and a second-harmonic generator (SHG) cascading 
the OPO. These three laser sources allow to cover all regions of Raman spectra by 
implementing two possible combinations. One consists in the use of Ti:Sa laser 
and OPO, which covers the C▬H region or O▬H region (>2800 cm−1) in stimulated 
Raman gain (SRG) modality. Another with Ti:Sa laser and SHG covers not only 
the C▬H region but also the fingerprint region (<1800 cm−1) and the silent region 
(1800–2800 cm−1) in stimulated Raman loss (SRL) modality. Therefore, our stimu-
lated Raman scattering microscope allows the coexistence of SRG and SRL detec-
tion modes in a single microscopy setup and to acquire images of the same region in 
sequence without changing the optical components. Both SRL and SRG images of 
polystyrene beads are acquired by switching two combinations.

Finally, a biological case study in C▬H region is reported, too. Our results 
confirmed that SRS imaging provides an advanced label-free approach to image and 
follow changes in lipid droplets potentially under physiological and pathological 
conditions.
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Figure 8. 
(a) Transmission image and (b) SRL image of a polystyrene beads sample with a diameter of 3 μm. Scale bar 
corresponds to 25 μm.
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always greater than the other one. For the Ti:Sa-SHG combination, the SRL scheme 
can be implemented, since the modulated laser beam energy is always lower than 
the other one.
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perpendicular path. Two photodiodes (PD1, PD2) positioned to the end of each 
path detect the unmodulated pulses (OPO beam for SRG modality and SHG beam 
for SRL modality), while the Ti:Sa modulated beam (pump pulses in SRG configu-
ration and Stokes pulses in SRL configuration) is filtered. In order to enhance the 
acquisition efficiency, a Thorlabs detector (PD2; DET10N/M, InGaAs Detector) 
was used for SRG measurements, while a Thorlabs detector (PD1; DET10A/M, Si 
Detector) was used for SRL measurement. A stop line notch filter (Semrock NF03-
808E-25) with band-pass of 788–828 nm is used to remove the Ti:Sa modulated 
beam. For SRL modality, a further filter (Semrock FF01–680/42–25) with band-
pass 660–701 nm is added before photodiode to remove Ti:Sa residual pump beam. 
Finally, photodiode readout is demodulated by the same LIA introduced before to 
extract the modulation depth at the frequency f.

Figure 7. 
Schematic layout of the f-SRS microscope. Ti:Sa, titanium-sapphire laser; OPO, optical parametric 
oscillator; SHG, second-harmonic generator; M1–M6, mirrors; FM, flip mirror; FFM/AM, flip flop mirror/
autocorrelator mirror; ACF, autocorrelator function DM1, DM2, DM3, dichroic mirror; DM4, DM5, notch 
filters; EOM, electro-optic modulator; FG, function generator; GM, galvo mirror; PD1, PD2, photodiode; 
DAQ , data acquisition system; PC, personal computer.
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To validate SRL imaging, the same PBS solution of polystyrene beads sample 
with diameter of 3 μm was used. The Raman shift was 3054 cm−1, related to C▬H 
bond. To record the image, the average focused power levels were 8 mW for pump 
beam at 650 nm generated by SHG unit and 10 mW for Stokes beam at 811 nm 
generated by Ti:Sa laser. The transmission image and the SRL image are shown in 
Figure 8(a) and (b), respectively. In this case, the transmission image is obtained 
using a single beam at 650 nm. The transmitted beam intensity from the sample is 
measured by Thorlabs DET100A/M and directly acquired by the PCI card.

4. Conclusions

In this chapter, the design and the implementation of a nonlinear microscope 
based on stimulated Raman scattering is described. The presented microscope 
is equipped with three femtosecond laser sources: a titanium-sapphire laser, an 
optical parametric oscillator, and a second-harmonic generator (SHG) cascading 
the OPO. These three laser sources allow to cover all regions of Raman spectra by 
implementing two possible combinations. One consists in the use of Ti:Sa laser 
and OPO, which covers the C▬H region or O▬H region (>2800 cm−1) in stimulated 
Raman gain (SRG) modality. Another with Ti:Sa laser and SHG covers not only 
the C▬H region but also the fingerprint region (<1800 cm−1) and the silent region 
(1800–2800 cm−1) in stimulated Raman loss (SRL) modality. Therefore, our stimu-
lated Raman scattering microscope allows the coexistence of SRG and SRL detec-
tion modes in a single microscopy setup and to acquire images of the same region in 
sequence without changing the optical components. Both SRL and SRG images of 
polystyrene beads are acquired by switching two combinations.

Finally, a biological case study in C▬H region is reported, too. Our results 
confirmed that SRS imaging provides an advanced label-free approach to image and 
follow changes in lipid droplets potentially under physiological and pathological 
conditions.
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Chapter 6

Diffraction by a Rectangular Hole
in a Thick Conducting Screen
Hirohide Serizawa

Abstract

The phenomenon of diffraction by a rectangular hole in a thick conducting
screen is investigated for various structural parameters (aperture sizes, aspect
ratios, and screen thicknesses) and some incident angles by making use of the exact
solution based on the Kobayashi potential (KP) when an electromagnetic (EM)
plane wave with any polarization is impinged on the aperture. Since the KP method
yields an eigenfunction expansion of the present geometry, the solution satisfies the
proper edge condition as well as all the boundary conditions, and therefore we can
obtain highly accurate and fast-convergent results. Many numerical results, which
are useful for scientists and engineers, are provided for various physical quantities,
such as the far-field diffracted pattern, transmission coefficients (normalized
transmitted power), and aperture electric field distributions, and by using these
numerical results, we examine the convergent property of the KP solution and
discuss the effect of the hole size and shape, screen thickness, and incident polari-
zation on the transmission property of the rectangular hole.

Keywords: electromagnetic wave, exact solution, rectangular hole, thick screen,
diffraction, transmission, aperture field

1. Introduction

A rectangular hole in a conducting screen with nonzero thickness is a funda-
mental structure and its diffraction property of an electromagnetic (EM) wave is of
great importance in many fields of engineering and physics. For example, the
knowledge of EM wave transmission through and radiation from the rectangular
aperture with a finite thickness helps to design an aperture-type antenna like a slot
antenna and to solve the problems of electromagnetic compatibility (EMC)/elec-
tromagnetic interference (EMI). The first theoretical work on this problem (three-
dimensional problem) was made by Jin and Volakis by combining the finite element
and the boundary integral methods [1]. From then, this problem has been solved by
a variety of methods, such as the Fourier transform and mode-matching technique
[2], a technique based on a perturbation method and modified Green’s functions [3]
and so on. In the field of physics, the extraordinary optical transmission (EOT)
phenomena for subwavelength apertures have attracted considerable attention, and
the study of the optical properties of holes in metallic films has become extremely
active [4]. Garcia-Vidal et al. have applied the method based on the mode-
expansion and mode-matching technique with some approximations to examine the
transmission property of a single rectangular hole in a screen made of a perfect
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A rectangular hole in a conducting screen with nonzero thickness is a funda-
mental structure and its diffraction property of an electromagnetic (EM) wave is of
great importance in many fields of engineering and physics. For example, the
knowledge of EM wave transmission through and radiation from the rectangular
aperture with a finite thickness helps to design an aperture-type antenna like a slot
antenna and to solve the problems of electromagnetic compatibility (EMC)/elec-
tromagnetic interference (EMI). The first theoretical work on this problem (three-
dimensional problem) was made by Jin and Volakis by combining the finite element
and the boundary integral methods [1]. From then, this problem has been solved by
a variety of methods, such as the Fourier transform and mode-matching technique
[2], a technique based on a perturbation method and modified Green’s functions [3]
and so on. In the field of physics, the extraordinary optical transmission (EOT)
phenomena for subwavelength apertures have attracted considerable attention, and
the study of the optical properties of holes in metallic films has become extremely
active [4]. Garcia-Vidal et al. have applied the method based on the mode-
expansion and mode-matching technique with some approximations to examine the
transmission property of a single rectangular hole in a screen made of a perfect
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electric conductor (PEC) [5] and of a real metal (with surface impedance) [6]. A
similar modal method (but without any approximation in the formulation) was
used by Brok and Urbach to calculate the transmission through holes [7]. Many
methods have thus been used to solve the EM wave diffraction by a rectangular hole
in a thick screen, but all the methods mentioned above do not consider the field
singularity at aperture edges in the formulation (e.g., EM fields near the edge of a
deep hole are considered to behave like those around the right-angled wedge). It is
well known that the incorporation of the proper edge condition [8] into the field is
effective in obtaining a highly accurate and faster convergent solution, and the
method that can take into account the edge property is required to obtain the exact
solution. The method of the Kobayashi potential (KP) [9] is a rigorous technique for
solving mixed boundary value problems and has been successfully applied to many
three-dimensional wave scattering and radiation problems to obtain exact solutions
[10–14]. The KP method uses the discontinuous properties of the Weber-
Schafheitlin (WS) integrals to satisfy a part of the boundary conditions, and, at this
step, the required edge condition can be incorporated into the solution. Serizawa
and Hongo applied the KP method to the problem of diffraction of an EM plane
wave by a rectangular hole in a PEC screen with a finite thickness and derived the
exact solution of the diffracted wave that satisfy the proper edge condition as well
as all the boundary conditions [15]. By using the derived KP solution, the physical
quantities such as the transmission coefficient, far diffracted fields, and power flow
around the hole have been calculated for small and large apertures [16–18], but the
numerical results for apertures greater than the half-wavelength in [16] contain
errors because of the mistake in the calculation code of double infinite series.

In this chapter, using the KP solution, we provide many numerical results of
various physical quantities useful for scientists and engineers, and we investigate
the convergent property of the KP solution and the transmission property of the
rectangular hole in the thick conducting screen for various structural parameters
(aperture sizes, aspect ratios, and screen thicknesses) and some incident angles (all
the numerical results in this chapter are newly calculated by using the improved
calculation code that can give more accurate results than the previous code).

2. Formulation

Consider an EM plane wave diffracted by a 2a� 2b size rectangular hole in an
infinitely large conducting screen with a finite thickness d as shown in Figure 1. The
screen is made of a PEC, and the center of the upper aperture is chosen as the origin
O of the Cartesian coordinates x, y, zð Þ. The space is filled with an isotropic homo-
geneous medium with parameters ϵ, μð Þ. Through this chapter, a harmonic time
dependence exp jωtð Þ is assumed and omitted from the equations. The expression of
the incident wave (the angles of incidence are θ0 and ϕ0) is given by

Einc ¼ E1iϕ þ E2iθ
� �

exp jkΦinc rð Þ� �
(1)

Hinc ¼ Y E1iθ � E2iϕ
� �

exp jkΦinc rð Þ� �
(2)

where k ¼ ω
ffiffiffiffiffiϵμp
, Y ¼ ffiffiffiffiffiffiffi

ϵ=μ
p

, and

iθ ¼ cos θ0 cosϕ0ix þ cos θ0 sinϕ0iy � sin θ0iz (3)

iϕ ¼ � sinϕ0ix þ cosϕ0iy (4)

Φinc rð Þ ¼ x sin θ0 cosϕ0 þ y sin θ0 sinϕ0 þ z cos θ0: (5)
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In Figure 1, Eref is the reflected wave when the plane z ¼ 0 is occupied by an
infinite conducting screen.

2.1 Field expression in each region

To solve the problem, we split the space into three regions I, II, and WG,
denoting the upper and lower half-spaces, and waveguide region, respectively.
Needless to say, Ed 2ð Þ is the transmitted wave.

The fields in region WG are represented by a linear combination of the TE- and
TM-modes, and the axial components of the electric and magnetic vector potentials
are given by

Fþ
z

F�
z

 !
¼ aϵ

X∞
m¼0

X∞
n¼0

m, nð Þ6¼ 0, 0ð Þ

A Eð Þ
mn exp �jhmnza

� �

B Eð Þ
mn exp jhmnza

� �
 !

cos
mπ

2
ξþ 1ð Þ cos nπ

2
ηþ 1ð Þ (6)

Aþ
z

A�
z

 !
¼ κ2

ω

X∞
m¼1

X∞
n¼1

A Mð Þ
mn exp �jhmnza

� �

B Mð Þ
mn exp jhmnza

� �
 !

sin
mπ

2
ξþ 1ð Þ sin nπ

2
ηþ 1ð Þ (7)

hmn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ2 � mπ=2ð Þ2 � p2 nπ=2ð Þ2

q
, κ ¼ ka, p ¼ a=b ¼ 1=qð Þ (8)

where ξ ¼ x=a, η ¼ y=b, and za ¼ z=a are the normalized coordinates.
For the diffracted waves in the half-spaces, we use the x- and y-components of

the electric vector potential F (the use of the tangential components to the aperture
is indispensable to incorporate the edge condition correctly), and they are given by
Fourier spectral representations. The condition that the tangential electric field
vanishes on the conducting screen can be satisfied by using the WS integrals [15],
and we have

Figure 1.
Plane wave diffraction by a rectangular hole in a perfectly conducting infinite screen with a finite thickness d.
The hole size is 2a� 2b, and the center of the upper aperture is chosen as the origin of the Cartesian coordinates.
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electric conductor (PEC) [5] and of a real metal (with surface impedance) [6]. A
similar modal method (but without any approximation in the formulation) was
used by Brok and Urbach to calculate the transmission through holes [7]. Many
methods have thus been used to solve the EM wave diffraction by a rectangular hole
in a thick screen, but all the methods mentioned above do not consider the field
singularity at aperture edges in the formulation (e.g., EM fields near the edge of a
deep hole are considered to behave like those around the right-angled wedge). It is
well known that the incorporation of the proper edge condition [8] into the field is
effective in obtaining a highly accurate and faster convergent solution, and the
method that can take into account the edge property is required to obtain the exact
solution. The method of the Kobayashi potential (KP) [9] is a rigorous technique for
solving mixed boundary value problems and has been successfully applied to many
three-dimensional wave scattering and radiation problems to obtain exact solutions
[10–14]. The KP method uses the discontinuous properties of the Weber-
Schafheitlin (WS) integrals to satisfy a part of the boundary conditions, and, at this
step, the required edge condition can be incorporated into the solution. Serizawa
and Hongo applied the KP method to the problem of diffraction of an EM plane
wave by a rectangular hole in a PEC screen with a finite thickness and derived the
exact solution of the diffracted wave that satisfy the proper edge condition as well
as all the boundary conditions [15]. By using the derived KP solution, the physical
quantities such as the transmission coefficient, far diffracted fields, and power flow
around the hole have been calculated for small and large apertures [16–18], but the
numerical results for apertures greater than the half-wavelength in [16] contain
errors because of the mistake in the calculation code of double infinite series.
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Plane wave diffraction by a rectangular hole in a perfectly conducting infinite screen with a finite thickness d.
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where Λν
ℓ xð Þ ¼ Jℓþν xð Þ=xν and Jn xð Þ is the Bessel function of order n. The index i

corresponds to the region number (i ¼ 1 for region I and i ¼ 2 for region II). The
expressions of (9) and (10) are the Kobayashi potentials for the present problem.
Parameters σ and τ are selected so as to incorporate the correct edge property into the
electric field [8], and the correct values for the right-angled wedge, which are seemed
to be valid for a deep hole, are σ ¼ 7=6 and τ ¼ 1=6 ¼ σ � 1ð Þ. Ax ið Þ

mn � Dx ið Þ
mn and

Ay ið Þ
mn � D y ið Þ

mn are determined from the remaining boundary conditions on the aperture.

2.2 Matrix equation

We enforce the remaining boundary conditions that the tangential EM fields are
continuous on the aperture and the resultant equations are projected into functional
spaces of trigonometric functions and Gegenbauer polynomials by using their
orthogonality (for details, see [15]). After some lengthy analysis, we have matrix
equations for the expansion coefficients:

K u,vð Þ
Amnst þ S� u,vð Þ

Amnst �1ð Þuþvp G u,vð Þ
Amnst þ T� u,vð Þ

Amnst

n o

�1ð Þuþvq G u,vð Þ
Bmnst þ T� u,vð Þ

Bmnst

n o
K u,vð Þ

Bmnst þ S� u,vð Þ
Bmnst

2
64

3
75

X� u,vð Þ
mn

Y� u,vð Þ
mn

" #

¼ 2 j
juþvPxΛτ0

2sþu κað ÞΛσ0
2tþv κbð Þ

juþvq2PyΛσ0
2sþu κað ÞΛτ0

2tþv κbð Þ

" #
,

s ¼ 0, 1, 2,⋯

t ¼ 0, 1, 2,⋯

( (12)

u, vð Þ ¼ 0, 0ð Þ, 0, 1ð Þ, 1, 0ð Þ, 1, 1ð Þ, u ¼ 1� u, v ¼ 1� v: (13)

Here, X� u,vð Þ
mn , Y� u,vð Þ

mn , Px, Py, κa, and κb are defined as follows:

X� u,vð Þ
mn ¼ X 1ð Þ u,vð Þ

mn � X 2ð Þ u,vð Þ
mn , Y� u,vð Þ

mn ¼ Y 1ð Þ u,vð Þ
mn � Y 2ð Þ u,vð Þ

mn (14)

X ið Þ 0,0ð Þ
mn ¼ Ax ið Þ

mn , X ið Þ 0,1ð Þ
mn ¼ Bx ið Þ

mn , X ið Þ 1,0ð Þ
mn ¼ Cx ið Þ

mn , X ið Þ 1,1ð Þ
mn ¼ Dx ið Þ

mn (15)

Y ið Þ 0,0ð Þ
mn ¼ Ay ið Þ

mn , Y ið Þ 0,1ð Þ
mn ¼ By ið Þ

mn , Y ið Þ 1,0ð Þ
mn ¼ Cy ið Þ

mn , Y ið Þ 1,1ð Þ
mn ¼ Dy ið Þ

mn (16)

Px ¼ κ E1 cos θ0 cosϕ0 þ E2 sinϕ0ð Þ, κa ¼ κ sin θ0 cosϕ0 (17)

Py ¼ κ E1 cos θ0 sinϕ0 � E2 cosϕ0ð Þ, κb ¼ qκ sin θ0 sinϕ0: (18)
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In (12), KA,B and GA,B are the double infinite integrals of four Bessel functions,
and they are given by

K u,vð Þ
Amnst ¼

ð∞
0

ð∞
0

κ2 � α2

ζ α, βð Þ Λ
σ
2mþu αð ÞΛτ0

2sþu αð ÞΛτ
2nþv βð ÞΛσ0

2tþv βð Þdαdβ (19)

K u,vð Þ
Bmnst ¼

ð∞
0

ð∞
0

q2κ2 � β2

ζ α, βð Þ Λτ
2mþu αð ÞΛσ0

2sþu αð ÞΛσ
2nþv βð ÞΛτ0

2tþv βð Þdαdβ (20)

G u,vð Þ
Amnst ¼

ð∞
0

ð∞
0

αβ

ζ α, βð ÞΛ
τ
2mþ1�u αð ÞΛτ0

2sþu αð ÞΛσ
2nþ1�v βð ÞΛσ0

2tþv βð Þdαdβ (21)

G u,vð Þ
Bmnst ¼

ð∞
0

ð∞
0

αβ

ζ α, βð ÞΛ
σ
2mþ1�u αð ÞΛσ0

2sþu αð ÞΛτ
2nþ1�v βð ÞΛτ0

2tþv βð Þdαdβ (22)

and SA,B and TA,B are the double infinite series of four Bessel functions and they
are given by

S� u,vð Þ
Amnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þ1þu,2n0þv

1þ δ0,2n0þv
κ2 � 2m0 þ 1þ u

2
π

� �2
" #

Λσ
2mþu

2m0 þ 1þ u
2

π

� �

�Λτ0
2sþu

2m0 þ 1þ u
2

π

� �
Λτ

2nþv
2n0 þ v

2
π

� �
Λσ0

2tþv
2n0 þ v

2
π

� �

(23)

S� u,vð Þ
Bmnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þu,2n0þ1þv

1þ δ0,2m0þu
q2κ2 � 2n0 þ 1þ v

2
π

� �2
" #

Λτ
2mþu

2m0 þ u
2

π

� �

�Λσ0
2sþu

2m0 þ u
2

π

� �
Λσ
2nþv

2n0 þ 1þ v
2

π

� �
Λτ0
2tþv

2n0 þ 1þ v
2

π

� �

(24)

T� u,vð Þ
Amnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þ1þu,2n0þv

2m0 þ 1þ u
2

π

� �
2n0 þ v

2
π

� �
Λτ
2mþ1�u

2m0 þ 1þ u
2

π

� �

�Λτ0
2sþu

2m0 þ 1þ u
2

π

� �
Λσ
2nþ1�v

2n0 þ v
2

π

� �
Λσ0
2tþv

2n0 þ v
2

π

� �

(25)

T� u,vð Þ
Bmnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þu,2n0þ1þv

2m0 þ u
2

π

� �
2n0 þ 1þ v

2
π

� �
Λσ

2mþ1�u
2m0 þ u

2
π

� �

�Λσ0
2sþu

2m0 þ u
2

π

� �
Λτ
2nþ1�v

2n0 þ 1þ v
2

π

� �
Λτ0

2tþv
2n0 þ 1þ v

2
π

� �

(26)

where δmn is the Kronecker delta and

Γ�
mn ¼

1
γmn

1∓ exp �γmndað Þ
1� exp �γmndað Þ , γmn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mπ

2

� �2
þ p2

nπ
2

� �2
� κ2

r
¼ jhmn: (27)

In Eqs. (19)–(26), parameters σ0 and τ0 are determined by considering the edge
property of the magnetic field [8]. When the hole is deep, we can use the edge
condition of the right-angled wedge, and for this case the values of σ0 ¼ �1=6 ¼ �τð Þ
and τ0 ¼ 5=6 ¼ σ0 þ 1ð Þ can be selected.
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F d ið Þ
x ¼ �1ð Þiaϵ

X∞
m¼0

X∞
n¼0

ð∞
0

ð∞
0

Λσ
2m αð Þ cos αξ Ax ið Þ

mn Λ
τ
2n βð Þ cos βη

hn

þBx ið Þ
mn Λτ

2nþ1 βð Þ sin βη
i
þ Λσ

2mþ1 αð Þ sin αξ Cx ið Þ
mn Λτ

2n βð Þ cos βη
h

þDx ið Þ
mn Λτ

2nþ1 βð Þ sin βη
io exp �1ð Þiζðα, βÞz ið Þ

a

h i

ζ α, βð Þ dαdβ

(9)

F d ið Þ
y ¼ �1ð Þiaϵ

X∞
m¼0

X∞
n¼0

ð∞
0

ð∞
0

Λτ
2m αð Þ cos αξ Ay ið Þ

mnΛ
σ
2n βð Þ cos βη

hn

þB y ið Þ
mn Λσ

2nþ1 βð Þ sin βη
i
þ Λτ

2mþ1 αð Þ sin αξ C y ið Þ
mn Λσ

2n βð Þ cos βη
h

þD y ið Þ
mn Λσ

2nþ1 βð Þ sin βη
io exp �1ð Þiζðα, βÞz ið Þ

a

h i

ζ α, βð Þ dαdβ

(10)

ζ α, βð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2 þ p2β2 � κ2

q
, z 1ð Þ

a ¼ za, z 2ð Þ
a ¼ za þ da, da ¼ d=a (11)

where Λν
ℓ xð Þ ¼ Jℓþν xð Þ=xν and Jn xð Þ is the Bessel function of order n. The index i

corresponds to the region number (i ¼ 1 for region I and i ¼ 2 for region II). The
expressions of (9) and (10) are the Kobayashi potentials for the present problem.
Parameters σ and τ are selected so as to incorporate the correct edge property into the
electric field [8], and the correct values for the right-angled wedge, which are seemed
to be valid for a deep hole, are σ ¼ 7=6 and τ ¼ 1=6 ¼ σ � 1ð Þ. Ax ið Þ

mn � Dx ið Þ
mn and

Ay ið Þ
mn � D y ið Þ

mn are determined from the remaining boundary conditions on the aperture.

2.2 Matrix equation

We enforce the remaining boundary conditions that the tangential EM fields are
continuous on the aperture and the resultant equations are projected into functional
spaces of trigonometric functions and Gegenbauer polynomials by using their
orthogonality (for details, see [15]). After some lengthy analysis, we have matrix
equations for the expansion coefficients:

K u,vð Þ
Amnst þ S� u,vð Þ

Amnst �1ð Þuþvp G u,vð Þ
Amnst þ T� u,vð Þ

Amnst

n o

�1ð Þuþvq G u,vð Þ
Bmnst þ T� u,vð Þ

Bmnst

n o
K u,vð Þ

Bmnst þ S� u,vð Þ
Bmnst

2
64

3
75

X� u,vð Þ
mn

Y� u,vð Þ
mn

" #

¼ 2 j
juþvPxΛτ0

2sþu κað ÞΛσ0
2tþv κbð Þ

juþvq2PyΛσ0
2sþu κað ÞΛτ0

2tþv κbð Þ

" #
,

s ¼ 0, 1, 2,⋯

t ¼ 0, 1, 2,⋯

( (12)

u, vð Þ ¼ 0, 0ð Þ, 0, 1ð Þ, 1, 0ð Þ, 1, 1ð Þ, u ¼ 1� u, v ¼ 1� v: (13)

Here, X� u,vð Þ
mn , Y� u,vð Þ

mn , Px, Py, κa, and κb are defined as follows:

X� u,vð Þ
mn ¼ X 1ð Þ u,vð Þ

mn � X 2ð Þ u,vð Þ
mn , Y� u,vð Þ

mn ¼ Y 1ð Þ u,vð Þ
mn � Y 2ð Þ u,vð Þ

mn (14)

X ið Þ 0,0ð Þ
mn ¼ Ax ið Þ

mn , X ið Þ 0,1ð Þ
mn ¼ Bx ið Þ

mn , X ið Þ 1,0ð Þ
mn ¼ Cx ið Þ

mn , X ið Þ 1,1ð Þ
mn ¼ Dx ið Þ

mn (15)

Y ið Þ 0,0ð Þ
mn ¼ Ay ið Þ

mn , Y ið Þ 0,1ð Þ
mn ¼ By ið Þ

mn , Y ið Þ 1,0ð Þ
mn ¼ Cy ið Þ

mn , Y ið Þ 1,1ð Þ
mn ¼ Dy ið Þ

mn (16)

Px ¼ κ E1 cos θ0 cosϕ0 þ E2 sinϕ0ð Þ, κa ¼ κ sin θ0 cosϕ0 (17)

Py ¼ κ E1 cos θ0 sinϕ0 � E2 cosϕ0ð Þ, κb ¼ qκ sin θ0 sinϕ0: (18)

82

Novel Imaging and Spectroscopy

In (12), KA,B and GA,B are the double infinite integrals of four Bessel functions,
and they are given by

K u,vð Þ
Amnst ¼

ð∞
0

ð∞
0

κ2 � α2

ζ α, βð Þ Λ
σ
2mþu αð ÞΛτ0

2sþu αð ÞΛτ
2nþv βð ÞΛσ0

2tþv βð Þdαdβ (19)

K u,vð Þ
Bmnst ¼

ð∞
0

ð∞
0

q2κ2 � β2

ζ α, βð Þ Λτ
2mþu αð ÞΛσ0

2sþu αð ÞΛσ
2nþv βð ÞΛτ0

2tþv βð Þdαdβ (20)

G u,vð Þ
Amnst ¼

ð∞
0

ð∞
0

αβ

ζ α, βð ÞΛ
τ
2mþ1�u αð ÞΛτ0

2sþu αð ÞΛσ
2nþ1�v βð ÞΛσ0

2tþv βð Þdαdβ (21)

G u,vð Þ
Bmnst ¼

ð∞
0

ð∞
0

αβ

ζ α, βð ÞΛ
σ
2mþ1�u αð ÞΛσ0

2sþu αð ÞΛτ
2nþ1�v βð ÞΛτ0

2tþv βð Þdαdβ (22)

and SA,B and TA,B are the double infinite series of four Bessel functions and they
are given by

S� u,vð Þ
Amnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þ1þu,2n0þv

1þ δ0,2n0þv
κ2 � 2m0 þ 1þ u

2
π

� �2
" #

Λσ
2mþu

2m0 þ 1þ u
2

π

� �

�Λτ0
2sþu

2m0 þ 1þ u
2

π

� �
Λτ

2nþv
2n0 þ v

2
π

� �
Λσ0
2tþv

2n0 þ v
2

π

� �

(23)

S� u,vð Þ
Bmnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þu,2n0þ1þv

1þ δ0,2m0þu
q2κ2 � 2n0 þ 1þ v

2
π

� �2
" #

Λτ
2mþu

2m0 þ u
2

π

� �

�Λσ0
2sþu

2m0 þ u
2

π

� �
Λσ
2nþv

2n0 þ 1þ v
2

π

� �
Λτ0
2tþv

2n0 þ 1þ v
2

π

� �

(24)

T� u,vð Þ
Amnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þ1þu,2n0þv

2m0 þ 1þ u
2

π

� �
2n0 þ v

2
π

� �
Λτ
2mþ1�u

2m0 þ 1þ u
2

π

� �

�Λτ0
2sþu

2m0 þ 1þ u
2

π

� �
Λσ
2nþ1�v

2n0 þ v
2

π

� �
Λσ0
2tþv

2n0 þ v
2

π

� �

(25)

T� u,vð Þ
Bmnst ¼ π2

X∞
m0¼0

X∞
n0¼0

Γ�
2m0þu,2n0þ1þv

2m0 þ u
2

π

� �
2n0 þ 1þ v

2
π

� �
Λσ

2mþ1�u
2m0 þ u

2
π

� �

�Λσ0
2sþu

2m0 þ u
2

π

� �
Λτ
2nþ1�v

2n0 þ 1þ v
2

π

� �
Λτ0

2tþv
2n0 þ 1þ v

2
π

� �

(26)

where δmn is the Kronecker delta and

Γ�
mn ¼

1
γmn

1∓ exp �γmndað Þ
1� exp �γmndað Þ , γmn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mπ

2

� �2
þ p2

nπ
2

� �2
� κ2

r
¼ jhmn: (27)

In Eqs. (19)–(26), parameters σ0 and τ0 are determined by considering the edge
property of the magnetic field [8]. When the hole is deep, we can use the edge
condition of the right-angled wedge, and for this case the values of σ0 ¼ �1=6 ¼ �τð Þ
and τ0 ¼ 5=6 ¼ σ0 þ 1ð Þ can be selected.
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2.3 Physical quantities

The expression of the far-field is obtained by applying the stationary phase
method to (9) and (10), and we have

F d ið Þ
x ¼ �1ð Þi πqa

2ϵ
2

exp �jkrð Þ
r

X∞
m¼0

X∞
n¼0

Λσ
2m κxð Þ Ax ið Þ

mn Λ
τ
2n κy
� �þ jBx ið Þ

mn

hn

�Λτ
2nþ1 κy

� �iþ Λσ
2mþ1 κxð Þ jCx ið Þ

mn Λτ
2n κy
� ��Dx ið Þ

mn Λτ
2nþ1 κy

� �h io (28)

F d ið Þ
y ¼ �1ð Þi πqa

2ϵ
2

exp �jkrð Þ
r

X∞
m¼0

X∞
n¼0

Λτ
2m κxð Þ Ay ið Þ

mnΛ
σ
2n κy
� �þ jB y ið Þ

mn

hn

�Λσ
2nþ1 κy

� �iþ Λτ
2mþ1 κxð Þ jC y ið Þ

mn Λ
σ
2n κy
� ��Dy ið Þ

mn Λ
σ
2nþ1 κy

� �h io (29)

κx ¼ κ sin θ cosϕ, κy ¼ qκ sin θ sinϕ: (30)

In the above expressions, θ and ϕ are the spherical coordinate angles (the angles
of diffraction) shown in Figure 1, and r is the distance from the center point of each

aperture to the observation point, that is, r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
for region I and r ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2 þ zþ dð Þ2
q

for region II (the origin of the spherical coordinate system for
region II is selected at the center of the lower aperture). Far electromagnetic fields
are obtained from E ¼ �ϵ�1∇� F and H ¼ Y ir � E (ir is a unit vector of a radial
direction). The transmission coefficient T is defined by the ratio of the total radi-
ated power WT into the z< � d dark space to the power of the incident plane wave
Wi on the aperture; T ¼ WT=Wi. WT can be obtained by integrating the radiated
power over the lower hemisphere, and we use the Gauss-Legendre quadrature in
practical computation. Wi is analytically calculated, and the result is Wi ¼
4abY cos θ0 for ∣Einc∣ ¼ 1. For oblique incidence, T cos θ0, which is the same as the
transmission coefficient normalized by the normal incident power Wi θ0 ¼ 0ð Þ, is
useful to evaluate the actual transmitted power into region II.

The expression of the aperture electric field is obtained by differentiating (9)
and (10) with respect to z, and the resultant expression is given by

Ed ið Þ
x ¼ Γ σð ÞΓ τð Þ

22� σþτð Þ 1� ξ2
� �τ�1

2 1� η2
� �σ�1

2
X∞
m¼0

X∞
n¼0

�1ð Þmþn Γ 2mþ 1ð Þ
Γ 2mþ 2τð ÞC

τð Þ
2m ξð Þ

�

� Ay ið Þ
mn

Γ 2nþ 1ð Þ
Γ 2nþ 2σð ÞC

σð Þ
2n ηð Þ þ By ið Þ

mn
Γ 2nþ 2ð Þ

Γ 2nþ 2σ þ 1ð ÞC
σð Þ
2nþ1 ηð Þ

� �
þ Γ 2mþ 2ð Þ
Γ 2mþ 2τ þ 1ð Þ

�C τð Þ
2mþ1 ξð Þ Cy ið Þ

mn
Γ 2nþ 1ð Þ
Γ 2nþ 2σð ÞC

σð Þ
2n ηð Þ þDy ið Þ

mn
Γ 2nþ 2ð Þ

Γ 2nþ 2σ þ 1ð ÞC
σð Þ
2nþ1 ηð Þ

� ��

(31)

Ed ið Þ
y ¼ �Γ σð ÞΓ τð Þ

22� σþτð Þ 1� ξ2
� �σ�1

2 1� η2
� �τ�1

2
X∞
m¼0

X∞
n¼0

�1ð Þmþn Γ 2mþ 1ð Þ
Γ 2mþ 2σð ÞC

σð Þ
2m ξð Þ

�

� Ax ið Þ
mn

Γ 2nþ 1ð Þ
Γ 2nþ 2τð ÞC

τð Þ
2n ηð Þ þ Bx ið Þ

mn
Γ 2nþ 2ð Þ

Γ 2nþ 2τ þ 1ð ÞC
τð Þ
2nþ1 ηð Þ

� �
þ Γ 2mþ 2ð Þ
Γ 2mþ 2σ þ 1ð Þ

�C σð Þ
2mþ1 ξð Þ Cx ið Þ

mn
Γ 2nþ 1ð Þ
Γ 2nþ 2τð ÞC

τð Þ
2n ηð Þ þDx ið Þ

mn
Γ 2nþ 2ð Þ

Γ 2nþ 2τ þ 1ð ÞC
τð Þ
2nþ1 ηð Þ

� ��

(32)

where C αð Þ
ℓ xð Þ are the Gegenbauer polynomials and Γ xð Þ is the gamma function.
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3. Numerical results and discussion

To obtain the numerical results for the physical quantities of interest, the matrix
Eq. (12) must be solved. The matrix elements consist of double infinite integrals and
double infinite series that converge rather slowly, and we can compute them with the
desired accuracy by applying the Hongo method [10]. For the double infinite inte-
grals, the full range of integration that is equal to the first quadrant of the α, pβð Þ space
is divided into several subdomains. The infinite integrals over the subdomains outside
a very large radius are transformed into more simple forms by applying asymptotic
expansions of the Bessel functions (the integrands of the infinite integrals are
represented by some elementary functions), and the infinite integrals of the elemen-
tary functions are analytically carried out. The finite integrals of the Bessel functions
are numerically performed by applying the Gauss-Legendre quadrature scheme
(examples of the treatment are shown in [10–12]). For the double infinite series, the
asymptotic expansions are applied to the summands (details are discussed in [13–15]).
Once the expansion coefficients are determined by solving the matrix equations, we
can readily obtain the physical quantities from their concise expressions derived in the
previous section. Unless otherwise noted, the edge condition of the right-angled
wedge (σ ¼ 7=6, τ ¼ 1=6, σ0 ¼ �1=6, and τ0 ¼ 5=6) is used, and ∣Einc∣ ¼ 1 is selected
in all of the following calculations. In practical computation, the matrix size is trun-
cated to 2n2k � 2n2k, where nk � 1 is themaximum value of indicesm, n, s, and t in (12).
By changing the value of nk, we can numerically verify the convergence of the
solution.

3.1 Convergence of the KP solution

We first calculated the transmission coefficient for various aperture sizes, aspect
ratios, screen thicknesses, and incident angles. Figure 2 shows examples of the
transmission coefficient T as a function of the nk value for square holes of 2a ¼ λ=2
(ka ¼ π=2), 2a ¼ λ (ka ¼ π), and 2a ¼ 3λ (ka ¼ 3π) (λ is the wavelength) at θ0 ¼ 0,
45 degrees (ϕ0 ¼ 0). The subscripts E and H denote the E-polarization (E1 ¼ 1,

Figure 2.
Convergence of TE and TH for square apertures of 2a ¼ λ=2, λ, and 3λ (ka ¼ π=2, π, and 3π) at θ0 ¼ 0∘, 45∘,
and ϕ0 ¼ 0∘.

85

Diffraction by a Rectangular Hole in a Thick Conducting Screen
DOI: http://dx.doi.org/10.5772/intechopen.89029



2.3 Physical quantities

The expression of the far-field is obtained by applying the stationary phase
method to (9) and (10), and we have
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κx ¼ κ sin θ cosϕ, κy ¼ qκ sin θ sinϕ: (30)

In the above expressions, θ and ϕ are the spherical coordinate angles (the angles
of diffraction) shown in Figure 1, and r is the distance from the center point of each
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for region II (the origin of the spherical coordinate system for
region II is selected at the center of the lower aperture). Far electromagnetic fields
are obtained from E ¼ �ϵ�1∇� F and H ¼ Y ir � E (ir is a unit vector of a radial
direction). The transmission coefficient T is defined by the ratio of the total radi-
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transmission coefficient normalized by the normal incident power Wi θ0 ¼ 0ð Þ, is
useful to evaluate the actual transmitted power into region II.
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where C αð Þ
ℓ xð Þ are the Gegenbauer polynomials and Γ xð Þ is the gamma function.
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3. Numerical results and discussion

To obtain the numerical results for the physical quantities of interest, the matrix
Eq. (12) must be solved. The matrix elements consist of double infinite integrals and
double infinite series that converge rather slowly, and we can compute them with the
desired accuracy by applying the Hongo method [10]. For the double infinite inte-
grals, the full range of integration that is equal to the first quadrant of the α, pβð Þ space
is divided into several subdomains. The infinite integrals over the subdomains outside
a very large radius are transformed into more simple forms by applying asymptotic
expansions of the Bessel functions (the integrands of the infinite integrals are
represented by some elementary functions), and the infinite integrals of the elemen-
tary functions are analytically carried out. The finite integrals of the Bessel functions
are numerically performed by applying the Gauss-Legendre quadrature scheme
(examples of the treatment are shown in [10–12]). For the double infinite series, the
asymptotic expansions are applied to the summands (details are discussed in [13–15]).
Once the expansion coefficients are determined by solving the matrix equations, we
can readily obtain the physical quantities from their concise expressions derived in the
previous section. Unless otherwise noted, the edge condition of the right-angled
wedge (σ ¼ 7=6, τ ¼ 1=6, σ0 ¼ �1=6, and τ0 ¼ 5=6) is used, and ∣Einc∣ ¼ 1 is selected
in all of the following calculations. In practical computation, the matrix size is trun-
cated to 2n2k � 2n2k, where nk � 1 is themaximum value of indicesm, n, s, and t in (12).
By changing the value of nk, we can numerically verify the convergence of the
solution.

3.1 Convergence of the KP solution

We first calculated the transmission coefficient for various aperture sizes, aspect
ratios, screen thicknesses, and incident angles. Figure 2 shows examples of the
transmission coefficient T as a function of the nk value for square holes of 2a ¼ λ=2
(ka ¼ π=2), 2a ¼ λ (ka ¼ π), and 2a ¼ 3λ (ka ¼ 3π) (λ is the wavelength) at θ0 ¼ 0,
45 degrees (ϕ0 ¼ 0). The subscripts E and H denote the E-polarization (E1 ¼ 1,

Figure 2.
Convergence of TE and TH for square apertures of 2a ¼ λ=2, λ, and 3λ (ka ¼ π=2, π, and 3π) at θ0 ¼ 0∘, 45∘,
and ϕ0 ¼ 0∘.
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E2 ¼ 0) and H-polarization (E1 ¼ 0,E2 ¼ 1), respectively. For the normal incidence
on the square hole, TH is the same as TE. From the figure, we see that the conver-
gence is very rapid, and, for example, the results of d=a ¼ 0:5 at θ0 ¼ ϕ0 ¼ 0
degrees have fully converged to four decimal places when nk ¼ 4 for
ka ¼ π=2� 10�10, nk ¼ 5 for ka ¼ π � 10�10, and nk ¼ 7 for ka ¼ 3π � 10�10. By the
way, the summands of the series of (23)-(26) have singular points at γmn ¼ 0 that
arise for ka ¼ ℓπ=2 (2a ¼ ℓλ=2), (ℓ ¼ 1, 2, 3,…). We can remove this singularity
appropriately in the numerical calculation, but we here avoided the singularity by
slightly shifting the ka value by �10�10. The results for ka ¼ π=2� 10�10 have
completely agreed for eight decimal places, and similar situations had held for other
aperture sizes related with the singular points. Thus, this treatment is also applied
for calculating the other physical quantities.

The convergent property of the KP solution was also examined for other physical
quantities. Figures 3–5 show the far-field patterns of three kinds of screen thick-
nesses for various sizes of square apertures (ka ¼ π=2� 10�10 (small), 2π � 10�10,
and 5π � 10�10 (very large)) at the normal incidence. The patterns are computed

with P θð Þ ¼ lim r!∞4πr2 Ed ið Þ�� ��2= Einc
�� ��2, and they are given for different nk values. It

can be seen from the figure that the plotted lines converge with relatively small
value of nk (nk ¼ 2 for ka ¼ π=2� 10�10, nk ¼ 4 for ka ¼ 2π � 10�10, and nk ¼ 9 for
ka ¼ 5π � 10�10). Figures 6 and 7 show the amplitude distributions of aperture
electric field Ey (the co-polarized component) for thin (d=a ¼ 0:001) and thick
(d=a ¼ 0:5) screen cases, respectively. The rate of convergence of thick case is very
fast but is very slow for thin case, and we think this is caused by using the edge
condition of the right-angled wedge (in spite of the use of the right-angled wedge
condition, the convergence of the far-field is very fast as shown in Figure 3. This is
due to the fact that the far-field has a stationary nature, that is, it changes little for
small changes in field distribution). We also calculate Ey for thin screen case by
applying the edge condition of zero-thickness plate, and the results corresponding
to Figure 6 are given in Figure 8. Needless to say, the rate of convergence of the
aperture field under the zero-thickness condition is much faster than that of the
right-angled wedge condition, especially as the aperture is smaller.

3.2 Transmission properties

We next investigate the effect of the hole size and shape, screen thickness, and
polarization on the transmission properties. Some results of the transmission coef-
ficient are compared with those by other methods (Jin and Volakis [1], Brok and
Urbach [7]). Unless otherwise noted, the following computations are made for
nk ¼ 6. Figure 9 shows the transmission coefficient TE for square (b=a ¼ 1) and
rectangular (b=a ¼ 0:2) holes less than the half-wavelength as a function of the
normalized thickness d=a (in this case, all the waveguide modes become evanescent
modes). It can be seen from the figure that the transmitted power rapidly decreases
as the screen’s thickness becomes large except for ka ¼ π=2� 10�10, and this is due
to the attenuation characteristic of the evanescent wave. However, rather strong
transmission is observed for the elongated aperture (b=a ¼ 0:2) when the value of
d=a is small in spite of the fact that there is no propagating wave in the hole. This is
considered to be closely related with the field singularity at long edges in addition to
the small attenuation of the evanescent modes. By fitting asymptotic lines to TE
curves in Figure 9 for the part where the value of d=a is large, we found an
approximate expression for predicting the transmitted power, and it is given by
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Figure 3.
Power patterns of the far-fields diffracted by a square aperture (a ¼ b) for d=a ¼ 0:001 (thin screen case) in
the ϕ ¼ 0∘ plane for the normal incidence (θ0 ¼ ϕ0 ¼ 0∘Þ.
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E2 ¼ 0) and H-polarization (E1 ¼ 0,E2 ¼ 1), respectively. For the normal incidence
on the square hole, TH is the same as TE. From the figure, we see that the conver-
gence is very rapid, and, for example, the results of d=a ¼ 0:5 at θ0 ¼ ϕ0 ¼ 0
degrees have fully converged to four decimal places when nk ¼ 4 for
ka ¼ π=2� 10�10, nk ¼ 5 for ka ¼ π � 10�10, and nk ¼ 7 for ka ¼ 3π � 10�10. By the
way, the summands of the series of (23)-(26) have singular points at γmn ¼ 0 that
arise for ka ¼ ℓπ=2 (2a ¼ ℓλ=2), (ℓ ¼ 1, 2, 3,…). We can remove this singularity
appropriately in the numerical calculation, but we here avoided the singularity by
slightly shifting the ka value by �10�10. The results for ka ¼ π=2� 10�10 have
completely agreed for eight decimal places, and similar situations had held for other
aperture sizes related with the singular points. Thus, this treatment is also applied
for calculating the other physical quantities.

The convergent property of the KP solution was also examined for other physical
quantities. Figures 3–5 show the far-field patterns of three kinds of screen thick-
nesses for various sizes of square apertures (ka ¼ π=2� 10�10 (small), 2π � 10�10,
and 5π � 10�10 (very large)) at the normal incidence. The patterns are computed

with P θð Þ ¼ lim r!∞4πr2 Ed ið Þ�� ��2= Einc
�� ��2, and they are given for different nk values. It

can be seen from the figure that the plotted lines converge with relatively small
value of nk (nk ¼ 2 for ka ¼ π=2� 10�10, nk ¼ 4 for ka ¼ 2π � 10�10, and nk ¼ 9 for
ka ¼ 5π � 10�10). Figures 6 and 7 show the amplitude distributions of aperture
electric field Ey (the co-polarized component) for thin (d=a ¼ 0:001) and thick
(d=a ¼ 0:5) screen cases, respectively. The rate of convergence of thick case is very
fast but is very slow for thin case, and we think this is caused by using the edge
condition of the right-angled wedge (in spite of the use of the right-angled wedge
condition, the convergence of the far-field is very fast as shown in Figure 3. This is
due to the fact that the far-field has a stationary nature, that is, it changes little for
small changes in field distribution). We also calculate Ey for thin screen case by
applying the edge condition of zero-thickness plate, and the results corresponding
to Figure 6 are given in Figure 8. Needless to say, the rate of convergence of the
aperture field under the zero-thickness condition is much faster than that of the
right-angled wedge condition, especially as the aperture is smaller.

3.2 Transmission properties

We next investigate the effect of the hole size and shape, screen thickness, and
polarization on the transmission properties. Some results of the transmission coef-
ficient are compared with those by other methods (Jin and Volakis [1], Brok and
Urbach [7]). Unless otherwise noted, the following computations are made for
nk ¼ 6. Figure 9 shows the transmission coefficient TE for square (b=a ¼ 1) and
rectangular (b=a ¼ 0:2) holes less than the half-wavelength as a function of the
normalized thickness d=a (in this case, all the waveguide modes become evanescent
modes). It can be seen from the figure that the transmitted power rapidly decreases
as the screen’s thickness becomes large except for ka ¼ π=2� 10�10, and this is due
to the attenuation characteristic of the evanescent wave. However, rather strong
transmission is observed for the elongated aperture (b=a ¼ 0:2) when the value of
d=a is small in spite of the fact that there is no propagating wave in the hole. This is
considered to be closely related with the field singularity at long edges in addition to
the small attenuation of the evanescent modes. By fitting asymptotic lines to TE
curves in Figure 9 for the part where the value of d=a is large, we found an
approximate expression for predicting the transmitted power, and it is given by
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Figure 3.
Power patterns of the far-fields diffracted by a square aperture (a ¼ b) for d=a ¼ 0:001 (thin screen case) in
the ϕ ¼ 0∘ plane for the normal incidence (θ0 ¼ ϕ0 ¼ 0∘Þ.
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Figure 4.
Power patterns of the far-fields diffracted by a square aperture (a ¼ b) for d=a ¼ 0:5 (thick screen case) in the
ϕ ¼ 0∘ plane for the normal incidence (θ0 ¼ ϕ0 ¼ 0∘Þ.
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Figure 5.
Power patterns of the far-fields diffracted by a square aperture (a ¼ b) for d=a ¼ 10 (deep hole case) in the
ϕ ¼ 0∘ plane for the normal incidence (θ0 ¼ ϕ0 ¼ 0∘Þ.
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Figure 4.
Power patterns of the far-fields diffracted by a square aperture (a ¼ b) for d=a ¼ 0:5 (thick screen case) in the
ϕ ¼ 0∘ plane for the normal incidence (θ0 ¼ ϕ0 ¼ 0∘Þ.
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Figure 5.
Power patterns of the far-fields diffracted by a square aperture (a ¼ b) for d=a ¼ 10 (deep hole case) in the
ϕ ¼ 0∘ plane for the normal incidence (θ0 ¼ ϕ0 ¼ 0∘Þ.
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Figure 6.
Amplitude distribution of the y-component of the aperture electric field ∣Ey ξ, ηð Þ∣ on the lower square aperture
(a=b ¼ 1, z ¼ �d) for d=a ¼ 0:001 (thin screen case) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence.
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Figure 7.
Amplitude distribution of the y-component of the aperture electric field ∣Ey ξ, ηð Þ∣ on the lower square aperture
(a=b ¼ 1, z ¼ �d) for d=a ¼ 0:5 (thick screen case) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence.
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Figure 6.
Amplitude distribution of the y-component of the aperture electric field ∣Ey ξ, ηð Þ∣ on the lower square aperture
(a=b ¼ 1, z ¼ �d) for d=a ¼ 0:001 (thin screen case) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence.
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Figure 7.
Amplitude distribution of the y-component of the aperture electric field ∣Ey ξ, ηð Þ∣ on the lower square aperture
(a=b ¼ 1, z ¼ �d) for d=a ¼ 0:5 (thick screen case) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence.
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Figure 8.
Amplitude distribution of the y-component of the aperture electric field ∣Ey ξ, ηð Þ∣ on the lower square aperture
(a=b ¼ 1, z ¼ �d) for d=a ¼ 0:001 (thin screen case) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence. The edge
condition of zero thickness screen (σ ¼ τ0 ¼ 1, τ ¼ σ0 ¼ 0) was used.
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where T0 is a coefficient depending on ka and is shown in Figure 10.
The transmission coefficient is also calculated as a function of the normalized

thickness d=a for various aperture sizes around the half-wavelength (ka≈ π=2), and
the results are shown in Figures 11 and 12 (our results completely agree with those by
Brok and Urbach [7]). It can be seen from the figures that the TE curves for apertures
larger than the half-wavelength have oscillation, and this is due to the resonance of the

Figure 9.
TE as a function of the normalized screen thickness d=a for various ka values (b=a ¼ 1, 0:2) at θ0 ¼ ϕ0 ¼ 0∘.

Figure 10.
Coefficient T0 of asymptotic fitting lines for square (b=a ¼ 1) and elongated rectangular (b=a ¼ 0:2)
apertures.
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Figure 8.
Amplitude distribution of the y-component of the aperture electric field ∣Ey ξ, ηð Þ∣ on the lower square aperture
(a=b ¼ 1, z ¼ �d) for d=a ¼ 0:001 (thin screen case) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence. The edge
condition of zero thickness screen (σ ¼ τ0 ¼ 1, τ ¼ σ0 ¼ 0) was used.
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TE as a function of the normalized screen thickness d=a for various ka values (b=a ¼ 1, 0:2) at θ0 ¼ ϕ0 ¼ 0∘.

Figure 10.
Coefficient T0 of asymptotic fitting lines for square (b=a ¼ 1) and elongated rectangular (b=a ¼ 0:2)
apertures.
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propagating waveguide modes. The results of the total transmitted power normalized
byWi θ0 ¼ 0∘ð Þ are shown in Figures 13 and 14 for various aperture sizes and shapes,
and the curves of the transmitted power of the large aperture are complex (we think
this is also due to the resonance of the waveguide modes).

Finally, we calculate the transmission coefficient TE as functions of the normal-
ized aperture length 2a=λ for a constant b value (2b ¼ 0:1λ) and of the aspect ratio
b=a for a constant hole area (2a� 2b ¼ π=4ð Þ2), and the results are given in

Figure 11.
TE as a function of d=a for various ka values (b=a ¼ 1) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence.

Figure 12.
Transmission coefficient TE as a function of the normalized screen thickness d=a for various ka values (b=a ¼ 1,
0:2) at θ0 ¼ ϕ0 ¼ 0∘ and E-polarized incidence.
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Figures 15 and 16, respectively. In obtaining these results, the value of nk was
chosen to be 5. In Figure 15, all the waveguide modes for ka< π=2 become evanes-
cent waves, but the strong power transmission is observed, and the position of the
peak point approaches to ka ¼ π=2 (cutoff frequency) as the screen thickness
becomes large. For ka>π=2, we can find that the TE curves have oscillations that are
caused by the resonance of the lowest propagating mode in the waveguide. In
Figure 16, b=a ¼ 0:25 is a value related with the cutoff frequency, and all the
waveguide modes become evanescent waves for b=a>0:25. The similar situations of
Figure 15 can be also seen in this case.

Figure 13.
Normalized transmitted power (TH cos θ0) through square and rectangular apertures (ka ¼ 2π � 10�10,
b=a ¼ 1, 0:5, 0:2) at θ0 ¼ 0∘, 45∘, 90∘, and ϕ0 ¼ 90∘.

Figure 14.
Normalized transmitted power (TH cos θ0) through square and rectangular apertures (ka ¼ 3π � 10�10,
b=a ¼ 1, 0:5, 0:2) at θ0 ¼ 0∘, 45∘, 90∘, and ϕ0 ¼ 90∘.
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propagating waveguide modes. The results of the total transmitted power normalized
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and the curves of the transmitted power of the large aperture are complex (we think
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cent waves, but the strong power transmission is observed, and the position of the
peak point approaches to ka ¼ π=2 (cutoff frequency) as the screen thickness
becomes large. For ka>π=2, we can find that the TE curves have oscillations that are
caused by the resonance of the lowest propagating mode in the waveguide. In
Figure 16, b=a ¼ 0:25 is a value related with the cutoff frequency, and all the
waveguide modes become evanescent waves for b=a>0:25. The similar situations of
Figure 15 can be also seen in this case.
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95

Diffraction by a Rectangular Hole in a Thick Conducting Screen
DOI: http://dx.doi.org/10.5772/intechopen.89029



4. Conclusions

We have rigorously studied the diffraction of an electromagnetic plane wave by
a rectangular hole in a perfectly conducting screen with a finite thickness by apply-
ing the KP method. The transmission coefficient, far-field pattern, and aperture
electric field distribution were calculated to show the convergence of the solution.

Figure 15.
TE as a function of the normalized aperture length ka=π with kb ¼ 0:1π for various kd values at θ0 ¼ ϕ0 ¼ 0∘.

Figure 16.
TE as a function of the aspect ratio q ¼ b=a with the same area (ka� kb ¼ π=4ð Þ2) for various kd values at
θ0 ¼ ϕ0 ¼ 0∘.
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The numerical results of the transmission coefficient were also presented as func-
tions of the normalized thickness d=a to show the EM transmission property of the
various sized holes. It was found from the results that the convergence of the KP
solution is very rapid (for thin screen case, the edge condition of the zero-thickness
plate is effective) and the transmitted power is strongly affected by the aperture
size and shape, screen’s thickness, incident angles, and polarization.
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Chapter 7

Nanoplasma Formation From
Atomic Clusters Irradiated by
Intense Femtosecond Lasers
Boucerredj Noureddine and Khaled Beggas

Abstract

The nanoplasma formations of Na and Kr clusters, which contained 2 � 107

atoms per cluster, irradiated by intense femtosecond laser field have been predicted
in detail within the framework of the modified nanoplasma model. Based on this
modified model, ionization process, heating, expansion, and explosion of the cluster
have been studied. When laser intensity is above a critical value, it blows off all
of electrons from the cluster and forms a non-neutral ion cloud. The analytic
calculation provides time evolution of radius of the cluster, internal and external
fields, coulomb and hydrodynamic pressures, electron density, and ion and electron
energy. During the coulomb explosion of the resulting highly ionized, high-
temperature nanoplasma, ions acquire their energy. It is shown that ultrafast ions
are produced in this comparative study (4.4 keV for Kr cluster and 2.2 keV for
Na cluster), which can be the source of energetic ions. We have found that the
coulomb pressure is little than the hydrodynamic pressure for both clusters.

Keywords: large clusters, nanoplasma, laser plasma interaction,
laser-produced plasma, ion source, cluster explosion

1. Introduction

During the last years, nanoplasma (nanometer scale plasma) formed from
atomic clusters irradiated by high-power femtosecond lasers, capable of achieving a
light intensity up to 1021–1022 W/cm2, has attracted a great attention and has been
studied by several groups [1–5]. This large interest is due to the high energetic ions
and electrons produced when rare gas clusters explode [5, 6]. The intense femto-
second laser field ionize atoms of the cluster several times and ions reaches a high
degree of ionization [7–9], and are very effective to produce strong X-ray radiation
[10]. In addition, fusion reaction has been observed in laser deuterium cluster
interaction indicating that nuclear fusion occurs after explosion of the cluster [11].
The measurements of the energy absorption by the formed plasma have shown that
the plasma absorbs a large fraction of the incident laser energy [12]. The interaction
of rare gas and metallic clusters with ultrafast lasers has become a topic of great
interest; a new fundamental insight into ultrafast laser-driven excitation and decay
dynamics of many particle systems can be gained [13]. Macroscopic and hydrody-
namic impact energy transfer from nanoplasma electrons to ions in exploding
cluster using molecular dynamics simulation has been studied recently [14]. When
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the laser interacts with clusters, it changes the regime of electromagnetic wave
propagation, and very efficient absorption of radiation has been demonstrated with
a formation of very high temperature under dense plasma [15, 16]. The coulomb
explosion plays an important role in the case of small-diameter clusters [17].

The interaction of intense femtosecond laser field with atomic cluster leads to
the ionization of the parent atoms of the cluster. Ionization of the cluster begins on
the rising edge of the laser field. Parent atoms absorb laser intensity and liberate a
small number of electrons by direct optical ionization which produces a gas of
electrons that forms the nanoplasma. The collisional ionization becomes important
between electrons and ions leading to the rapid heating of the cluster to a non-
equilibrium superheated state then the expansion of the cluster [18, 19].

The interaction of single clusters with intense femtosecond laser produces the
hot electrons with energy up to 3 keV [20, 21]. After heating up the cluster, charge
separation of the hot electrons and the repulsive coulomb force between the posi-
tive ions leads to the explosion of the cluster, and ions acquire their energy by the
conversion of the energy deposited by the laser in the cluster to ion kinetic energy.

In this present research, we study the formation of the nanoscale plasma from
the irradiated clusters by an intense femtosecond laser field, and we investigate a
comparative behavior of the different physical parameters of the formed
nanoplasma from rare gas (Kr) and metallic (Na) clusters within the framework of
the modified nanoplasma model. After a general introduction on intense laser
cluster interaction and plasma formation, we show in Section 2 a brief description of
the nanoplasma model, followed by a discussion of the obtained results in Section 3.
Finally, we report the obtained results in the conclusion section.

2. Nanoplasma model

The development of the numerical model called nanoplasma model was made
firstly by Ditmire et al. [9], and after that reformulated by Megi et al. [18] by the
addition of the term of electron collisions with surface in the expression of the
electron-ion collision frequency. This numerical model has proved its success in
reproducing experimental results of the interaction of single cluster with intense
femtosecond laser field [19] and describes the interaction in terms of the formation
of high-density nanoplasma.

In this model, the expanding cluster was treated as a spherical nanoplasma,
subjected to the intense laser field. Ionization process such as field ionization is
described by the Ammosov, Delone, and Krainov model [22]. Tunnel and collisional
ionization are described using the Lotz formula [23]. Collisional ionization in the
nanoplasma leads to the production of highly charged ions.

2.1 Ionization mechanisms

The basic mechanisms in this model are that, the laser strips electrons from the
parent atoms by direct optical ionization and collisional ionization. The direct
optical ionization begins when laser pulse liberates a small number of electrons.
Field ionization is described in this model by Ammosov et al. [18, 22, 24], and
collisional ionization, which occurs from inelastic collisions between electrons and
ions, is described by the Lotz formula [9, 18, 23]. Due to the high excitation and hot
electrons and densities reached inside the cluster, collisional ionization is the dom-
inant ionization mechanism in the nanoplasma leading to the production of highly
charged ions. The laser deposits its energy into the free electrons inside the cluster.
These electrons absorb the magnetic power and heating up the ions. The heating in
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the cluster occurs through inverse bremsstrahlung collisions. The density of the
energy deposition ∂u

∂t in the cluster is given by [9, 25]:

∂u
∂t

¼ εEint
∂Eint

∂t
(1)

where ε is the plasma dielectric constant.
In this model there are three main assumptions: First, we assume that λ > > R0,

where λ and R0 are the laser wavelength and the initial cluster radius, respectively.
Second, the electronic and ionic densities are distributed uniformly within the
cluster. The third assumption is that the electrons are assumed to be instantaneously
thermalized and their energy distribution is Maxwellian. The nanoplasma model
takes into account the highly efficient collisional heating which is calculated in this
model as the heating of a uniform dielectric sphere under the electric field of the
laser. The internal electric field is given by [26].

Eint tð Þ ¼ 3
εþ 2j jEext tð Þ, (2)

where Eext is the external electric field, t is the time, and ε is the plasma dielectric
constant given by a Drude model,

ε ¼ 1� w2
p

w wþ iνð Þ , (3)

where w is the plasma frequency, ν is the total electron-ion collision frequency,
and wp is the electronic plasma frequency given by

wp ¼
ffiffiffiffiffiffiffiffiffi
nee2

ε0m

s
, (4)

where ne is the electron density, ε0 is the vacuum dielectric constant, e is the
electron charge, and m is the electron mass.

The external electric field is given by

E
!
ext tð Þ ¼ E0 sin wtð Þf tð Þ e!z,

E
!
ext tð Þ ¼ E0 exp �2 ln 2

t
τ

� �2� �
e!z,

where τ is the laser pulse duration at the full width at half maximum (FWHM),
f(t) is a Gaussian distribution of laser profile, and E0 is the amplitude of the laser

field given as the maximum laser field, Emax ¼
ffiffiffiffiffiffiffiffi
2Imax
ε0c

q
, where c is the light velocity.

The total electron-ion collision frequency including the electron-surface collision
frequency, vs = v/R, is given by the formula

ν ¼ νei þ νs ¼ νei þ v
R
, (5)

where v is the velocity of the electrons, R is the cluster radius, and νei is the
electron-ion collision frequency given by [27, 28]

νei ¼
ni Z2� �

e4 lnΛ1

2 πε0með Þ2v3 , (6)
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v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2th þ v2osc

q
, (7)

where vth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBTe=m

p
is the thermal velocity and vosc ¼ eEint

meω
is the oscillation

velocity of the electron in the field, <Z > is the mean ion charge, and lnΛ1 is the
modified coulomb logarithm given by the expression.
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where kB is the Boltzmann constant, Te is the electron temperature (see [9] and
[18]), and lnΛ is the classical coulomb logarithm [29].

2.2 Cluster expansion

The expansion of the nanoplasma is driven by two mechanisms. First, the
hydrodynamic heating is driven by the hot electron pressure in the cluster. The
heated electrons or the heated nanoplasma start to expand, then pull the heavy ions.
The electron or hydrodynamic pressure has the expression

Ph ¼ nekBTe, (9)

where ne is the electron density in the cluster ne ¼ Ne
4
3πR

3 and Ne is the number of

electrons in the cluster.
Second, the coulomb explosion is driven by charge buildup on the cluster. After

ionization, some hot electrons escape the coulomb barrier formed by ions, leaving a
net positive charge on the cluster. The resulting repulsive coulomb force leads to the
expansion of the cluster. The coulomb pressure is given by

PCoul ¼ 3Q2e2

32π2ε0R4 , (10)

where Q is the built-up charge on the cluster due to electron escape (see [9] and
[18]). The total pressure is given by

P ¼ Ph þ PCoul (11)

The coulomb pressure scales as (1/R4) shows that it will be important for small
clusters. The hydrodynamic pressure scales as (1/R3) is therefore more important
for large clusters. Then, the cluster radius equation is given by

∂
2R
∂t2

¼ 5
P

nimi

1
R
, (12)

where ni and mi are the density and mass of ions in the cluster, respectively.
The ion energies from cluster explosions are due to the electron-ion collisions

heating up the electrons, but not the ions. This can be seen from the electron-ion
equilibration time. In the other hand, there is insufficient time for electron energy
to be transferred to the ions through collisions. Instead, the ions gain energy in the
hydrodynamic expansion, where the thermal energy of the electrons is converted to
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ion kinetic energy or through coulomb explosion. For a hydrodynamic expansion,
the mean ion energy will be of order [24]

Eionh i≈ Zh ikBTe, (13)

where <Z> is the mean ion charge state. The coulomb explosion is the main
process by which ions gain kinetic energy in the intense laser field.

The rate of the temperature decrease from the cluster expansion is given by [9]:

∂Te

∂t

����
exp

¼ �2
Te

R
∂R
∂t

(14)

2.3 Electron-ion thermalization

The transfer of thermal energy to the cloud ions in the cluster nanoplasma
results from the coulomb collision of energetic electrons, which can be described by
a thermal equilibration rate given by [9]

∂Te

∂t

����
eq
¼ �Te � Ti

τeq
(15)

The electron-ion equilibration time τeq is given by [9, 30]

τeq ¼ 3memi
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where Te is the electron temperature, Ti ion temperature, and me and mi are the
electron and ion mass, respectively.

3. Results and discussion

The calculation was carried out with an intense femtosecond laser including a
peak intensity of 1017 W/cm2, wave length of 390 nm, and pulse duration of

Figure 1.
Calculated time evolution of the cluster radius R of the Na and Kr clusters contained 2 � 107 atoms in cluster
irradiated by an intense femtosecond laser with a pulse duration of 200 fs (FWHM), wavelength of 390 nm,
and peak intensity of 1017 W/cm2.
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ion kinetic energy or through coulomb explosion. For a hydrodynamic expansion,
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where <Z> is the mean ion charge state. The coulomb explosion is the main
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3. Results and discussion

The calculation was carried out with an intense femtosecond laser including a
peak intensity of 1017 W/cm2, wave length of 390 nm, and pulse duration of

Figure 1.
Calculated time evolution of the cluster radius R of the Na and Kr clusters contained 2 � 107 atoms in cluster
irradiated by an intense femtosecond laser with a pulse duration of 200 fs (FWHM), wavelength of 390 nm,
and peak intensity of 1017 W/cm2.
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τ = 200 fs (full width at half maximum (FWHM)) irradiating the Kr and Na clusters
containing 2� 107 atoms per cluster. Inside the cluster, the temperature, the density
gradient, and the internal field are assumed to be uniform. We have used the
modified nanoplasma model to study the temporal variation of the different phys-
ical parameters (radius, electron temperature, expansion velocity, electron density,
coulomb and hydrodynamic pressures, ion and electron energy, etc.) of the formed
nanoplasma.

Time dependence of the cluster radius R for the rare gas Kr and metallic Na
clusters is illustrated in Figure 1. Time evolution shows clearly a rapid expansion of
the metallic cluster (Na) than the rare gas cluster (Kr). In the case of the metallic
cluster, it expands rapidly due to the rapid ionization of the cluster.

The time zero in the calculation is the peak intensity of the laser at around
�255fs for Na cluster and �230fs for Kr cluster; a small number of electrons are
created through optical ionization; these electrons form the nanoplasma. The
inelastic collisions between electrons and ions increase the number of electrons and
ions. When electron density rises to reach 3ncrit, where ncrit is the critical electron
density given by the formula

ncrit ¼ ε0mew2

e2
, (17)

where ε0 is the vacuum permittivity and ω is the laser frequency.
The internal field is amplified and becomes greater than the external one

(Figure 2), and we have a strong absorption of the laser energy by the cluster. The
first resonance (between laser field and the formed nanoplasma) occurs at
t ≈ �250 fs, in the Na cluster, but at �230 fs it occurs in Kr cluster (Figure 3); the
cluster expansion velocity increases dramatically; and more electrons are liberated
through tunnel, laser-driven, and thermal ionization. The hot electrons can leave
the cluster to the 3ncrit resonance.

When the electron density ne is greater than 3ncrit, the field inside the cluster is
smaller than the external one. The maximum value of the ration ne

ncrit
is about 3.5 for

Na cluster than 7 for Kr cluster; this difference in the time of resonances and the
maximum values of the ratio ne

ncrit
is caused by the number of electrons in such

cluster. When the hot electrons leave the cluster and the cluster expands, the
electron density starts to decrease at time �176 fs for Na cluster and �163 fs for Kr

Figure 2.
Time dependence of the internal and external electric fields for the Na and Kr clusters contained 2 � 107 atoms
per cluster. Same parameters of the laser are used as those in Figure 2.

106

Novel Imaging and Spectroscopy

cluster; the expansion of the cluster lowers the electron density to bring the system
into resonance with laser field. The electron density in the cluster drops to 3ncrit
(Figure 3), and we have the second resonance; (when the ratio ne/ncrit = 3), at�200 fs
and 47 fs for both clusters Na and Kr respectively. We see that times of resonances
are different for both clusters, metallic cluster (Na) and rare gas cluster (Kr).

The field inside the cluster is strongly enhanced and reached the values 1.22 �
1012 V/m and 8.00 � 1011 V/m for Kr and Na clusters, respectively (Figure 2); then
we have a very rapid deposition of the energy into the electrons; at this point, the
ions very rapidly stripped the hot electrons. The internal field Eint(t) is almost equal
to the external field when the electron density ne is very low.

The calculated time evolutions of the hydrodynamic pressure and the coulomb
one are shown in Figure 4 for both clusters. The total charge on the cluster
increases, and the repulsive forces lead to the increase of the coulomb pressure to

Figure 3.
Calculated electron density ne normalized by the critical electron density ncrit as a function of time for 2 �
107atoms Na and Kr clusters irradiated by an intense femtosecond laser with a pulse duration of 200 fs,
wavelength of 390 nm, and peak intensity of 1017 W/cm2.

Figure 4.
Calculated time variation of the coulomb and hydrodynamic pressures for Na and Kr clusters (contained 2 �
107 atoms) irradiated by an intense femtosecond laser with a pulse duration of 200 fs (FWHM), wavelength of
390 nm, and a peak intensity of 1017 W/cm2.
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cluster; the expansion of the cluster lowers the electron density to bring the system
into resonance with laser field. The electron density in the cluster drops to 3ncrit
(Figure 3), and we have the second resonance; (when the ratio ne/ncrit = 3), at�200 fs
and 47 fs for both clusters Na and Kr respectively. We see that times of resonances
are different for both clusters, metallic cluster (Na) and rare gas cluster (Kr).

The field inside the cluster is strongly enhanced and reached the values 1.22 �
1012 V/m and 8.00 � 1011 V/m for Kr and Na clusters, respectively (Figure 2); then
we have a very rapid deposition of the energy into the electrons; at this point, the
ions very rapidly stripped the hot electrons. The internal field Eint(t) is almost equal
to the external field when the electron density ne is very low.

The calculated time evolutions of the hydrodynamic pressure and the coulomb
one are shown in Figure 4 for both clusters. The total charge on the cluster
increases, and the repulsive forces lead to the increase of the coulomb pressure to

Figure 3.
Calculated electron density ne normalized by the critical electron density ncrit as a function of time for 2 �
107atoms Na and Kr clusters irradiated by an intense femtosecond laser with a pulse duration of 200 fs,
wavelength of 390 nm, and peak intensity of 1017 W/cm2.

Figure 4.
Calculated time variation of the coulomb and hydrodynamic pressures for Na and Kr clusters (contained 2 �
107 atoms) irradiated by an intense femtosecond laser with a pulse duration of 200 fs (FWHM), wavelength of
390 nm, and a peak intensity of 1017 W/cm2.
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2.0 � 1012 Bar and 9.9 � 1011 Bar for Kr and Na clusters, respectively. The values of
the coulomb pressure for both clusters are small compared to the hydrodynamic
pressure due to the hot electrons which are 1.5 � 1013 Bar for Kr cluster and 7.5 �
1012 Bar for Na clusters. This pressure leads to the increase of the cluster expansion
velocity. During the majority of time, the dominant pressure is the hydrodynamic
pressure with a little contribution of the coulomb explosion force; then the hydro-
dynamic pressure is dominant in driving the explosion. It has been noticed that for
small diameter clusters, the coulomb explosion force plays a key role [5]. Our study
of the coulomb explosion of large Kr and Na clusters shows that the hydrodynamic
pressure plays an important role than the coulomb one like the previous experi-
mental results [28].

When electrons gain energy through inverse Bremsstrahlung collisions, the time
evolution of ion energy (Figure 5) roughly follows the evolution of the internal
field. The increase of the electronic temperature leads to higher ionized states, and
electron-free streaming rate increases sharply; then electrons with high energy can
leave the cluster (Figure 6), as the maximum electron energy is above 3 and 6 keV
for Na and Kr clusters, respectively.

Figure 5.
Time evolution of ion energy for Na and Kr clusters. The laser parameters are the same as in Figure 4.

Figure 6.
Total electron energy as a function of time of Na and Kr clusters (contained 2 � 107 atoms) irradiated by a
femtosecond laser with a peak intensity of 1017 W/cm2, pulse duration of 200 fs, and wavelength of 390 nm.
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The coulomb pressure induced by this loss of the plasma neutrality combined
with the hydrodynamic pressure leads to the expansion of the nanoplasma. The
enhancement of the internal field (Figure 2) leads to a very efficient absorption of
the laser energy, resulting to the production of high charge states and high energetic
ions 4.4 keV for Kr cluster and 2.2 keV for Na cluster (Figure 5). Then the com-
bined effect of free streaming and the coulomb and hydrodynamic pressures leads
to the final explosion of the cluster.

4. Conclusions

A modified nanoplasma model has been contributed to examine the cluster
explosion dynamics and scaling of ion energies. We found that the excitation of
large atomic cluster produces a superheated plasma. We also compared the behavior
of the nanoplasma in the Kr rare gas and Na metallic clusters irradiated by an
intense femtosecond laser. A similar behavior was found for both cases metallic and
rare gas clusters in the time evolution of the different physical parameters (the
cluster radius, the electron density, the internal and external electric fields, the
pressures, and ion energies). The formation of nanoplasma in the case of Na cluster
is rapid than in the case of Kr cluster �255 fs for Na cluster and �230 fs for Kr
cluster. We have found that the ion energies in the Kr and Na clusters are 4.4 and
2.2 keV, respectively, which may provide a new ultrahigh energy ion source. The
ionization and expansion of the Na metallic cluster are faster than that of the Kr rare
gas cluster. The hydrodynamic pressure plays an important role in the interaction
with the laser field for both cases (metallic and rare gas clusters); the hydrodynamic
pressure was found of order of 10 times than the coulomb pressure; then we
conclude that the hydrodynamic pressure is responsible for the dynamic of ioniza-
tion, expansion, and explosion of the clusters.
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Chapter 8

Imaging in Low Back Pain
Haider N. Al-Tameemi

Abstract

Medical imaging plays an important role in the evaluation of low back pain 
(LBP). The choice of certain radiological method over other depends on many 
factors like patient’s presentation, presence of contraindication, availability, 
relative cost of the test, and the expected impact of the results on management. 
Radiological evaluation helps the physician reach the most likely cause of LBP, con-
firm the provisional diagnosis, provide alternative one, or narrow the differential 
diagnosis. Plain X-ray radiograph is useful in initial general assessment. Magnetic 
resonance imaging (MRI) is the imaging modality of choice in the evaluation of 
LBP because of elegant demonstration of anatomical details and many pathologies. 
Computerized tomography (CT) can provide high-resolution images of the bony 
structures and is particularly invaluable in trauma. Other imaging modalities are 
rarely used usually as problem-solving or in selected conditions. For example, 
sonography may have a role in the evaluation of soft tissue lesions and the sacroiliac 
joints. Angiography is useful for vascular evaluation. Isotope imaging may be used 
in the elucidation of of hidden cause of pain (tumors or fracture). Conventional 
myelography and discography are virtually obsolete in current clinical practice 
because of the presence of much safer and accurate new modalities. Finally, inter-
ventional radiology has an increasing role in treating certain conditions.

Keywords: imaging, radiology, X-ray, MRI, CT scan, sonography, angiography

1. Introduction

The main role of imaging in patients with low back pain (LBP) is to help 
physicians reach the most likely cause of the pain. The use of one or more of the 
different radiological investigations in a suitable manner will enhance the detection 
of the underlying cause of the LBP in a timely way. Moreover, radiology has a role 
not only in the diagnosis but also in the treatment of some conditions that lead to 
LBP. The rapidly advancing interventional radiology is increasingly utilized as an 
adjuvant or sole therapeutic option of a variety of conditions like vascular malfor-
mations and tumors.

There are many imaging modalities that can be used in the evaluation of 
LBP. Selection of the appropriate modality depends on different factors, like the 
patient’s conditions, clinical state, availability, and cost of the test and the presence 
of certain contraindications.

We will discuss each imaging modality from different points of view starting 
with the most to the least commonly and widely used ones.
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2. Imaging modalities used in evaluation of LBP

2.1 Plain X-ray radiograph

Plain X-ray radiograph is a simple radiological examination that can be used to 
give initial general picture. Generally it has a limited role in the evaluation of acute 
LBP [1]. Fluoroscopy (dynamic X-ray) has an important role in guiding interven-
tional procedures and both diagnosis and pain management [2].

2.1.1 Advantages

1. Low cost (much cheaper than CT and MRI)

2. Availability (it is usually readily available in almost all hospitals and, most of 
time, in centers, including emergency and far health centers)

3. Noninvasiveness (it involves no risky intervention)

4. Acceptable resolution of bony structures of the spine and pelvis

5. No significant contraindication (apart from pregnancy)

2.1.2 Limitations

1. Poor visualization of soft tissue structures.

2. Cannot show the details of the spinal canal.

3. Cannot show the intervertebral disc material and hence will not give informa-
tion about the type nor the severity of herniation [3].

4. Factors like obesity and excessive bowel gases may obscure some abnormalities 
or make interpretation of X-ray difficult.

5. Source of radiation to the patient.

2.1.3 Techniques

After appropriate positioning of the patient (usually supine, sometimes prone or 
lateral), the examination is performed in not more than a few seconds in general.

2.1.4 Diagnostic value

Generally, plain X-ray can show:

1. General alignment of the spine, any asymmetry, or gross deformity. Straight-
ening of the normal lumbosacral curvature may be considered as an indirect 
sign of acute spasm or pain.

2. Abnormal position of certain vertebra in the form of foreword (spondylolis-
thesis) or backward (retrolisthesis) shifting of the vertebral body relative to 
the vertebrae above and below.
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3. Some congenital anomalies of the spine like scoliosis, spina bifida (defect in 
the back of spine), and vertebral deformities in the form of abnormal shape, 
number, and alignment.

4. Lumbosacral spinal degenerative changes in the form of disc space narrowing, 
marginal osteophytes (bony protrusions at the margins of vertebra), and bony 
sclerosis near disc (Figure 1).

5. Signs of spinal infections (disc space narrowing with irregularity, bone de-
struction, vertebral compression, soft tissue swelling).

6. Diseases of sacroiliac joints like ankylosing spondylitis and Reiter’s disease in 
the form of joint space narrowing, irregularity, erosions, and sclerosis.

7. Bone tumors (benign and malignant) affecting the spine or pelvis in the form 
of lytic (black) or sclerotic (white) lesions.

2.2 Magnetic resonance imaging (MRI)

Since its first clinical application in medicine about four decades ago, magnetic 
resonance imaging (MRI) has revolutionized the imaging evaluation of the human 

Figure 1. 
Lateral X-ray radiograph of the lumbosacral spine of a patient with LBP showing narrowing of multilevel 
intervertebral disc spaces with marginal osteophytes (white arrows) and juxta-endplate sclerosis, consistent 
with spinal degeneration.
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body particularly the musculoskeletal system, brain, and spine. In patients with LBP, 
MRI is considered as the imaging modality of choice because of its excellent demon-
stration of both the anatomy of the lower back and most of regional pathologies [4].

2.2.1 Advantages

1. No radiation

2. Noninvasiveness

3. Excellent imaging quality of the spine and pelvis

4. Most accurate modality in the demonstration of the neural structures that can 
be the source of LBP like the spinal cord and nerve roots

2.2.2 Limitations

1. Presence of contraindications (see Section 3.5).

2. Imaging quality is affected by the patient’s motion, so examination needs a 
cooperative and stable patient. Agitated and unstable patients result in bad im-
ages that are diagnostically not useful.

3. Long examination time, usually 10-20 minutes (longer than X-ray and CT scan).

4. Not so accurate in certain conditions like cortical fractures and calcification 
(CT scan and lesser extent X-ray radiography are better).

5. Clinical MRI mismatch. Many abnormal findings specially disc degenera-
tion or mild herniation are seen incidentally on spinal MRI of asymptomatic 
persons and vice versa where MRI can be completely normal in the presence of 
significant LBP. This has raised the issue of importance of clinical and electro-
physiological correlation and the controversial need for more specific diagnos-
tic tests like discography [5].

2.2.3 Contraindications

1. Cardiac pacemakers.

2. Metallic object (shells, bullet, orthopedic fixation devices). However, if the 
fixation devices used were made of MRI-compatible metals (more expensive 
than regular ones), MRI examination can be safely done despite some artifacts 
that slightly reduce diagnostic imaging quality.

3. Early pregnancy. However, the chemical material sometimes may be injected 
intravenously (gadolinium) to enhance the images, and this should not be used 
throughout pregnancy.

4. Claustrophobia. Seen in about 5–10% of population, when the person is 
unwillingly afraid of being in closed space. This problem may be resolved by 
reassurance and careful description of the procedure to the patient. Sometimes 
the patient will need to be examined using a special type of MRI device called 
“open type” that has wider aperture and more space around the patient. Rarely 
sedative/antianxiety drugs may be prescribed.
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2.2.4 Techniques

The patient is asked to remove any removable metallic objects like rings and 
watches. The examination usually takes 10–20 min to complete according to the 
clinical indication and requested sequences. MRI examination is usually composed 
of two or more of “sequences.” Body tissues and pathologies appear differently on 
each sequence, and the most commonly used are T1-weighted and T2-weighted 
sequences. Other sequences used are Short tau inversion recovery (STIR) (sup-
presses fat signal in the bone marrow and fatty areas), diffusion-weighted image 
(DWI) (to assess certain features of some lesions according to water molecules 
diffusion) and fluid attenuation inversion recovery (FLAIR) (suppresses signal of 
the fluid). Sometimes, when vascular assessment is important, magnetic resonance 
angiography (MRA) is also conducted. Spinal pathologies can cause both structural 
and morphological changes. Degeneration of the intervertebral disc, for instance, 
can be diagnosed when the normal high signal (white) of the disc is lost (disc 
appears black). Disc prolapse is diagnosed when a part of the disc is seen outside the 
normal contour of the disc bulging into the spinal canal or compressing the nerve 
roots within the intervertebral canal.

2.2.5 Diagnostic value

From the diagnostic point of view, MRI can help in:

1. Comprehensive evaluation of the lower back (lumbosacral region) in which 
the most common causes of LBP arise. Variable pathologies from degenerative, 
neoplastic, infective, and congenital abnormalities can be elegantly demon-
strated. Important and common causes of LBP like intervertebral disc hernia-
tion, nerve root compression, lumbar canal stenosis, and degeneration of the 
small joints at the back of the spine (facet or apophyseal joints) and intraspinal 
ligaments (ligamentum flavum) can be seen (Figure 2).

Figure 2. 
Sagittal (A) and axial (B) T2-weigted MRI images of the lumbosacral spine of a patient with LBP showing 
hypointense (dehydrated) intervertebral disc between the L4 and L5 vertebrae with posterior protrusion (white 
arrows) causing bilateral neural canal narrowing and root compression. Note the normal signal (hyperintense 
with hypointense cleft) of other discs.
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2. Complete evaluation of the spinal canal including the presence of any narrow-
ing, stenosis or abnormal widening. Measurement of the cross-sectional area 
of the canal is preferred to objectively assess stenosis.

3. Detection of any mass within or outside the spinal canal that may have ef-
fects on the spinal cord, nerve roots, soft tissues, or bones including verte-
bral bony tumors, nerve sheath tumors, lipomas, vascular malformations, 
etc. [6].

4. Accurate depiction of variable congenital spinal malformations that may pres-
ent as LBP, like scoliosis, spina bifida, myelomeningocele, dermoids, splitting 
of the cord, low-lying tethered spinal cord, and absence of the sacrum.

2.3 Computerized tomography (CT) scan

The main physical principle underlying CT scan is X-radiation. The use of CT 
scan in the assessment of the patients with LBP is limited to certain conditions that 
either need further evaluation after MRI, patients who cannot be examined by MRI, 
or when the clinical scenario necessitates CT from the start (like trauma).

2.3.1 Advantages

1. Excellent depiction of the bony anatomy and bony changes at the lower back 
including lumbosacral spine and pelvis [7]. Bony changes can be readily seen 
on CT even before appearance on X-ray radiographs.

2. Can compete with MRI in the visualization of lumbar disc prolapse and bony 
spinal canal stenosis.

3. Relatively more widely available and accessible than MRI.

4. Lesser cost than MRI.

5. Less affected by the patient’s motion during examination than MRI.

6. Short time of examination (usually less than minute).

7. Can be safely done for patients with metallic implants, shells, and magnetic 
fixation devices (but some image compromise).

2.3.2 Limitations

1. High risk of radiation exposure [7]. This is indeed the most important disad-
vantage of CT scan. CT scan delivers a huge amount of radiation dose to the 
patient (almost 100 times that of chest X-ray).

2. Poor demonstration of intraspinal neural content like cord and nerve root and 
early bone marrow infiltration [8].

3. Artifacts from metallic fixation devices or shells may badly affect the quality of 
image and can obscure some anatomical and pathological findings.
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2.3.3 Techniques

The patient is routinely examined in supine position (back on the table), and the 
exposure done while the patient is asked not to move. The examination is relatively 
rapid (less than minute).

2.3.4 Diagnostic value

Considering a case of LBP, CT scan can show:

1. Abnormal bone densities of the lower spine and pelvis including osteolytic 
(blacker) and osteoblastic (whiter) lesions, with a lot of possible causes, from 
incidental nonsignificant (bone islands), benign (hemangiomas, osteomas) to 
malignant (metastases, multiple myeloma) lesions.

2. Abnormal configuration and deformity, whether of congenital origin or as 
sequel of old trauma or surgery.

3. Traumatic findings like linear fracture, partial or complete vertebral compres-
sion, and burst vertebra (Figure 3). CT scan can detect even tiny fractures of the 
bony cortex particularly of the posterior spinal elements (laminae and pedicles) 
which are usually difficult to be seen and may be missed on X-ray radiographs [3].

4. Size, shape, and exact location of the metallic foreign body or shell or bullet.

5. Bone erosion secondary to inflammation, infection, or tumor.

Figure 3. 
Sagittal reconstructed image (bone window) of lumbosacral spinal CT scan of a patient with LBP after 
trauma, showing burst fracture of L4 vertebra.
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or when the clinical scenario necessitates CT from the start (like trauma).

2.3.1 Advantages

1. Excellent depiction of the bony anatomy and bony changes at the lower back 
including lumbosacral spine and pelvis [7]. Bony changes can be readily seen 
on CT even before appearance on X-ray radiographs.

2. Can compete with MRI in the visualization of lumbar disc prolapse and bony 
spinal canal stenosis.

3. Relatively more widely available and accessible than MRI.

4. Lesser cost than MRI.

5. Less affected by the patient’s motion during examination than MRI.

6. Short time of examination (usually less than minute).

7. Can be safely done for patients with metallic implants, shells, and magnetic 
fixation devices (but some image compromise).

2.3.2 Limitations

1. High risk of radiation exposure [7]. This is indeed the most important disad-
vantage of CT scan. CT scan delivers a huge amount of radiation dose to the 
patient (almost 100 times that of chest X-ray).

2. Poor demonstration of intraspinal neural content like cord and nerve root and 
early bone marrow infiltration [8].

3. Artifacts from metallic fixation devices or shells may badly affect the quality of 
image and can obscure some anatomical and pathological findings.
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2.3.3 Techniques

The patient is routinely examined in supine position (back on the table), and the 
exposure done while the patient is asked not to move. The examination is relatively 
rapid (less than minute).

2.3.4 Diagnostic value

Considering a case of LBP, CT scan can show:

1. Abnormal bone densities of the lower spine and pelvis including osteolytic 
(blacker) and osteoblastic (whiter) lesions, with a lot of possible causes, from 
incidental nonsignificant (bone islands), benign (hemangiomas, osteomas) to 
malignant (metastases, multiple myeloma) lesions.

2. Abnormal configuration and deformity, whether of congenital origin or as 
sequel of old trauma or surgery.

3. Traumatic findings like linear fracture, partial or complete vertebral compres-
sion, and burst vertebra (Figure 3). CT scan can detect even tiny fractures of the 
bony cortex particularly of the posterior spinal elements (laminae and pedicles) 
which are usually difficult to be seen and may be missed on X-ray radiographs [3].

4. Size, shape, and exact location of the metallic foreign body or shell or bullet.

5. Bone erosion secondary to inflammation, infection, or tumor.

Figure 3. 
Sagittal reconstructed image (bone window) of lumbosacral spinal CT scan of a patient with LBP after 
trauma, showing burst fracture of L4 vertebra.
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6. Many (but not all) features of spinal degeneration like intervertebral disc space 
narrowing, marginal osteophytes, and facet joints sclerosis.

7. Calcification. CT scan is the best imaging modality in defecting calcification in 
paraspinal soft tissues, ligaments, muscles, or within a mass. The presence of 
calcification has important diagnostic impact as it helps narrow the differential 
diagnostic list or may reach final diagnosis like hydatid cyst or para-articular 
calcification in some chronic arthropathies.

2.4 Sonography

Sonography (or ultrasound scan, echography) utilizes sound waves of very high 
frequency that are normally not audible by human beings. Its application in the 
evaluation of patients with LBP is limited because the ultrasound waves are badly 
affected by tissues like the bone and air.

2.4.1 Advantages

1. Cheap

2. Readily available (almost everywhere, anytime), repeated easily

3. Generally safe (no exposure to ionizing radiation)

4. Noninvasiveness

5. No significant risk or contraindication

2.4.2 Limitations

1. Highly operator-dependent. Examination in general and of the musculo-
skeletal system in particular needs expertise and adequate training. Both 
false-positive and false-negative results are common by inexperienced 
examiners.

2. Highly device-dependent. The quality of the ultrasound machine has high 
impact on the quality and subsequent diagnostic outcome of the examination, 
particularly of the musculoskeletal ones. Many advanced technologies (both 
software and hardware) are currently emerging that help improve diagnosis 
which are typically supplied to the mid or even only high-level (expensive) 
machines.

3. Demonstrates only selected anatomical details of lower back.

2.4.3 Techniques

No special preparation is usually required. Routinely, a gray-scale (B-mode) 
scan is applied. Color Doppler scan is used when the assessment of blood flow and 
vascular imaging is required. Advanced techniques like 3D, 4D, and elastography 
are increasingly utilized both in research and specialized centers in musculoskeletal 
imaging.
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2.4.4 Diagnostic value

Using different technologies, ultrasound can help physician improve the man-
agement of the LBP in both diagnostic and therapeutic aspects:

1. Can easily show the content and vascularity of any superficial soft tissue mass 
that may be related to the LBP.

2. Can show some details of some congenital anomalies at the lower back like 
cysts or fatty (lipomas, dermoid) and vascular (hemangiomas) lesion.

3. Can show some abnormal features of sacroiliac joints like effusion, bone sur-
face erosion, and soft tissue swellings [9].

4. It may help detect some pelvic conditions that may be directly or indirectly 
related to the cause of LBP including gynecological condition (inflammatory, 
tumors, cysts, etc.), bowel masses, and other peritoneal pelvic lesions.

2.5 Isotope imaging

Isotope imaging involves the administration of certain radioactive material into 
the body (usually intravenously), and then images are created according to the 
metabolic activity of the targeted tissue/organ.

It usually provides additional diagnostic information to other “structural” 
imaging modalities (like CT or MRI) to narrow the differential or reach the final 
diagnosis. Considering the LBP, the most commonly useful isotope imaging modali-
ties used are bone scan and posterior emission tomography (PET).

2.5.1 Advantages

1. Provision of highly useful information about the “metabolic” or “physiological” 
activity of the lesion, which cannot be obtained by any of the conventional 
imaging like X-ray, CT scan, or MRI.

2. Can detect hidden causes of pain originating from the bony components of the 
lower spine and pelvic like stress fracture or metastases in patient with known 
cancer [10].

2.5.2 Limitations

1. Not cheap examination.

2. It is not readily available as it is commonly present in specialized centers; PET 
scanners required very sophisticated measures to prepare the isotope material 
on site just before examination.

3. It is a source for radiation to the patients as well as to medical personals.

4. Has very limited spatial resolution so that interpretation should be correlated 
with anatomical images. Therefore, most of currently used devices are merged 
with the conventional anatomical modalities resulting, for example, in hybrid 
or fusion PET/CT or PET/MRI.
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2.5.3 Techniques

Depending on the purpose of the examination, the isotope material (usually 
incorporated with another carrier substance) is administrated to the patient. The 
patient is then imaged by the device.

2.5.4 Diagnostic value

1. Generally, metabolically active lesions appear of higher signal than adjacent 
tissues, so-called “hot spots,” and vice versa, inactive lesions have lower signal, 
so-called cold spots.

2. Can provide invaluable decision about the nature of a vague or suspicious le-
sion, for example, in the pelvis or lower spine, and whether it is significant and 
metabolically active or not by assessing its activity.

3. Helps detect many lesions that are metabolically active (like cancer, active in-
flammation, healing fractures, postoperative) and that are not well or difficult 
to be seen by the common modalities (CT scan and MRI) [9, 11].

4. Monitoring the response of cancer after radiotherapy and/or chemotherapy 
and assessing the presence of a residual/recurrent tumor mass after surgical 
resection.

2.6 Angiography

Many methods are utilized in angiography (visualization of the vascular sys-
tem), commonly by injecting a contrast material into the vessels and then taking 
images. In the assessment of patient with LBP, angiography generally has very 
limited role like in further evaluation or treatment of a vascular lesion [12].

2.6.1 Advantages

1. Provision of details about of the vascular component of the lesion

2. Opportunity of the therapeutic option as some lesions can be treated directly 
by the angiography by, for example, injecting a special material to occlude 
and “embolize” the feeding vessel of the mass or vascular anomaly. This is 
useful for patients who cannot undergo the surgery and with difficult or risky 
surgical access.

2.6.2 Limitations

1. Not cheap.

2. Not widely available.

3. Needs expertise.

4. High radiation exposure both to patient and staff.

5. Risk of contrast material particularly the iodine-based material (in conven-
tional angiography and CT angiography (CTA)) like allergy and renal damage. 
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These are much less in MRI (gadolinium) but this carries risk of “systemic 
progressive sclerosis.”

2.6.3 Techniques

Conventional angiography involves injection of iodine-based contrast material 
through an arterial catheter under fluoroscopy. CTA is less invasive, involving the 
injection of the contrast material intravenously and the patient is imaged by CT 
scanner. MR angiography can be done both with and without the use of intravenous 
chemical contrast material (gadolinium).

2.6.4 Diagnostic value

1. Can help reaching the final diagnosis of a vascular lesion (whether vascular 
tumor, vascular malformation, hemangiomas)

2. Provides a road map which can be of great value to the surgeon before operat-
ing on certain mass by showing detailed vascular anatomy of the region and 
vascular component of certain mass

3. Has a great value in the therapy of certain vascular lesions and tumors by 
 either treating or reducing the bulk of mass

4. Can also help alleviating the pain in advanced cancer that is not responding to 
medical treatment and beyond surgical treatment specially in those in end-
stage disease

2.7 Myelography

The visualization of the spinal canal lumen is called myelography. It is usually 
done as a complimentary to other imaging modalities in the evaluation of spinal 
lesion or canal stenosis.

2.7.1 Advantages

1. More accurate localization of the intraspinal lesion

2. Provision of additional delineation of the spinal canal stenosis

3. Improvement in the diagnosis of some types of nerve root compression

2.7.2 Limitations

1. The conventional and CT myelography techniques are invasive with risk of 
infection, pain, and radiation exposure.

2. The image quality and resolution of MR myelography (MRM) are not so high 
and affected by artifacts and depend on the technique used.

2.7.3 Techniques

This can be achieved invasively by injecting a radiopaque iodine-based contrast 
material into the cerebrospinal fluid (CSF) space of the spinal canal through a 
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needle inserted at the lower back, and the patient is imaged by either conventional 
X-ray (conventional myelography) or by CT scan (CT myelography) [10]. With the 
advent of MRI, it became possible to do myelography noninvasively (without need 
for any intraspinal injection). This so-called MRM is a great advance in spinal imag-
ing. Nowadays, conventional myelography is mostly superseded by CT myelography 
which is in turn mainly reserved to those who cannot undergo MRI.

2.7.4 Diagnostic value

The interpretation of myelography is usually done after the complete evaluation 
of other imaging modalities like X-ray, CT, and MRI. The main diagnostic values 
are:

1. Filling defects in the myelography can be caused by many intraspinal lesions. 
Therefore, accurate localization of these lesions whether they are extradural, 
intradural, extramedullary (outside the cord), or intramedullary (within the 
cord) has great diagnostic value in reaching the most probable cause.

2. MRM can improve the inter-observer and intra-observer agreement in the as-
sessment of lumbar spinal canal stenosis [13], helping more consistent diagno-
sis when surgical intervention is considered.

2.8 Discography

Discography means the visualization of the content of intervertebral disc after 
injection of a radiopaque iodine-based contrast material directly into the disc. It is 
considered as the most accurate method in deciding which disc level is responsible 
for the LBP and used as reference test in medical researches. However, because it 
is a very invasive and painful test with many complications and contraindications 
(like infection, bleeding and severe spinal compromise), its clinical use now is 
highly restricted for carefully selected patients (e.g., continuous pain with normal 
noninvasive imaging or sometimes before surgery) and only under experienced 
interventionalists [14].
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Chapter 9

Cone-Beam Computed 
Tomography in Dentomaxillofacial 
Radiology
Bence Tamás Szabó, Adrienn Dobai and Csaba Dobo-Nagy

Abstract

The daily application of cone-beam computed tomography (CBCT) has been 
increasing. Not only the number of referrals has been raising, but also the variety 
of the anatomical regions requested for imaging is also growing in the dentomaxil-
lofacial area. Even though computed tomography (CT) has been widely used in the 
head and neck region, by the invention of CBCT, some of the drawbacks of CT were 
overcome and turned into the advantages of the CBCT appliances, such as lower 
patient dose. In this chapter, we provide a comprehensive picture of the everyday 
use of CBCT as a modality in the dentomaxillofacial region and its current limita-
tions and expected improvements.

Keywords: cone-beam computed tomography, dental digital radiography, diagnostic 
imaging, dentomaxillofacial radiology, incidental findings

1. Introduction

The use of cone-beam computed tomography (CBCT) has been increasing in 
everyday clinical practice. The advantages of CBCT contribute to its spreading not 
only in the field of dentistry, but also in maxillofacial surgery, otorhinolaryngology, 
rheumatology, and traumatology. Conventional-computed tomography (CT) has 
been widely used in the head and neck and other anatomical regions; nevertheless, 
by the invention of CBCT device for maxillofacial imaging in the 1990s [1], some 
of the drawbacks of CT were overcome resulting in the application of CBCT as an 
alternative modality in these regions. CBCT devices offer a compact size, the ability 
for producing high-resolution volumetric data, and lower patient dose compared 
to multislice CT (MSCT) [2–4]. Nonetheless, it should be noted that CBCT devices 
operate in a wide range of dose values [5]; hence, in the particular clinical situation, 
the proper justification and optimization are crucial. In this chapter, we provide a 
comprehensive picture of the everyday use of CBCT as a modality in the dentomax-
illofacial region and its current limitations and expected improvements.

2. Basic principles of the CBCT

2.1 Image acquisition

The CBCT device consists of an X-ray source and a flat-panel detector, which 
are connected by a C-arm in a fixed position, but their vertical position can be 
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Chapter 9

Cone-Beam Computed 
Tomography in Dentomaxillofacial 
Radiology
Bence Tamás Szabó, Adrienn Dobai and Csaba Dobo-Nagy

Abstract

The daily application of cone-beam computed tomography (CBCT) has been 
increasing. Not only the number of referrals has been raising, but also the variety 
of the anatomical regions requested for imaging is also growing in the dentomaxil-
lofacial area. Even though computed tomography (CT) has been widely used in the 
head and neck region, by the invention of CBCT, some of the drawbacks of CT were 
overcome and turned into the advantages of the CBCT appliances, such as lower 
patient dose. In this chapter, we provide a comprehensive picture of the everyday 
use of CBCT as a modality in the dentomaxillofacial region and its current limita-
tions and expected improvements.

Keywords: cone-beam computed tomography, dental digital radiography, diagnostic 
imaging, dentomaxillofacial radiology, incidental findings

1. Introduction

The use of cone-beam computed tomography (CBCT) has been increasing in 
everyday clinical practice. The advantages of CBCT contribute to its spreading not 
only in the field of dentistry, but also in maxillofacial surgery, otorhinolaryngology, 
rheumatology, and traumatology. Conventional-computed tomography (CT) has 
been widely used in the head and neck and other anatomical regions; nevertheless, 
by the invention of CBCT device for maxillofacial imaging in the 1990s [1], some 
of the drawbacks of CT were overcome resulting in the application of CBCT as an 
alternative modality in these regions. CBCT devices offer a compact size, the ability 
for producing high-resolution volumetric data, and lower patient dose compared 
to multislice CT (MSCT) [2–4]. Nonetheless, it should be noted that CBCT devices 
operate in a wide range of dose values [5]; hence, in the particular clinical situation, 
the proper justification and optimization are crucial. In this chapter, we provide a 
comprehensive picture of the everyday use of CBCT as a modality in the dentomax-
illofacial region and its current limitations and expected improvements.

2. Basic principles of the CBCT

2.1 Image acquisition

The CBCT device consists of an X-ray source and a flat-panel detector, which 
are connected by a C-arm in a fixed position, but their vertical position can be 
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adjusted according to the anatomical circumstances of the patient. The X-ray source 
and the detector rotate in the opposite direction from 180° to 360° depending on 
the exposure setting of the device during the acquisition around the patient’s head. 
The patient is in a standing, sitting, or supine position. In the latter case, the X-ray 
source and the detector are in a fixed position but rotate in the vertical plane. The 
average time of the exposure is varying from 5 to 40 s [6] depending on the device 
and the exposure settings. However, the energy of X-rays generated is usually 
diverse; hence, not only high but also low energy X-rays leave the X-ray source, 
which would be absorbed by the soft tissues and would not contribute to the imag-
ing just to the increase of the patient dose. Therefore, low energy X-rays must be 
absorbed by an aluminum filter or a copper filter [7]. The divergent X-rays emitted 
from the X-ray tube are usually collimated by lead alloy with a rectangular opening, 
whose size can be adjusted depending on the size of the exposed volume, i.e., the 
field of view (FOV). Collimation results in the formation of a cone or pyramidal 
beam [8], as opposed to conventional CT devices where a fan beam leaves the col-
limator (Figure 1). However, today’s MSCTs are using increasingly divergent beams 
due to the presence of detector rows [9].

During the acquisition, X-rays leave the tube either continuously or in pulse mode, 
in the latter allowing that the energy passes through the examined volume only at a 
particular rotation step leading to the reduction of radiation exposure suffered by the 
patient [7, 10, 11]. Numerous projection images are recorded on the detector during 
the rotation of the X-ray source and the detector. Unlike conventional CTs, where the 
patient table is constantly moving during the acquisition, each slice needs to be recon-
structed separately to create the entire image data of the volume. The CBCT detector 
records the incoming X-rays, which were previously passed through and attenu-
ated in various ways by the patient, and transforms them into an electrical signal, 
which is transmitted to the reconstruction computer. In case of flat-panel detectors 
(FPDs) such as the thin film transistor (TFT) containing amorphous silicon (a-Si) or 

Figure 1. 
During the operation of a conventional CT device, the X-ray beam leaving the X-ray tube is fan-shaped and is 
detected by detector elements arranged in an arc rotating in a direction opposite to the X-ray source around the 
patient lying on the moving patient table (A). By contrast, CBCT applies a cone-shaped beam during image 
acquisition, which is recorded by a flat-panel detector (B).
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complementary metal oxide semiconductor (CMOS), the captured raw image dataset 
will be appeared as a cylindrical volume after the reconstruction in general [8, 12].

2.2 Image reconstruction

From raw images obtained during the CBCT acquisition, the computer in most 
cases uses the filtered back projection (FBP) algorithm for CBCT images: the 
Feldkamp-Davis-Kress (FDK) algorithm [13]. The reconstruction software assigns 
a grayscale value on a 12-bit scale, in some cases a 16-bit scale, depending on the 
degree of attenuation (usually the smallest grayscale value corresponds to the air) 
to each intensity value derived from the linear attenuation of the X-rays passing 
through the tissues on the pixel matrix of the detector [8]. The FDK algorithm 
projects back these values   to each virtual component of the imaged, namely to each 
voxel (Figure 2). Subsequently, the reconstructed image will be displayed on the 
monitor as a real volumetric dataset.

3. Artifacts

One of the disadvantages of CBCT is the presence of artifacts that may sig-
nificantly affect the image quality and interfere with the evaluation of the data 
[9]. Artifact can be defined as any lesion that is not physically present in the real 
structure of the imaged volume; nevertheless, it is detectable on the reconstructed 
image [9, 14]. One of the common artifacts is the beam hardening, which is gener-
ated by the polychromatic nature of the X-rays leaving the X-ray tube: the lower 
energies are absorbed in the tissues with higher absorption capacity; thus, the 
energy of the X-rays reaching the detector is proportionally higher than its energy 
emitted just from the X-ray tube. The artifact appears as alternating dark bands 
and stripes (Figure 3) or as a cupping pattern. The latter is explained by the fact 
that when a homogeneous cylindrical structure is imaged, the energy of the X-rays 
passing through the center of the volume is “hardened” at a greater level than at the 
periphery of the object. This leads to a saucer-like shape in the reconstructed image: 
transparency (i.e., lower grayscale values) in the center area of the scanned object, 
which decreases steadily as the periphery of the cylindrical structure [15].

Figure 2. 
The reconstruction algorithm projects back a gray value to a voxel according to a particular pixel of the 
detector on which the intensity of the attenuated X-ray beam was recorded.
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complementary metal oxide semiconductor (CMOS), the captured raw image dataset 
will be appeared as a cylindrical volume after the reconstruction in general [8, 12].

2.2 Image reconstruction

From raw images obtained during the CBCT acquisition, the computer in most 
cases uses the filtered back projection (FBP) algorithm for CBCT images: the 
Feldkamp-Davis-Kress (FDK) algorithm [13]. The reconstruction software assigns 
a grayscale value on a 12-bit scale, in some cases a 16-bit scale, depending on the 
degree of attenuation (usually the smallest grayscale value corresponds to the air) 
to each intensity value derived from the linear attenuation of the X-rays passing 
through the tissues on the pixel matrix of the detector [8]. The FDK algorithm 
projects back these values   to each virtual component of the imaged, namely to each 
voxel (Figure 2). Subsequently, the reconstructed image will be displayed on the 
monitor as a real volumetric dataset.

3. Artifacts

One of the disadvantages of CBCT is the presence of artifacts that may sig-
nificantly affect the image quality and interfere with the evaluation of the data 
[9]. Artifact can be defined as any lesion that is not physically present in the real 
structure of the imaged volume; nevertheless, it is detectable on the reconstructed 
image [9, 14]. One of the common artifacts is the beam hardening, which is gener-
ated by the polychromatic nature of the X-rays leaving the X-ray tube: the lower 
energies are absorbed in the tissues with higher absorption capacity; thus, the 
energy of the X-rays reaching the detector is proportionally higher than its energy 
emitted just from the X-ray tube. The artifact appears as alternating dark bands 
and stripes (Figure 3) or as a cupping pattern. The latter is explained by the fact 
that when a homogeneous cylindrical structure is imaged, the energy of the X-rays 
passing through the center of the volume is “hardened” at a greater level than at the 
periphery of the object. This leads to a saucer-like shape in the reconstructed image: 
transparency (i.e., lower grayscale values) in the center area of the scanned object, 
which decreases steadily as the periphery of the cylindrical structure [15].

Figure 2. 
The reconstruction algorithm projects back a gray value to a voxel according to a particular pixel of the 
detector on which the intensity of the attenuated X-ray beam was recorded.
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Figure 4. 
The thin white arrows are pointing to bright and dark bands caused by beam hardening, while the thick white 
arrows are pointing to the transparent areas of missing value artifact.

Scatter leads to commonly the appearance of dark streaks similar to beam hard-
ening, caused by the interaction between the X-ray and the material of the scanned 
object. In this case, the original direction of some X-ray photons changes causing 
computational error in the FDK algorithm. This leads to a decrease in contrast and 
distortion of grayscale values; however, by increasing the exposure energy and 
reducing the field of view, scatter can be reduced [7, 9]. It is important to note that 
selecting a smaller FOV can lead to the “local tomography” effect due to just a part 
of the object will be counted in the FDK algorithm as the scanned area and the  
surrounding tissues, which were out of the FOV, will disturb the computational 
process and the reconstructed image [14].

If a high atomic number material (e.g., metal) is in the path of the X-ray, the ele-
ment of the detector only records very low intensity value and causes inconsistency 
during the FDK algorithm. This results in a dark, empty area, or radial streaking in 
the reconstructed image, which can impair the analysis of the image even on slices 
further away [9, 16] (Figure 4). In English literature, this phenomenon is known as 
extinction, “missing value,” or metal artifacts [8, 14, 15].

The position of the patient during the acquisition has a significant impact on 
the quality of the reconstructed image data. The FDK algorithm assumes motion-
free, constant geometry [9]; therefore, during image acquisition, the changes 

Figure 3. 
The white arrows are showing the dark band caused by the artifact along the root filling of the mesiobuccal root 
canal of the lower right molar tooth, and the white arrows are pointing to the bright bands on the periphery.
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in the patient’s position lead to error in the reconstruction algorithm, and the 
reconstructed images show double contour or blurred image [17], as it is presented 
on a sagittal slice of our CBCT data (Figure 5). Spin-Neto et al. reported that the 
incidenWce of artifact is higher in CBCT examination of patients under 15 years 
of age and in small FOV use [18]. Additionally, the patient’s displacement of more 
than 3 mm already causes a significant deterioration of the image quality during 
exposure [19].

The ring artifact can be described as concentric dark circles on the reconstructed 
image, mostly on the axial slices (Figure 6), indicating the lack of calibration of the 
detector.

Another possible artifact related to the properties of the CBCT appliance is the 
aliasing artifact. There are two factors behind: one is the lower frequency of sam-
pling [8], and the other is the geometry of diverging rays emitted from the X-ray 
tube. This appears on the reconstructed images as lines pointing outward from the 

Figure 5. 
Motion artifact on a CBCT scan of a 4-year-old patient in the sagittal plane. The white arrows are pointing to 
the double contour of the blurred image.

Figure 6. 
The white arrows are pointing to the concentric dark circles.
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Figure 8. 
In the top row, the 3 × 5 pixels in size object “projected” just on the reconstructed pixels, so the real gray scale 
values of the object are displayed on the reconstructed image. On the bottom row, the object is also 3 × 5 pixels 
in size but is not “projected” on the reconstructed pixels, so not the actual grayscale values are displayed on the 
reconstructed image.

center of the image (Moiré pattern) [14] (Figure 7). The artifact can usually be 
compensated by increasing the number of projections and by the built-in image 
enhancement algorithms [8, 16].

The essence of the partial volume effect is that if there is a larger difference in 
the density values (e.g., between the dentin and the root canal) at the edge of the 
imaged object and this area is close to the boundary of two neighboring voxels, the 
reconstruction algorithm will only calculate an average grayscale value in relation to 
the entire voxel (Figure 8).

Hence, the algorithm calculates a lower value instead of the real density of the 
object’s boundary [20], so a lower grayscale value appears in this peripheral voxel on 
the reconstructed image, which might lead to an overestimation of the volume [21].

Figure 7. 
The white arrows are pointing to the lines appearing farther from the center of the image.
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4. Imaging of the dentoalveolar region

Since the invention of the CBCT device, numerous publications are concerning 
the opportunities of CBCT modality in the dentoalveolar region, particularly in 
endodontics [22–24] and interventions of dentoalveolar surgery [25, 26] as well 
as orthodontic examinations [27–29]. However, it is important to emphasize that 
poor image quality can also lead to misdiagnosis and unnecessary exposure to the 
patient; hence, it is required selecting the appropriate exposure parameters (e.g., 
FOV, tube voltage, tube current, etc.).

4.1 Dentoalveolar surgery

The basis of the proper diagnosis and successful surgical therapy of a patho-
logical disorder is the comprehensive clinical and radiological knowledge of 
the anatomical region (Figure 9). In cases when panoramic radiographs do not 
provide sufficient information because of the superimpositions of the anatomical 
landmarks in the assessed regions, CBCT as a three-dimensional modality shall 
be considered during the justification. The possible indications of CBCT require-
ment in this field is well known, such as tooth impaction, pre-implant planning, 
and surgical guide for implant placement. The proper optimization is essential 
prior to the exposure including the proper selection of the resolution. The latter 
shall be applicable at a voxel size of 200 μm for linear measurements, though the 
accuracy is strongly dependent on other parameters of the used CBCT device 
[30] and the possible smallest FOV shall be set according to the actual clinical 
situation [31].

4.2 Endodontics

Dentists should be aware of the root canal system before the endodontic treat-
ment. Currently, commercially available “high-resolution” CBCTs have a nominal 
voxel size of 100 μm or even 75 μm, which is comparable in size to the apical 
constriction of a root canal. CBCT as a modality might be a potential choice in 
selected cases such as complicated root canal systems, when two-dimensional X-ray 
technique provides limited information [31] (Figure 10).

Figure 9. 
The relationship of the impacted left lower third molar and left mandibular canal. On the panoramic image, 
a superimposition is visible (A); however, on the sagittal (B) and coronal (C), CBCT slices the relationship of 
the apex and the canal is clearly detectable.
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4.3 Orthodontics

In this field, it is noteworthy to emphasize that the majority of patients are 
children and young adults [28] who are more sensitive to ionizing radiation. 
Practitioners must be specifically pay attention to the proper justification and 
optimization during the orthodontic examinations knowing the fact that CBCT as a 
modality cannot be used routinely [27].

5. Imaging of anatomical regions apart from the oral cavity

The appearance of CBCT devices has opened new ways of diagnostic radiology 
not only in the dentistry but also in the field of facial reconstructive surgery, ENT, 
rheumatology, and orthopedics. Thanks to the lower radiation dose and the accu-
rate imaging of the bony structures, in many cases, CBCT machines mean a proper 
diagnostic tool for head and neck radiology [2], especially if we consider the high 
sensitivity of the eye lens.

5.1 CBCT imaging of the paranasal sinuses

All ENT cases make the paranasal sinuses relevant to the anatomical region. One 
of the most important parameters is the field of view by the CBCT examination of 
the paranasal sinuses, which should be large enough to include all the sinuses from 
the frontal sinus to the maxillary sinus (Figure 11). Another important rule for the 
patient’s correct position is that the volume should include upper teeth radices to 
exclude odontogenic sinusitis, which is about 10–12% of all maxillary sinusitis [32].

The frontal and sphenoid sinus, ethmoid cells, maxillary sinuses, and nasal cavity 
can be studied on the CBCT scan with large field of view. Figure 1 shows the main 
anatomical structures of the paranasal sinuses and nasal cavity on CBCT scans.

Although the CBCT imaging has low soft tissue contrast, this method is suit-
able to detect various signs of inflammation in the paranasal sinuses [33], such as 

Figure 10. 
Insufficient root canal filling of the left upper first molar on the panoramic radiograph (A). The lack of root 
canal filling of the second mesiobuccal and the distobuccal root canals (B and C). Nearly 90° curvature of the 
mesiobuccal root and insufficient root canal filling in the first mesiobuccal root canal (D). Hyperdense area 
in the maxillary sinus potentially due to the extensive use of sealer (E and F). The left upper first premolar is 
three rooted (B and F).
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circulated mucosal thickening, air-fluid level, or polypoid lesions, which typical 
cause widening in the ostiomeatal complex. Furthermore, thanks to visualiza-
tion of the radices, we can differ the odontogenic and nonodontogenic sinusitis 
(Figure 12). By the malignant lesion, the most important radiological mark is the 
bone destruction, and in this case, additional imaging techniques, for example, 
contrast enhanced magnetic resonance imaging (MRI) or CT, are necessary for the 
accurate diagnosis.

5.2 CBCT imaging of the ear

Nowadays much more CBCT devices are suitable for the examination of the 
external, middle, and inner ear structures based on high-spatial resolution. 
For the valuable imaging of the ears, small FOV, low voxel size, approximately 
100 μm, and precise patient positioning are required. It is possible to create scan 
one side or both sides during one rotation, and normally, the whole ear from 
the skull base to the mastoid process is in the volume tomogram. One of the 
main advantages of this technique is the low radiation dose oppose to the high-
resolution CT, which is an alternative radiologic method to analyze the middle ear 
ossicles. In the literature, there are some articles that compare reliability of the 
two techniques for the detection of otosclerosis, but there is no consensus in this 
question [34–37].

On the CBCT scan, we can identify the external auditory canal, the tympanic 
cavity with the ossicles [38], and the inner ear structures such as cochlea, semicir-
cular canals, and the facial nerve (Figure 13). For the accurate diagnosis, different 
reconstructions are useful, such as Pöschl reformat for the evaluation of SSC and 

Figure 11. 
The main anatomical structures of the paranasal sinuses in coronal (a) and sagittal (b) view (1: maxillary 
sinus, 2: nasal septum, 3: inferior nasal concha, 4: middle nasal concha, 5: ostiomeatal complex, 6: frontal sinus, 
7: ethmoid cells, 8: sphenoid sinus, 9: nasopharynx).

Figure 12. 
Sinusitis with oroantral fistula on CBCT scan.
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4.3 Orthodontics
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not only in the dentistry but also in the field of facial reconstructive surgery, ENT, 
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5.1 CBCT imaging of the paranasal sinuses

All ENT cases make the paranasal sinuses relevant to the anatomical region. One 
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anatomical structures of the paranasal sinuses and nasal cavity on CBCT scans.
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able to detect various signs of inflammation in the paranasal sinuses [33], such as 

Figure 10. 
Insufficient root canal filling of the left upper first molar on the panoramic radiograph (A). The lack of root 
canal filling of the second mesiobuccal and the distobuccal root canals (B and C). Nearly 90° curvature of the 
mesiobuccal root and insufficient root canal filling in the first mesiobuccal root canal (D). Hyperdense area 
in the maxillary sinus potentially due to the extensive use of sealer (E and F). The left upper first premolar is 
three rooted (B and F).
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circulated mucosal thickening, air-fluid level, or polypoid lesions, which typical 
cause widening in the ostiomeatal complex. Furthermore, thanks to visualiza-
tion of the radices, we can differ the odontogenic and nonodontogenic sinusitis 
(Figure 12). By the malignant lesion, the most important radiological mark is the 
bone destruction, and in this case, additional imaging techniques, for example, 
contrast enhanced magnetic resonance imaging (MRI) or CT, are necessary for the 
accurate diagnosis.

5.2 CBCT imaging of the ear

Nowadays much more CBCT devices are suitable for the examination of the 
external, middle, and inner ear structures based on high-spatial resolution. 
For the valuable imaging of the ears, small FOV, low voxel size, approximately 
100 μm, and precise patient positioning are required. It is possible to create scan 
one side or both sides during one rotation, and normally, the whole ear from 
the skull base to the mastoid process is in the volume tomogram. One of the 
main advantages of this technique is the low radiation dose oppose to the high-
resolution CT, which is an alternative radiologic method to analyze the middle ear 
ossicles. In the literature, there are some articles that compare reliability of the 
two techniques for the detection of otosclerosis, but there is no consensus in this 
question [34–37].

On the CBCT scan, we can identify the external auditory canal, the tympanic 
cavity with the ossicles [38], and the inner ear structures such as cochlea, semicir-
cular canals, and the facial nerve (Figure 13). For the accurate diagnosis, different 
reconstructions are useful, such as Pöschl reformat for the evaluation of SSC and 

Figure 11. 
The main anatomical structures of the paranasal sinuses in coronal (a) and sagittal (b) view (1: maxillary 
sinus, 2: nasal septum, 3: inferior nasal concha, 4: middle nasal concha, 5: ostiomeatal complex, 6: frontal sinus, 
7: ethmoid cells, 8: sphenoid sinus, 9: nasopharynx).

Figure 12. 
Sinusitis with oroantral fistula on CBCT scan.
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Figure 14. 
The image “a” shows cholesteatoma with bone destruction on the tympanic tegmen, and image “b” shows 
otosclerosis of the stapes.

vestibular aqueduct or Stenvers reformat for the assessment of cochlea, facial nerve, 
and round window [39].

On the CBCT data, the radiologist can exclude lesions in the external auditory 
canal, in the tympanic cavity, or in the antromastoidal parts. The most frequently, 
inflammation can be found in the middle ear cavity or in the mastoid, but special 
lesions, for instance, glomus tympanicum or cholesteatoma, can be also detected on 
CBCT images. Despite the poor soft tissue contrast on the CBCT image sequences, 
there are radiological signs that are characteristic of the above-mentioned lesions. 
For example, bone destruction and location in the Prussak space are characteristic 
for the cholesteatoma, and the location on the cochlear promontory is typical for a 
glomus tympanicum paraganglioma (Figure 14).

Figure 13. 
External, middle, and inner ear structures on CBCT scans (1: internal auditory canal, 2: facial nerve, 3: 
malleus and incus, 4: tympanic cavity, 5: vestibule and lateral semicircular canal, 6: cochlea, 7: stapes, 8: 
mastoid cells, 9: semicircular canals, 10: epitympanum).
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5.3 CBCT imaging of maxillofacial bones

CBCT imaging is one of the best options for the diagnosis of facial bones, as it 
can accurately visualize the bone structures and reduce the metal artifact, e.g., from 
dental implants and crowns, more than conventional CT [40]. The evaluation of the 
whole facial skull is relevant in the field of the orthognathic and reconstructive sur-
gery; therefore, large field of view is necessary but because of the minimalization of 
radiation dose larger, e.g., 0.3–0.4 mm voxel size is enough for the correct diagnosis. 
The CBCT imaging is suitable to detect facial fractures, craniofacial anomalies, 
bone tumor, or osteomyelitis. Besides of the diagnostics, frequently other aim of 
this examination is the preoperative surgical planning for orthognathic operation 
[41], which needs special 3D cephalometric software.

5.4 CBCT imaging of the airway

The CBCT volumetric data with large FOV can be used for the assessment of the 
upper airways [42, 43]. The volumetric measurement of the airways can facilitate 
the diagnosis of the patient with obstructive sleep apnea, and it can play an impor-
tant role in the planning of orthodontic treatment [44, 45].

5.5 CBCT imaging of joints

Most of the CBCT devices are small size devices compared to the conventional 
CT, by which the patient stands or sits during the exposition. On the market, 
there are only a few CBCT appliances available in which the patient lies, and the 
device can scan the joints of the upper and lower extremity and the whole spine. 
Several constructions of CBCT machines are capable specifically for the joints of 
upper and lower extremity. These techniques provide the diagnosis of degenera-
tive joint disease, arthritis, tumor-like bone lesion, and fracture of the bones 
[46, 47].

6. Incidental findings on CBCT image sequences

Frequently in the field of dentistry and ENT large volume, CBCT scans are 
required for the diagnosis and treatment planning. The increasing of the volume 
increases the frequency of the incidental findings. Many articles examined the 
distribution of incidental findings in the dentomaxillofacial CBCT dataset, and the 
most common incidental findings are the intracranial calcification, frontal hyperos-
tosis, tonsillolith, styloid calcification, antrolith, and artery calcification [48].

6.1 Intracranial calcification

The large volume dental or ENT volume tomogram involves intracranial anatomi-
cal structures. One of the most frequent incidental findings is the calcification of the 
internal carotid artery, in which typical location is by the carotid syphons. The other 
typical place of the calcification is along the superior sagittal sinus by the cerebral falx.

6.2 Tonsillolith

On the CBCT images, the small calcifications as hyperdense foci are easy to 
detect; therefore, this imaging technique is capable to visualize small tonsil-
loliths (Figure 15). These calcification clusters can be in or around the tonsils. 



Novel Imaging and Spectroscopy

136

Figure 14. 
The image “a” shows cholesteatoma with bone destruction on the tympanic tegmen, and image “b” shows 
otosclerosis of the stapes.
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inflammation can be found in the middle ear cavity or in the mastoid, but special 
lesions, for instance, glomus tympanicum or cholesteatoma, can be also detected on 
CBCT images. Despite the poor soft tissue contrast on the CBCT image sequences, 
there are radiological signs that are characteristic of the above-mentioned lesions. 
For example, bone destruction and location in the Prussak space are characteristic 
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mastoid cells, 9: semicircular canals, 10: epitympanum).
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5.3 CBCT imaging of maxillofacial bones

CBCT imaging is one of the best options for the diagnosis of facial bones, as it 
can accurately visualize the bone structures and reduce the metal artifact, e.g., from 
dental implants and crowns, more than conventional CT [40]. The evaluation of the 
whole facial skull is relevant in the field of the orthognathic and reconstructive sur-
gery; therefore, large field of view is necessary but because of the minimalization of 
radiation dose larger, e.g., 0.3–0.4 mm voxel size is enough for the correct diagnosis. 
The CBCT imaging is suitable to detect facial fractures, craniofacial anomalies, 
bone tumor, or osteomyelitis. Besides of the diagnostics, frequently other aim of 
this examination is the preoperative surgical planning for orthognathic operation 
[41], which needs special 3D cephalometric software.

5.4 CBCT imaging of the airway

The CBCT volumetric data with large FOV can be used for the assessment of the 
upper airways [42, 43]. The volumetric measurement of the airways can facilitate 
the diagnosis of the patient with obstructive sleep apnea, and it can play an impor-
tant role in the planning of orthodontic treatment [44, 45].

5.5 CBCT imaging of joints

Most of the CBCT devices are small size devices compared to the conventional 
CT, by which the patient stands or sits during the exposition. On the market, 
there are only a few CBCT appliances available in which the patient lies, and the 
device can scan the joints of the upper and lower extremity and the whole spine. 
Several constructions of CBCT machines are capable specifically for the joints of 
upper and lower extremity. These techniques provide the diagnosis of degenera-
tive joint disease, arthritis, tumor-like bone lesion, and fracture of the bones 
[46, 47].

6. Incidental findings on CBCT image sequences

Frequently in the field of dentistry and ENT large volume, CBCT scans are 
required for the diagnosis and treatment planning. The increasing of the volume 
increases the frequency of the incidental findings. Many articles examined the 
distribution of incidental findings in the dentomaxillofacial CBCT dataset, and the 
most common incidental findings are the intracranial calcification, frontal hyperos-
tosis, tonsillolith, styloid calcification, antrolith, and artery calcification [48].

6.1 Intracranial calcification

The large volume dental or ENT volume tomogram involves intracranial anatomi-
cal structures. One of the most frequent incidental findings is the calcification of the 
internal carotid artery, in which typical location is by the carotid syphons. The other 
typical place of the calcification is along the superior sagittal sinus by the cerebral falx.

6.2 Tonsillolith

On the CBCT images, the small calcifications as hyperdense foci are easy to 
detect; therefore, this imaging technique is capable to visualize small tonsil-
loliths (Figure 15). These calcification clusters can be in or around the tonsils. 
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Figure 16. 
Calcification of the styloid ligament.

These calculi cause no symptoms, and usually, these are only incidental find-
ings, but other pathologies, e.g., foreign bodies, should be distinguished from 
these stones.

6.3 Styloid calcification

The calcification of the styloid ligament or the elongated styloid process is also 
known as Eagle syndrome (Figure 16), which is usually an incidental finding, but 
it can cause various symptoms, such as restricted mouth opening, shooting pain in 
the mandible, pressure in the throat, difficult swallowing, or by the compression 
on the internal carotid artery or internal jugular vein, and it can lead to intracranial 
pressure and transient ischemic attack.

6.4 Antrolith

Antroliths are calcifications within the maxillary sinus, which are mostly 
asymptomatic, and require no treatment (Figure 17). On the other hand, larger 
antroliths may be a symptom of chronic sinusitis or fungal sinusitis, which may 
involve surgical removal. Antroliths are hyperdense foci or larger masses that are 
often embedded in the mucoperiosteum in the CBCT images.

6.5 Artery calcification

One of the most frequent incidental findings on CBCT scans is the calcification 
of the carotid arteries. The calcifications are hyperdensity along the vessels. As the 

Figure 15. 
Tonsillolith as hyperintense foci by the tonsils (a and b).
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outcome of the calcification of the internal carotid artery can be stroke, the follow-
ing stenosis with ultrasound is important.

6.6 Hyperostosis frontalis interna

Hyperostosis frontalis interna is a benign bone formation on the inner table 
of the frontal bone (Figure 18). Normally, it is a symmetric bone thickening, and 
sometimes, it involves the parietal bones also. The relevance of this disorder is in 
the differential diagnosis and to distinguish from the pathology such as sclerotic 
metastases, Paget disease, or fibrous dysplasia.

7. Limitations and expected improvements

One limitation of the present CBCT technology is the high dependence of reso-
lution to the object diameter. This is the reason why this technology is used on head 
and neck or extremity imaging. The diameter of the chest and abdomen is too big to 
get higher resolution images than MSCT. Another disadvantage of CBCT is its low 
quality in soft tissue imaging. Relatively low radiation dose combined with short 
exposure time provides low quality images of soft tissue structures. This is another 
reason for CBCT not to use chest and abdomen imaging.

CBCT technology is highly sensitive to object’s movement because of the high 
resolution and of the low number of projection images used for reconstruction. 

Figure 17. 
Calcification in the right maxillary sinus with mucosal thickening.

Figure 18. 
Hyperostosis frontalis in coronal (a) and axial (b) view.
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Figure 16. 
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these stones.
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on the internal carotid artery or internal jugular vein, and it can lead to intracranial 
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Antroliths are calcifications within the maxillary sinus, which are mostly 
asymptomatic, and require no treatment (Figure 17). On the other hand, larger 
antroliths may be a symptom of chronic sinusitis or fungal sinusitis, which may 
involve surgical removal. Antroliths are hyperdense foci or larger masses that are 
often embedded in the mucoperiosteum in the CBCT images.
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One of the most frequent incidental findings on CBCT scans is the calcification 
of the carotid arteries. The calcifications are hyperdensity along the vessels. As the 
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outcome of the calcification of the internal carotid artery can be stroke, the follow-
ing stenosis with ultrasound is important.

6.6 Hyperostosis frontalis interna

Hyperostosis frontalis interna is a benign bone formation on the inner table 
of the frontal bone (Figure 18). Normally, it is a symmetric bone thickening, and 
sometimes, it involves the parietal bones also. The relevance of this disorder is in 
the differential diagnosis and to distinguish from the pathology such as sclerotic 
metastases, Paget disease, or fibrous dysplasia.

7. Limitations and expected improvements

One limitation of the present CBCT technology is the high dependence of reso-
lution to the object diameter. This is the reason why this technology is used on head 
and neck or extremity imaging. The diameter of the chest and abdomen is too big to 
get higher resolution images than MSCT. Another disadvantage of CBCT is its low 
quality in soft tissue imaging. Relatively low radiation dose combined with short 
exposure time provides low quality images of soft tissue structures. This is another 
reason for CBCT not to use chest and abdomen imaging.

CBCT technology is highly sensitive to object’s movement because of the high 
resolution and of the low number of projection images used for reconstruction. 

Figure 17. 
Calcification in the right maxillary sinus with mucosal thickening.

Figure 18. 
Hyperostosis frontalis in coronal (a) and axial (b) view.



Novel Imaging and Spectroscopy

140

Usually, it is a challenge to control movements of patient, especially during head 
imaging. Some positions of the body lower head movements like supine position. 
Patient movement correction algorithms are available. X-ray scanning combined 
with video recording the actual movements of patient can be a useful method. 
Software can analyze and compensate for slight movements gained from video 
control and provides improved quality images [18].

Filtered back projection based on FDK algorithm is widely used way of recon-
struction for CBCT technology. This reconstruction used in wide energy spectrum 
of X-ray beam arises some artifacts like beam hardening resulting in increased noise 
of images and misdiagnosis in clinical practice. Beam hardening reduction software 
is commonly used to improve images; however, this works as an image filtering. In 
one of our previous study, Monte Carlo analysis was used to compare beam harden-
ing software in reducing beam hardening artifact errors and error by synchrotron 
micro-CT. Results showed that the beam hardening artifact reduction was compa-
rable with synchrotron micro-CT images [49].

Along with beam hardening artifact scatters (metal artifacts) around the high 
density metal, implant material frequently causes clinical diagnostic problems 
since observers unable to detect bone tissue surrounding the implant surface [9]. 
Soft tissue contrast is further influenced by scatter [50]. Manufacturers usually 
provide post-processing metal artifact reduction software. Unfortunately this image 
enhancement is a filter method resulting in loss of peri-implant bone tissue on 
images [51]. In contrast to maximum likelihood expectation, maximization iterative 
reconstruction algorithms have proved to improve image quality and to increase 
signal-to-noise ratio [52]. At present, this is not a widely used method because of 
the limited capacity of personal computers. However, this way of reconstruction 
is able to provide image on peri-implant bone tissue. Another way for significant 
reduction of scatter is dual-energy imaging technology. In a study where single-
energy CBCT and dual-energy CBCT were compared, metal artifact with the use 
of upstream filter on dual energy CT was significantly reduced. This method also 
resulted in higher signal-to-noise values [53].

Photon-counting CT is a state-of-art technology with the potential to dramati-
cally change clinical 3D imaging. The hybrid-pixel photon-counting detector con-
cept was first demonstrated at CERN in 1991 [54]. The detection of X-ray photons 
is realized by discriminators, which register a photon only if its energy exceeds a 
certain threshold value. This way the electronic noise is effectively eliminated and 
the detector does not affected by dark current signals. Implementation of additional 
discriminators with different threshold levels to the detector results in discrimina-
tion of polychromatic X-ray spectrum into several distinct energy bins [55].

Photon-counting CBCTs are able to reduce radiation dose, reconstruct images 
at a higher resolution, rectify beam-hardening artifacts, optimize contrast agents’ 
use, and create opportunities for quantitative imaging relative to current CBCT 
technology [56].
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