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Preface

Currently, digital imaging is used widely in various real-life applications. There are 
a number of potential digital imaging applications such as television, photography, 
robotics, remote sensing, medical diagnosis, reconnaissance, architectural and 
engineering design, art, crime prevention, geographical information systems, 
communication, intellectual property, retail catalogs, nudity detection, face 
finding, industrial, and others. The increasing trends, needs, and applications of 
imaging make it more difficult to process images for desired objectives. This leads 
to the idea of capturing, storing, finding, retrieving, analyzing, and using images in 
everyday life in the computing environment. Being a computer-based technology, 
digital imaging carries out automatic processing, manipulation, and interpretation 
of visual information. It plays a significant and important role in various aspects of 
real life. It is also highly useful in many areas, disciplines, and fields of art, science, 
and technology. 

This book is specifically dedicated to digital imaging education, research, applica-
tions, techniques, tools, and algorithms that originate from fields such as image 
processing, computer vision, pattern recognition, signal processing, artificial 
intelligence, intelligent systems, and soft computing. In general, this comprehensive 
book contains state-of-the-art chapters focusing on the latest developments using 
theories, methods, approaches, algorithms, analyses, display of images, visual 
information, and videos.

The six chapters from academicians, practitioners, and researchers from different 
disciplines of life explore the latest developments, methods, approaches, and appli-
cations of digital imaging in a variety of fields and endeavors. The book is compiled 
with a view to providing researchers, academicians, and readers with an in-depth 
discussion of the latest advances. 

The target audience of this book are professionals and researchers working in the 
field of digital imaging in various disciplines, e.g. computer science, computer 
engineering, information technology, information and communication sciences, 
education, health, libraries, and others. The book is also targeted at scientists, engi-
neers, researchers, practitioners, academicians, and related industry professionals 
and provides an in-depth discussion of the latest advances.

Sarfraz begins the book with an introductory chapter on digital image processing 
which describes digital imaging is used widely in various real-life applications. This 
chapter is specifically dedicated to digital imaging history, methodologies, tasks, 
software, and applications.

This is followed by a chapter titled “Fast Motion Estimation’s Configuration 
Using Diamond Pattern and ECU, CFM, and ESD Modes for Reducing HEVC 
Computational Complexity” by Khemiri et al., who mention that the high per-
formance of the high-efficiency video coding (HEVC) standard makes it more 
suitable for high-definition resolutions. This encoding performance is coupled with 
tremendous encoding complexity, compared to the earlier H.264 (also referred to as 
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advanced video coding). HEVC complexity is mainly a return to the motion esti-
mation (ME) module that represents the important part of encoding time, which 
has made several researchers turn around the optimization of this module. Some 
researchers are interested in hardware solutions exploiting the parallel processing 
of field programmable gate array, graphics processing unit, or other multicore 
architectures, while other researchers are focused on software optimizations by 
inducing fast mode decision algorithms. In this context, this chapter proposes a fast 
HEVC encoder configuration to speed up the encoding process. Fast configuration 
uses different options such as early skip detection, early control unit termination, 
and coded block flag fast method modes. Regarding the algorithm of ME, diamond 
search is used in the encoding process through several video resolutions. A time 
saving of around 46.75% is obtained with acceptable distortion in terms of video 
quality and bit rate compared to the reference test model HM.16.2. This chapter can 
be compared to techniques in the literature for better evaluation.

Saldaña-Heredia et al., in Chapter 3, discuss “Experimental and Theoretical 
Investigation on the Shear Behaviour of High Strength Reinforced Concrete Beams 
Using Digital Image Correlation.” They show that digital image processing is a use-
ful tool that improves pictorial information for human interpretation and is mainly 
used for storage, transmission, and representation of different data. In this chapter, 
the authors introduce an optical technique that couples physical analysis with image 
processing for a measurement system. Optical methods have been used to obtain 
the stress–strain relation by different invasive and non-invasive methods, and the 
chapter talks about a novel non-invasive methodology to measure stress–strain 
evolution. The proposed technique is based upon a single laser beam reflected on 
a cross-section of ductile materials (steel and aluminum) while they are under 
a compression load. A laser beam has been measured by using Gaussian beam 
propagation equations. It has been proposed that the reflection area of the laser will 
change as the material surface area is compressed and these differences are analyzed 
by using digital image processing. This technique has enabled the construction of a 
stress–strain diagram.

The next chapter, by Tahenni and Lecompte, is on “Experimental and Theoretical 
Investigation on the Shear Behaviour of High Strength Reinforced Concrete Beams 
Using Digital Image Correlation.” In this chapter, an experimental investigation is 
carried out on high-strength concrete (HSC) beams with and without transverse 
reinforcement. The beams were tested by bending under two concentrated loads 
using the digital image correlation technique. In the experimental device, the shear 
zone between the support and the loading point was digitized by a high-resolution 
camera. The numerical analysis of the recorded images is performed by Gom-
Aramis software to obtain the deformation of concrete and to monitor the crack 
evolution in terms of width, spacing, and length. The different models to determine 
the shear capacity of reinforced concrete beams, used by the principal universal 
design codes such as the American ACI 318, British Standard BS 8110, European 
Eurocode 2, New Zealand NZS 3101, and Indian Standard IS456, have been extrapo-
lated to HSC to evaluate the applicability of these regulations originally developed 
for ordinary concrete to HSC. The experimental results show that all the code 
models underestimate the shear contribution of HSC and at the same time greatly 
overestimate the transverse reinforcement contribution. Among the four models, 
Eurocode 2 yields the best predictions of the ultimate shear strength of HSC.

Munera et al. are motivated by an industrial approach of the use of artificial vision 
in Chapter 5, “Implementation of an Artificial Vision System for Welding in the 

V

Retrofitting Process of a Robotic Arm Industrial.” The authors’ aim is to improve the
welding process using a robotic arm; recently, this kind of robot has been associated 
with high-accuracy tasks like classification, welding, object manipulation, assem-
bly, and so on. Artificial vision is not usually used in work that uses a manipulator
arm; this is normally because the robot programmer plans the robot task, which is
executed cyclically. However, there are some approaches where different tasks using 
artificial vision are implemented. This chapter proposes a retrofitting process of a
manipulator welder arm Miller MR-2000. It develops an artificial vision system to
be used in the positioning system. The developed system is able to look for areas
suitable for the welding task between two pieces of material within a workspace; 
this is possible using techniques of computational vision and image processing. 
Subsequently, the algorithm calculates the number of welding points based on the
area identified previously, and finally sends the respective coordinates by means of
G code to the robot for welding the pieces.

Awareness of the problem that different search interfaces discourage patrons from
using library information sources has led academic libraries to implement web-scale
discovery services.  These services offer the user a “Google-like” search experience
of library resources. Chapter 6, “EBSCO Discovery Service (EDS) Usage in Israeli 
Academic Libraries,” by Greenberg, is a motivation to explore library profession-
als' satisfaction, patrons’ information behavior, and use of the EDS discovery tool 
service in academic libraries in Israel. Qualitative research methods through content
analysis of library directors’ interviews and quantitative research methods through
collected library metrics (from Google analytics) data analysis regarding usage
patterns and search sessions analysis have been used in this chapter. 

Muhammad Sarfraz
Department of Information Science,

College of Life Sciences,
Kuwait University, 

Sabah AlSalem University City,
Shadadiya,

Kuwait
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Chapter 1

Introductory Chapter: On Digital 
Image Processing
Muhammad Sarfraz

1. Introduction

An image would be called as an analog image if its pictorial representation can 
be represented in analog wave formats, whereas an image would be called as a 
digital image if its pictorial representation can be represented or stored in the data 
in digital form. Similarly, field of image processing can be categorized into digital 
image processing and analog image processing. Digital image processing (or  
digital imaging), in the area of computer science today, is defined as processing 
digital images through some algorithms using digital computers, whereas, analog 
image processing is any image processing task that can be conducted on two-dimen-
sional analog signals by analog means [1, 2].

After the invention of digital computers, digital image processing took 
various advantages over analog image processing. A broad range of techniques 
and methods, in the form of a variety of algorithms, came into existence. One 
can find a rich literature toady which can be applied to the input image data to 
solve various problems. These problems may include converting images into 
digital data, calibration, removing the build-up of noise and distortion during 
processing, etc. Since images are defined over two dimensions (and perhaps 
more) digital image processing may be modeled in the form of multidimensional 
systems. Digital image processing has evolved rapidly with the development of 
computers, mathematics, and the real-life demand for a variety of applications in 
wide range of areas [3–30].

In the current age and time, digital imaging is used widely in various real-life 
applications. There is a number of potential digital imaging applications that 
include different areas such as environment, industry, medical science, agriculture, 
military, film, television, photography, robotics, remote sensing, medical diagno-
sis, reconnaissance, architectural and engineering design, art, crime prevention, 
geographical information systems, communication, intellectual property, retail 
catalogs, nudity-detection, face finding, industrial applications, and others. The 
increasing trends, needs, and applications of imaging make it more difficult to 
process images for desired objectives. This leads to the idea of capturing, storing, 
finding, retrieving, analyzing, and using images in everyday life under the comput-
ing environment. Being a computer-based technology, digital imaging carries out 
automatic processing, manipulation, and interpretation of visual information. It 
plays a significant and important role in various aspects of real life. It is also highly 
useful in many areas, disciplines and fields of art, and science and technology. This 
chapter is specifically dedicated to digital imaging history, methodologies, tasks, 
software, and applications [31–57].
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2. History

One of the earliest applications of digital image, in the early 1920s, can be seen in 
the newspaper industry. It was about the pictures that were sent by submarine cable 
between London and New York. The Bart lane cable picture transmission system 
reduced the amount of time tremendously weeks to hours across the Atlantic. As 
the field of digital image processing developed along with the development of the 
modern digital computers in 1950s, various techniques, methods, and technologies 
of digital image processing were developed in the 1960s at various places. Some 
of those places can be named as Bell Laboratories, the Jet Propulsion Laboratory, 
Massachusetts Institute of Technology, and University of Maryland. Together with 
them, there were also some other research facilities for satellite imagery, medical 
imaging, wire-photo standards conversion, photograph enhancement, videophone, 
and character recognition [3]. In the early days, image processing was mainly 
meant for improving the image quality in general. Very basic and commonly used 
techniques in image processing included enhancement, restoration, encoding, and 
compression of images.

American Jet Propulsion Laboratory (JPL) happened to be the first successful 
application in 1960s. Using this, in 1964, Space Detector Ranger 7 sent thousands 
of lunar photos. They mainly used image processing techniques like geometric 
correction, gradation transformation, and noise removal on the sent lunar photos. 
It was a big success story to have the successful computerized mapping of the 
moon’s surface. The success kept progressing so much so that spacecraft sent nearly 
100,000 photos that were processed with more complex imaging functionalities. 
It helped to obtain the topographic map, color map, and panoramic mosaic of the 
moon. This resulted in extraordinary achievements and happened to be landmark 
basis of history for human landing on the moon [4].

This is true that, due to computing machines of 1960s and earlier, the processing 
cost was fairly high. With the passage of time, in the 1970s, however, things changed 
relatively with faster digital image processing and cheaper computing equipment. 
Slowly and gradually afterwards, processing power kept increasing together with 
lower cost machines which resulted in images to be processed faster and faster. 
So much so, various complex problems like television standards conversion were 
managed in real time. In the years 2000s and after, the general-purpose computing 
equipment became much faster. Various developments in the technological world 
led to dedicated and special purpose hardware and equipment. Today, digital image 
processing has turned to a vital computing discipline which is playing a significant 
role to solve various real life problems in real time.

3. Methodology and tasks

Image processing is a very important area in today’s science and engineering. 
The processing of digital images can be divided into various classes including image 
enhancement, image restoration, image analysis, and image compression. Imaging 
provides methodology to perform some kind of operations on input images. The out-
put is obtained in terms of enhanced images, or some desired information, or some 
required features. For the sake of smooth workflow, it is important to first capture 
images and then to process them afterwards. Image processing techniques work on 
digital images with computing algorithms. Various steps and phases are needed to 
work on the images. For example, first, one can convert signals from an image sensor 
into digital images. After that, we can improve clarity and remove noise. Next, steps 
may be extracting the size, scaling, or desired objects in a scene. Then, images can be 

3

Introductory Chapter: On Digital Image Processing
DOI: http://dx.doi.org/10.5772/intechopen.92060

prepared for display. Lastly but not finally, compression of images is a very important 
phenomenon as it is needed for communication across busy networks.

There are various other phases and tasks which need attention depending on 
nature of applications. These include morphological processing, segmentation, 
enhancement, object recognition, and color image processing. Digital image pro-
cessing involves much more sophisticated and useful computer algorithms. Most of 
the times, it is based on classification, feature extraction, multi-scale signal analy-
sis, pattern recognition, and projection. Some of the popular techniques that can 
be used in digital image processing include anisotropic diffusion, Hidden Markov 
models, image editing, image restoration, independent component analysis, linear 
filtering, neural networks, partial differential equations, pixelization, point feature 
matching, principal components analysis, self-organizing maps, and wavelets.

4. Software and applications

There are a variety of software that can be used for image processing. For 
example, Matlab has many tools for image processing; it also facilitates to develop 
graphical user interfaces (GUI). ImageJ can be utilized for simple things, whereas 
Amira can be used for complex tasks. In case of medical applications, eFilm is one 
of the useful tools.

Applications of image processing range from medicine to entertainment and 
much more. Some of the important applications of image processing in the field of 
science, engineering, and technology include image sharpening and restoration, 
remote sensing, feature extraction, face detection, forecasting, optical character 
recognition, biometrics, medical imaging, optical sorting, augmented reality, 
virtual reality, video processing, microscope imaging, license plate recognition, lane 
departure caution, transportation, parking, transmission and encoding, machine 
vision, robotics, color processing, signature recognition, iris recognition, face 
recognition, forensics, automobile detection, fault detection, pattern recognition, 
military applications, and others. Following subsection has been dedicated to an 
application of license plate recognition (LPR) with systematic methodologies.

4.1 License plate recognition

Here is an example of different tasks and phases for a system to recognize license 
plates from the front and rear of the vehicle [58–60]. Input to the system is an image 
sequence acquired by a digital camera that consists of a license plate and its output 
is the recognition of characters on the license plate. The system consists of the 
standard four main modules in an LPR system which includes image acquisition, 
license plate extraction, license plate segmentation, and license plate recognition. 
The structure of the system is shown in Figure 1. The first task acquires the selected 
portion of the image (i.e., the portion which contains a license plate). The second 
task extracts the region that contains the license plate. The third task isolates the 
characters, consisting of letters and numerals, depending on the targeted License 
Plates. The last task identifies or recognizes the segmented characters.

Image acquisition: This is the first phase in an LPR system. This phase deals 
with acquiring an image by an acquisition method. In the LPR system, we need to 
use a high resolution digital camera to acquire the input image. The input image can 
be taken for example 640 × 480 pixels.

License plate extraction: License plate extraction is a key step in an LPR sys-
tem, which influences the accuracy of the system significantly. This phase extracts 
the region of interest, i.e., the license plate, from the acquired image. The proposed 
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2. History

One of the earliest applications of digital image, in the early 1920s, can be seen in 
the newspaper industry. It was about the pictures that were sent by submarine cable 
between London and New York. The Bart lane cable picture transmission system 
reduced the amount of time tremendously weeks to hours across the Atlantic. As 
the field of digital image processing developed along with the development of the 
modern digital computers in 1950s, various techniques, methods, and technologies 
of digital image processing were developed in the 1960s at various places. Some 
of those places can be named as Bell Laboratories, the Jet Propulsion Laboratory, 
Massachusetts Institute of Technology, and University of Maryland. Together with 
them, there were also some other research facilities for satellite imagery, medical 
imaging, wire-photo standards conversion, photograph enhancement, videophone, 
and character recognition [3]. In the early days, image processing was mainly 
meant for improving the image quality in general. Very basic and commonly used 
techniques in image processing included enhancement, restoration, encoding, and 
compression of images.

American Jet Propulsion Laboratory (JPL) happened to be the first successful 
application in 1960s. Using this, in 1964, Space Detector Ranger 7 sent thousands 
of lunar photos. They mainly used image processing techniques like geometric 
correction, gradation transformation, and noise removal on the sent lunar photos. 
It was a big success story to have the successful computerized mapping of the 
moon’s surface. The success kept progressing so much so that spacecraft sent nearly 
100,000 photos that were processed with more complex imaging functionalities. 
It helped to obtain the topographic map, color map, and panoramic mosaic of the 
moon. This resulted in extraordinary achievements and happened to be landmark 
basis of history for human landing on the moon [4].

This is true that, due to computing machines of 1960s and earlier, the processing 
cost was fairly high. With the passage of time, in the 1970s, however, things changed 
relatively with faster digital image processing and cheaper computing equipment. 
Slowly and gradually afterwards, processing power kept increasing together with 
lower cost machines which resulted in images to be processed faster and faster. 
So much so, various complex problems like television standards conversion were 
managed in real time. In the years 2000s and after, the general-purpose computing 
equipment became much faster. Various developments in the technological world 
led to dedicated and special purpose hardware and equipment. Today, digital image 
processing has turned to a vital computing discipline which is playing a significant 
role to solve various real life problems in real time.

3. Methodology and tasks

Image processing is a very important area in today’s science and engineering. 
The processing of digital images can be divided into various classes including image 
enhancement, image restoration, image analysis, and image compression. Imaging 
provides methodology to perform some kind of operations on input images. The out-
put is obtained in terms of enhanced images, or some desired information, or some 
required features. For the sake of smooth workflow, it is important to first capture 
images and then to process them afterwards. Image processing techniques work on 
digital images with computing algorithms. Various steps and phases are needed to 
work on the images. For example, first, one can convert signals from an image sensor 
into digital images. After that, we can improve clarity and remove noise. Next, steps 
may be extracting the size, scaling, or desired objects in a scene. Then, images can be 
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prepared for display. Lastly but not finally, compression of images is a very important 
phenomenon as it is needed for communication across busy networks.

There are various other phases and tasks which need attention depending on 
nature of applications. These include morphological processing, segmentation, 
enhancement, object recognition, and color image processing. Digital image pro-
cessing involves much more sophisticated and useful computer algorithms. Most of 
the times, it is based on classification, feature extraction, multi-scale signal analy-
sis, pattern recognition, and projection. Some of the popular techniques that can 
be used in digital image processing include anisotropic diffusion, Hidden Markov 
models, image editing, image restoration, independent component analysis, linear 
filtering, neural networks, partial differential equations, pixelization, point feature 
matching, principal components analysis, self-organizing maps, and wavelets.

4. Software and applications

There are a variety of software that can be used for image processing. For 
example, Matlab has many tools for image processing; it also facilitates to develop 
graphical user interfaces (GUI). ImageJ can be utilized for simple things, whereas 
Amira can be used for complex tasks. In case of medical applications, eFilm is one 
of the useful tools.

Applications of image processing range from medicine to entertainment and 
much more. Some of the important applications of image processing in the field of 
science, engineering, and technology include image sharpening and restoration, 
remote sensing, feature extraction, face detection, forecasting, optical character 
recognition, biometrics, medical imaging, optical sorting, augmented reality, 
virtual reality, video processing, microscope imaging, license plate recognition, lane 
departure caution, transportation, parking, transmission and encoding, machine 
vision, robotics, color processing, signature recognition, iris recognition, face 
recognition, forensics, automobile detection, fault detection, pattern recognition, 
military applications, and others. Following subsection has been dedicated to an 
application of license plate recognition (LPR) with systematic methodologies.

4.1 License plate recognition

Here is an example of different tasks and phases for a system to recognize license 
plates from the front and rear of the vehicle [58–60]. Input to the system is an image 
sequence acquired by a digital camera that consists of a license plate and its output 
is the recognition of characters on the license plate. The system consists of the 
standard four main modules in an LPR system which includes image acquisition, 
license plate extraction, license plate segmentation, and license plate recognition. 
The structure of the system is shown in Figure 1. The first task acquires the selected 
portion of the image (i.e., the portion which contains a license plate). The second 
task extracts the region that contains the license plate. The third task isolates the 
characters, consisting of letters and numerals, depending on the targeted License 
Plates. The last task identifies or recognizes the segmented characters.

Image acquisition: This is the first phase in an LPR system. This phase deals 
with acquiring an image by an acquisition method. In the LPR system, we need to 
use a high resolution digital camera to acquire the input image. The input image can 
be taken for example 640 × 480 pixels.

License plate extraction: License plate extraction is a key step in an LPR sys-
tem, which influences the accuracy of the system significantly. This phase extracts 
the region of interest, i.e., the license plate, from the acquired image. The proposed 
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approach involves four steps including vertical edge detection, size-and-shape 
filtering, vertical edge matching, and finding B/W (Black/White) ratio.

License plate segmentation: License plate segmentation takes the region of 
interest and attempts to divide it into individual characters. To ease the process of 
detecting the characters, the extracted plate is divided into independent images, 
each containing one isolated character with letters and numerals depending on the 
structure of the license plate. It is proposed to have segmentation using two meth-
ods: Pixel Count and Horizontal and Vertical Projection.

License plate recognition: The last phase in LPR system is to recognize the 
isolated characters. After splitting the extracted license plate into six images, the 
character in each image can be identified. There are many methods to recognize 
isolated characters; we suggest using Syntactic approach and Neural network 
approach.

5. Conclusion

With the advent of fast and cheap machines, digital image processing has 
become a very highly demanded field of study and practice. It provides solutions to 
various real-life applications in an economical way. Various techniques have been 
developed to build intelligent systems; many of them are in progress at various 
facilities internationally. This chapter has provided some introductory notes on 
image processing, its brief history, methodologies, tasks, software, and applica-
tions. It will help to kick start the community interested to have some knowhow 
on the image processing subject. The future of digital image processing has a high 
probability to contribute toward the build of smart and intelligent world in terms of 
health, education, defense, traffic, homes, offices, cities, etc.

Figure 1. 
Structure of the proposed system.
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Configuration Using Diamond
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Abstract

The high performance of the high efficiency video coding (HEVC) video stan-
dard makes it more suitable for high-definition resolutions. Nevertheless, this
encoding performance is coupled with a tremendous encoding complexity com-
pared to the earlier H264 video codec. The HEVC complexity is mainly a return to
the motion estimation (ME) module that represents the important part of encoding
time which makes several researches turn around the optimization of this module.
Some works are interested in hardware solutions exploiting the parallel processing
of FPGA, GPU, or other multicore architectures, and other works are focused on
software optimizations by inducing fast mode decision algorithms. In this context,
this article proposes a fast HEVC encoder configuration to speed up the encoding
process. The fast configuration uses different options such as the early skip detec-
tion (ESD), the early CU termination (ECU), and the coded block flag (CBF) fast
method (CFM) modes. Regarding the algorithm of ME, the diamond search (DS) is
used in the encoding process through several video resolutions. A time saving
around 46.75% is obtained with an acceptable distortion in terms of video quality
and bitrate compared to the reference test model HM.16.2. Our contribution is
compared to other works for better evaluation.

Keywords: HEVC, motion estimation, early skip detection (ESD), early CU
termination (ECU), coded block flag (CBF) fast method (CFM)

1. Introduction

The fast multimedia technology development and network communications
makes ultrahigh-definition (HD) and HD video contents widely used in our daily
life. This fast jump to use high video resolutions in which many provide some
problems in terms of memory storage cost and transmission bandwidth gives birth
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to the new high efficiency video coding (HEVC) [1, 2]. HEVC is developed in 2013
by the joint collaborative team on video coding (ISO/IEC) Moving Picture Experts
Group (MPEG) and the International ITU-T Video Coding Experts Group (VCEG).
It is urbanized to overcome the enormous amount of UHD video contents. Com-
pared to the earlier H.264/AVC [3] standard and at the identical visual quality,
HEVC guarantees a high encoding performance, reaching 50% of bitrate [4]. Facing
to this immense huge encoding performance, a huge computational complexity is
obtained. Motion estimation (ME) represents the large part of encoding process
that occupies around 70% of the total time of inter prediction, as Jungho [5]
indicates in Figure 1.

This large consumption is principally due to the new hierarchy of the block
coding based on coding tree units (CTU). This new concept is analog to
macroblocks in the earlier standard of compression. Each picture frame is divided
into square forms, called coding units (CUs) [6], where 64 � 64 represents the
maximum size, and recursively subdivided into 8 � 8 blocks. Prediction and

Figure 1.
Encoding time distribution.

Figure 2.
CTU tree structure in the HEVC standard.
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transform blocks (PUs and TUs) are in each CU, where PU represents the principal
unit in the ME process.

Figure 2 shows the CTU tree structure in the HEVC standard where LCU
represents the large coding unit and SCU represents the small coding unit.

When reducing the time essential for the search algorithm, the ME computa-
tional complexity will be automatically reduced. Furthermore, when using different
fast mode decision algorithms based on early termination, the ME computational
complexity will be reduced, which primes to the entire HEVC execution time
reduction.

It is within this context that this article presents a fast encoding algorithm
principally based on the early skip detection (ESD), the coded block flag (CBF) fast
method (CFM), and the early CU termination (ECU) modes [7–9] to decrease the
HEVC encoding complexity.

The remainder of this paper is structured as follows: the next section details
some works on the HEVC fast motion estimation algorithms. Section 3 provided an
overview of the motion estimation algorithm. Section 4 highlights the proposed fast
configuration for the HEVC encoder. Experimental results for the fast HEVC con-
figuration compared to the results obtained with the original HM16.2 reference
software [10] are discussed in Section 5. Finally, in Section 6, conclusions and some
prospects are given.

2. Related works

Aiming to optimize the HEVC encoder complexity, several works have been
proposed to reduce the test zonal search (TZS) motion estimation algorithm. Some
works are interested in hardware solutions, and others are focused on software
optimizations.

In [11], using sequential and parallel techniques, two hardware diamond archi-
tectures for HEVC video coding are proposed. These architectures achieve an
encoding in full HD at 30 frames per second using a Virtex-7 field programmable
gate array (FPGA) design.

Authors in [12] have proposed a hardware parallel sum of absolute difference
(SAD) design for gray-scale images to reduce motion estimation time for block
size of 4 � 4 pixels. A multiplier is exploited for addition as a partial product
reduction (PPR). Results obtained on Virtex-2 Xilinx FPGA show that the maxi-
mum frequency obtained is 133.2 MHz for 4 � 4 block size. Nalluri et al.,
in [13, 14], have proposed two other SAD architectures on FPGA Xilinx Virtex
without and with parallelism. The proposed parallel architecture has accelerated
the SAD calculation by 3.9� compared to the serial SAD architecture. In [15],
authors have proposed two implementations of the SAD and SSD algorithms
using NVIDIA GeForce GTX480 with CUDA language in order to reduce the
ME run-time. The proposed architecture saved about 32% of encoding time for
class E video sequences with nonsignificant degradation in the PSNR and
the bitrate.

Regarding software solutions, the 8-point square and the 8-point diamond have
been replaced by Nalluri et al. [16] with a 6-point hexagonal in the TZS ME
algorithm, and 50% in encoding time is saved without degradation in bitrate and
PSNR. To replace the TZS algorithm, in [17, 18], authors proposed small diamond
pattern search (SDPS), large diamond pattern search (LDPS), and horizontal dia-
mond search (HDS). Experiments using HM8.0 showed that these algorithms allow
a reduction of 49% of motion estimation calculation time with nonsignificant
increase in bitrate and slight degradation in video quality.

13

Fast Motion Estimation’s Configuration Using Diamond Pattern and ECU, CFM,…
DOI: http://dx.doi.org/10.5772/intechopen.86792



to the new high efficiency video coding (HEVC) [1, 2]. HEVC is developed in 2013
by the joint collaborative team on video coding (ISO/IEC) Moving Picture Experts
Group (MPEG) and the International ITU-T Video Coding Experts Group (VCEG).
It is urbanized to overcome the enormous amount of UHD video contents. Com-
pared to the earlier H.264/AVC [3] standard and at the identical visual quality,
HEVC guarantees a high encoding performance, reaching 50% of bitrate [4]. Facing
to this immense huge encoding performance, a huge computational complexity is
obtained. Motion estimation (ME) represents the large part of encoding process
that occupies around 70% of the total time of inter prediction, as Jungho [5]
indicates in Figure 1.

This large consumption is principally due to the new hierarchy of the block
coding based on coding tree units (CTU). This new concept is analog to
macroblocks in the earlier standard of compression. Each picture frame is divided
into square forms, called coding units (CUs) [6], where 64 � 64 represents the
maximum size, and recursively subdivided into 8 � 8 blocks. Prediction and

Figure 1.
Encoding time distribution.

Figure 2.
CTU tree structure in the HEVC standard.

12

Digital Imaging

transform blocks (PUs and TUs) are in each CU, where PU represents the principal
unit in the ME process.

Figure 2 shows the CTU tree structure in the HEVC standard where LCU
represents the large coding unit and SCU represents the small coding unit.

When reducing the time essential for the search algorithm, the ME computa-
tional complexity will be automatically reduced. Furthermore, when using different
fast mode decision algorithms based on early termination, the ME computational
complexity will be reduced, which primes to the entire HEVC execution time
reduction.

It is within this context that this article presents a fast encoding algorithm
principally based on the early skip detection (ESD), the coded block flag (CBF) fast
method (CFM), and the early CU termination (ECU) modes [7–9] to decrease the
HEVC encoding complexity.

The remainder of this paper is structured as follows: the next section details
some works on the HEVC fast motion estimation algorithms. Section 3 provided an
overview of the motion estimation algorithm. Section 4 highlights the proposed fast
configuration for the HEVC encoder. Experimental results for the fast HEVC con-
figuration compared to the results obtained with the original HM16.2 reference
software [10] are discussed in Section 5. Finally, in Section 6, conclusions and some
prospects are given.

2. Related works

Aiming to optimize the HEVC encoder complexity, several works have been
proposed to reduce the test zonal search (TZS) motion estimation algorithm. Some
works are interested in hardware solutions, and others are focused on software
optimizations.

In [11], using sequential and parallel techniques, two hardware diamond archi-
tectures for HEVC video coding are proposed. These architectures achieve an
encoding in full HD at 30 frames per second using a Virtex-7 field programmable
gate array (FPGA) design.

Authors in [12] have proposed a hardware parallel sum of absolute difference
(SAD) design for gray-scale images to reduce motion estimation time for block
size of 4 � 4 pixels. A multiplier is exploited for addition as a partial product
reduction (PPR). Results obtained on Virtex-2 Xilinx FPGA show that the maxi-
mum frequency obtained is 133.2 MHz for 4 � 4 block size. Nalluri et al.,
in [13, 14], have proposed two other SAD architectures on FPGA Xilinx Virtex
without and with parallelism. The proposed parallel architecture has accelerated
the SAD calculation by 3.9� compared to the serial SAD architecture. In [15],
authors have proposed two implementations of the SAD and SSD algorithms
using NVIDIA GeForce GTX480 with CUDA language in order to reduce the
ME run-time. The proposed architecture saved about 32% of encoding time for
class E video sequences with nonsignificant degradation in the PSNR and
the bitrate.

Regarding software solutions, the 8-point square and the 8-point diamond have
been replaced by Nalluri et al. [16] with a 6-point hexagonal in the TZS ME
algorithm, and 50% in encoding time is saved without degradation in bitrate and
PSNR. To replace the TZS algorithm, in [17, 18], authors proposed small diamond
pattern search (SDPS), large diamond pattern search (LDPS), and horizontal dia-
mond search (HDS). Experiments using HM8.0 showed that these algorithms allow
a reduction of 49% of motion estimation calculation time with nonsignificant
increase in bitrate and slight degradation in video quality.

13

Fast Motion Estimation’s Configuration Using Diamond Pattern and ECU, CFM,…
DOI: http://dx.doi.org/10.5772/intechopen.86792



In [19], Liquan et al. have proposed a fast mode decision algorithm by skipping
some depths. The proposed work allows saving about 21.5% of encoding time with a
slight bitrate increase and a negligible efficiency loss coding. The algorithm pro-
posed by Qin [20] uses the ECU algorithm according to an adaptive MSE threshold
value. This work ensures time saving without degradation in the quality. Podder
[21] has also proposed an interesting software method to reduce the ME time. Based
on human visual features (HVF), an efficient decision of the appropriate block
partitioning mode has been obtained. This work allows saving 41.44% of the exe-
cution time for SCVS video sequences. In the work published in [22], a fast HEVC
ME based on DS and three fast mode decisions, ECU, ESD, and CBF modes, have
been presented. Simulation results show a reduction of 56.75% in the complexity of
HEVC in terms of execution time, accompanied with slight degradation in video
quality and bitrate, when comparing the HM.16.2 executed on an Intel® Core TM
i7–3770 @3.4 GHz processor. Authors in [22] have tested just one sequence from
each class with just two quantification parameters (QPs), QP = 22 and 37, to
evaluate the use of the fast modes.

By analyzing all these previous works, we can note that using fast mode decision
algorithms represents an interesting technique in order to reduce the HEVC com-
putational complexity.

3. Overview of the motion estimation in the new HEVC

TZ Search algorithm, used in HEVC ME process (Figure 3), includes four
distinct main stages in order to determine the best motion vector.

These stages, which are the motion vector prediction (MVP), the first search
performed with a pattern of square or diamond forms, the refinement, and the
raster search, are described in the next subsections.

3.1 Motion vector prediction (MVP)

To compute the corresponding block’s median predictor, the TZS algorithm uses
the up predictor, the upper right predictor, and the left predictor (Figure 4).

Figure 3.
Motion estimation process.
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The median computation is done via the following equation.

Median A;B;Cð Þ ¼ Aþ Bþ C�Min A;Min B;Cð Þð Þ �Max A;Max B;Cð Þð Þ (1)

3.2 Initial grid search

The first search is performed by the determination of the search pattern and the
“searchrange.” As it is detailed in Figure 5(a) and (b), the main goal of this stage is
to localize the search window via a pattern of square or a diamond forms.

Thus, these two search patterns are referred to the eight points for each round.
The distance corresponding to the minimum distortion point is saved in the
“BestDistance” variable. Currently, diamond search pattern is used as default, but
the square pattern search can also be used by modifying the HEVC configuration
file through the “Diamondsearch” variable.

Figure 4.
MV adjacent of a current PU.

Figure 5.
Diamond/square search pattern. (a) Diamond search pattern stride length equal to 4. (b) Square search
pattern stride length equal to 4.
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Figure 3.
Motion estimation process.
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The median computation is done via the following equation.

Median A;B;Cð Þ ¼ Aþ Bþ C�Min A;Min B;Cð Þð Þ �Max A;Max B;Cð Þð Þ (1)

3.2 Initial grid search

The first search is performed by the determination of the search pattern and the
“searchrange.” As it is detailed in Figure 5(a) and (b), the main goal of this stage is
to localize the search window via a pattern of square or a diamond forms.

Thus, these two search patterns are referred to the eight points for each round.
The distance corresponding to the minimum distortion point is saved in the
“BestDistance” variable. Currently, diamond search pattern is used as default, but
the square pattern search can also be used by modifying the HEVC configuration
file through the “Diamondsearch” variable.

Figure 4.
MV adjacent of a current PU.

Figure 5.
Diamond/square search pattern. (a) Diamond search pattern stride length equal to 4. (b) Square search
pattern stride length equal to 4.
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3.3 Raster search

This step consists of choosing the distance which corresponds to the greatest
matched point from the previous search. Three cases according to this distance
denoted as “BestDistance” are summarized as follows:

• The process is stopped when “BestDistance” = 0.

• A refinement is needed when 1 < “BestDistance” < iRaster.

In the configuration file, “iRaster” represents a changeable variable not to be
overdone.

• BestDistance > iRaster is agreed correctly; a raster scan is achieved using the
iRaster value as the length step. If difference obtained from the starting station
to the MV from the first level is besides large, this step is preceded. This step is
computed on the entire search window.

Figure 6 shows an example of a full search algorithm with iRaster which is
equal to 4.

3.4 Raster and star refinement

The refinement is performed when the distance of the motion vector previously
obtained is different to 0. There are mainly two refinement types:

• Raster refinement

The best point obtained from the previous steps corresponds to the start point
of the star refinement. It can be performed using a diamond or a square pattern
with distances ranging from “search range” to one. In each iteration, the distance
is divided by 2, and when the distance will be equal to one, two adjacent point
searches are performed, and then the process is stopped.

• Star refinement

Figure 6.
Raster search pattern when iRaster = 4.
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In this step, the selected point obtained from the previous steps corresponds to
the start point of the star refinement. In each iteration, the distance is divided by
two, and when the distance will be equal to one, two adjacent point searches are

Figure 7.
The used TZSearch algorithm.
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applied to determine the best estimated MV which gives the minimum of
SAD (Figure 7).

4. The proposed fast configuration

Several fast decision mode algorithms are in this effort aiming to speed up the
ME process. Firstly, diamond search pattern is utilized to decrease the encoder
computational complexity. Some configurations are also set, such as the early CU
termination (ECU), the early skip detection (ESD), and the coded block flag (CBF)
in which fast decision mode algorithms are adopted in HEVC video coding. These
proposed fast algorithms were given bellow.

4.1 Early CU termination (ECU)

This algorithm is used when switching from a depth p to the next p + 1. As
Figure 8 showed, if skip is the best current CU prediction mode, the sub-tree
calculations can be skipped [23]. Thus, good mode is determined with rate distor-
tion (RD) calculation cost [24]. The minimal RD cost relates to the skip mode that
caused the stop of the partitioning [25].

Several works show that the most chosen mode was the skip [25]. This clarifies
the detail that an excessive enhancement is obtained when the skip mode recogni-
tion is anticipated. This mode induces a better encoder performance since it denotes
a block code deprived of residual information.

4.2 Early skip detection (ESD)

The early skip detection signifies a modest verification of the two-variance
motion skip conditions (CBF and differential motion vector (DMV)). As shown in
Figure 9, this verification is performed after determining the best inter 2 N � 2 N.
Before checking the skip mode, the current CU performs two inter 2 N � 2 N modes

Figure 8.
Algorithm of early CU termination.
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(advanced motion vector prediction called AMVP and merge mode). The DMV and
CBF are checked when the minimum RD cost is induced by the mode selection.
When CBF is equivalent to zero and the best mode inter 2 N � 2 N DMV is equal to
(0, 0), the skip mode is the best mode of current CU. Consequently, the residual
modes of PU are not examined anymore [8].

Figure 9.
Early skip detection algorithm.

Figure 10.
Algorithm of coded block flag fast method.
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4.3 Coded fast method (CFM)

The coded fast method (CFM) detects the best mode of a prediction unit [7]. As
shown in Figure 10, for each PU mode belonging to a CU, the RD cost is calculated.

An evaluation of the different coefficients, CBF for the luminance and the two
chrominances, is performed. When all transform coefficients (CBF_Y, CBF_U, and
CBF_V) are equal to zero [9], all remaining modes will not be tested.

5. Experimental results

5.1 Experimental conditions

The performance evaluation of this work is effectuated with a random access
(RA) configuration through the HM 16.2 reference test model, exploiting the fast
mode decision algorithms ECU, ESD, and CBF, previously detailed. To appraise the
fast implementation, a comparison of HEVC encoding time, bitrate, and PSNR with
the original is effectuated, where a search range is 64. Sixty-four also is the CU
maximal size and CU partition depth maximal equals four. An Intel® Core TM i7–
3770 @ 3.4 GHz is used in this work with Windows 8 OS platform.

The four resolutions tested are to the four classes (class D (416 � 240), class C
(832 � 480), class B (1920 � 1080), and class A (2560 � 1600)) [26]. For each
video sequence, 50 is the encoded frame number used. To evaluate results, eight
sequences recommended by the JCT-VC [26], each one with four quantification
parameters (QP) 22, 27, 32, and 37, are used.

5.2 Evaluation criteria

To evaluate this work, we used the formula detailed in Table 1.

5.3 Results

Table 2 specifies the results obtained when using the proposed fast HEVC
configuration compared to the original one.

The proposed algorithm shows a time saving of up to 46.759% on average
compared to the original algorithm. The speedup attains 84.51% of encoding time
for BQTerrace video for QP 37. In fact, the time saving is more important for some
videos such as Traffic, BQSquare, and BQTerrace sequences ranging from 57.91 to

Criteria Description Formula

ΔT (%) Encoding time speedup ΔT %ð Þ ¼ TProposed�TOriginal

TOriginal
� 100 %ð Þ

ΔPSNR (dB) PSNR loss ΔPSNR ¼ PSNRProposed � PSNROriginal dBð Þ
ΔBR (%) Bitrate increase ΔBR %ð Þ ¼ BitRateProposed�BitRateOriginal

BitRateOriginal
� 100 %ð Þ

Where: Bitrateoriginal, PSNRoriginal and Toriginal represent bitrate, video quality, and encoding time of the original
algorithm, respectively and Bitrateproposed, PSNRproposed and Tproposed, BitRateProposed represent bitrate, video quality,
and encoding time of the proposed algorithm, respectively.

Table 1.
Evaluation criteria.
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Class Sequences QP ΔT(%) ΔPSNR (dB) ΔBR(%)

Class A 2560 � 1600 PeopleOnStreet 22 �25.04 �0.040 �0.470

27 �28.37 �0.100 �0.006

32 �39.44 �0.187 �1.086

37 �49.69 �0.030 �2.182

Traffic 22 �47.27 �0.103 �0.018

27 �62.04 �0.128 �0.017

32 �71.83 �0.180 �0.027

37 �79.40 �0.194 �0.024

Average class A �50.385 �0.123 �0.478

Class B 1920 � 1080 BQTerrace 22 �29.91 �0.060 �1.180

27 �60.27 �0.086 �0.022

32 �76.67 �0.081 �0.021

37 �84.51 �0.067 �2.000

BasketballDrive 22 �32.15 �0.015 �0.004

27 �45.23 �0.026 �0.157

32 �54.85 �0.059 �0.640

37 �63.82 �0.084 �0.009

Average class B �55.926 �0.059 �0.504

Class C 832 � 480 RaceHorses 22 �11.45 �0.029 �1.430

27 �22.79 �0.073 �0.005

32 �35.24 �0.166 �0.010

37 �44.10 �0.230 �2.138

PartyScene 22 �19.90 �0.040 �0.002

27 �35.13 �0.115 �0.009

32 �47.93 �0.168 �0.016

37 �58.59 �0.194 �0.027

Average class C �34.400 �0.126 �0.454

Class D 416 � 240 BQSquare 22 �34.64 �0.075 �0.870

27 �54.78 �0.137 �0.016

32 �66.90 �0.156 �0.012

37 �75.35 �0.137 �0.810

BlowingBubbles 22 �17.81 �0.070 �0.005

27 �28.62 �0.110 �0.005

32 �40.05 �0.134 �0.015

37 �52.46 �0.115 �0.012

Average class D �46.326 �0.116 �0.218

Average �46.759 �0.106 �0.416

Table 2.
Performance evaluation of the proposed algorithm compared to the original one.
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65.135%. This is due to the motion slowness in these sequences. Indeed, for videos
containing low motion activities [18], the improvement is more significant. With
the highest resolution, traffic video is characterized by intensive movement of
objects against a stationary background. Concerning BQSquare, this video having
fast motion is often coded by the bi-predictive mode, as it is the best prediction
mode.

Defiantly for sequences with high activity, such as BlowingBubbles, RaceHorses,
and PeopleOnStreet, the time saving is only around 34.73 and 28.38%. The worst
case is for the motion-filled and dynamic RaceHorses video, which records horse

Figure 11.
RD curve comparison of our algorithm versus the original one.
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racing. Many great frequency details are in this video, since horsetail is regularly
expensive to encode.

The time saving is visible with 49% for BasketballDrive sequence. This video
contains a high contrast and high motion activities. The background has a rather
similar texture.

Not only the encoding time was saved but also the bitrate which is justified by
the negative values in the table, ranging from 0.002 to �2.182% for PartyScene and
PeopleOnStreet with QP equal to 22 and 37, respectively. Regarding the quality of
video, the PSNR deprivation is from �0.015 to �0.23 dB for BasketballDrive and
RaceHorses with QP equal to 22 and 37, respectively.

In average, the fast HEVC configuration induces a nonsignificant poverty in
terms of video quality, around 0.106 dB, with a decrease of 0.416% in the
bitrate that is a very interesting point in terms of increasing the compression
performance.

Figure 11 shows the curves of rate distortion (RD) of HEVC original algorithm
and the fast one, for two sequences for each class: PeopleOnStreet and Traffic from
class A (2560 � 1600), BQTerrace and BasketballDrive from class B (1920 � 1080),
PartyScene and BasketballDrive from class C (832 � 480), and BlowingBubbles and
BQSquare from class D (416 � 240). This can also be checked in Table 2. The
sequences are taken at QPs 22, 27, 32, and 37.

Four QP parameters are presented in all curves; horizontal axes on (kbps)
represent the bitrate where the vertical one on (dB) represents the PSNR.

Figure 11 shows that all RD curves are overlaid [27]. In fact, the proposed
changes have insignificant impairments on bitrate and PSNR. For lower QP values,
the degradation is more significant. Experimental results prove that the fast config-
uration gives better performances than the original one, given that it offers a
significant time saving, without any influence on the quality and the bitrate.

Further, for all tested sequences, an important speedup is obtained for bigger
QPs. Figure 12 evaluates the time saving in average by varying from 22 to 37. We
note that the time saving increases in proportion to QP. In average, for higher QP,
equal to 37, the run-time decreases by 63.5%. This decline is justified by the choice
of the skip mode for bigger QP values [25].

Table 3 summarizes the performances of the proposed work compared to dif-
ferent previous algorithms.

Figure 12.
Curves of time saving for all videos coded through random access configuration with QP from 22 to 37.
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Compared to [17], the proposed work was more competent in terms of bitrate
and saving time. In fact, [17] allows saving about 25.95% of encoding time with a
slight bitrate. This algorithm was based on large diamond search pattern as an
algorithm for motion estimation implemented on HM8.0. Concerning Liquan [19],
its algorithm consists of skipping some detailed depths used in the preceding
frames. This work allows saving about 21.5% of encoding time with a slight bitrate.
Qin [20] implemented an algorithm established on the ECU according to a MSE
adaptive threshold value. A time saving without degradation in the quality is
obtained in this work. Another interesting method was presented by Podder et al.
[21], where human visual features (HVF) are used for the selection of appropriate
block partitioning modes. This work offered 41.44% reduction in terms of time for
the standard class video sequences (SCVS).

6. Conclusion

HEVC induces an important progress in terms of video quality, in particular for
high video resolutions. Nevertheless, this recital is combined with a bigger compu-
tational complexity which tremendously increases the encoding time. Motion esti-
mation module using the quadtree structure represents the mainly strong process
that is a conduit to the augmentation of the HEVC computational complication. In
this paper to decrease this computational complexity, one fast configuration was
presented to optimize the ME process by using CU partitioning fast mode decision
algorithm and a diamond search. A reduction of 46.75% in the encoding time is
obtained without inducing a significant degradation in encoding performance in
terms of video quality or bitrate.

As perspectives, additional optimizations will be also implemented to reduce the
encoder complexity via digital platform for video processing.

We will also exploit the fast configuration detailed in this paper for the new
compression standard Joint Video Exploration Team (JVET) [28, 29].

Kibeya [17] Liquan [19] Qin [20]

ΔPSNR
(dB)

ΔBR
(%)

ΔT
(%)

ΔPSNR
(dB)

ΔBR
(%)

ΔT (%) ΔPSNR
(dB)

ΔBR
(%)

ΔT
(%)

Class A �0.052 1.08 30.67 — — — 0.1% — �22.4

Class B �0.013 0.29 45.37 �0.020 0.834 �34.00 0.3% — �28.4

Class C �0.011 0.53 20.86 �0.045 1.225 �16.50 0.2% — �23.0

Class D �0.008 0.26 6.9 �0.040 1.060 �13. 50 0.2% — �17.0
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Chapter 3

Digital Image Processing Applied
to Optical Measurements
Alonso Saldaña-Heredia, Pedro Antonio Márquez-Aguilar,
Álvaro Zamudio Lara and Arturo Molina-Ocampo

Abstract

Digital image processing is a useful tool that improves pictorial information for
human interpretation and is mainly used for storage, transmission, and representa-
tion of different data. In this chapter, we want to introduce an optical technique
which couples physical analysis with image processing for a measurement system.
Optical methods were used to obtain the stress-strain relation by different invasive
and noninvasive methods. This chapter talks about a novel noninvasive metho-
dology to measure stress-strain evolution; this technique is based upon a single laser
beam reflected on the cross section of ductile materials (steel and aluminum) while
they are under a compression load. The way we measure one laser beam is by using
the Gaussian beam propagation equations; we propose that the reflection area of the
laser is going to change as the material surface area is compressed and we analyze
these differences by using digital image processing. With this technique we are able
to construct a stress-strain diagram.

Keywords: compression test, stress-strain, Gaussian beam, Fourier analysis, image
processing

1. Introduction

In this chapter, we introduce a new methodology to measure the stress-train
relation for ductile materials subjected to a continuum axial load; this loading was
carried out by means of a universal testing machine. To obtain the stress-strain
relation, materials were submitted to standardized compression tests, and to
develop the technique, we used a laser beam impacting the cross section of the
materials; the laser reflection was studied through Gaussian beam propagation
equations and digital image processing. The scope of the present research is to
determine a relation between the free propagation of a Gaussian beam and the
stress-strain evolution of a ductile material.

Stress-strain diagrams are very important in understanding the behavior of
materials under different loads [1]; these diagrams show the elastic, plastic, and
rupture characteristics of materials. There are twomethods to obtain these diagrams.

First, the invasive methods from which mechanics draw by doing physical tests,
such as the test tube in which a standardized probe is placed on a testing machine; a
continuum load is applied to it, and the resulting deformation is measured [2].
Other invasive methods are optical methods, which can determine residual stress,
in-field displacements, and strain. Here, hole drilling is the most used technique.
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Originally developed in 1930 by Mathar [3], it is nowadays a standardized tech-
nique by the ASTM [4].

Second, nondestructive or noninvasive optical methods such as multiple laser
displacement sensors which are applied to piping systems [5], stress measurements
using crystal curvature technique during film growths [6], and another technique
called deflectometry [7, 8], in which light passes through arrays that measure the
curvature of objects; they are proposed as mirrors. The reflection caused by these
objects is seen in a CCD camera, and the pattern is studied with standard phase shift
techniques; most of the used objects are aspherical.

An image was defined as a two-dimensional function: f x; yð Þ where x and y are
plane coordinates and the amplitude f at any pair of coordinates x; yð Þ is called the
intensity referred as a gray level of the image at that point [9]. One of the first
applications of digital images was in the newspaper industry through the introduc-
tion of the Bartlane cable picture transmission system in the early 1920s, where
specialized printing equipment coded pictures for cable transmission and then
reconstructed them at the receiving end [9]. However, the image processing
method itself required storage and computational power; nevertheless, by this time,
it was not possible to talk about processing since the development of the computer
hadn’t arrived. One of the first works in this field was done by Harry Andrews [10],
whom introduced techniques in order to work with images as matrixes; another
book about the treatment of pictures was introduced by 1976 [11].

Digital image processing has been applied widely, in such cases as in control
level for industries [12], which is based on the treatment of a special light shape
generated by a laser, also measuring displacements in infrastructures by a matrix of
points [13]. Some researchers around the application in engineering are evaluating
the curvature of a pipeline using a parabolic function to determine its deformation
[14], analyzing the location of cracks in reinforced concrete by monitoring the
surface deformation with two cameras [15], strain measurements during film
stretching process following the digital changes of the marker [16], and measuring
the strain in time for standardized fatigue tests [17], among others.

In this chapter we introduce a novel methodology to measure the stress-strain
behavior of ductile materials; this technique uses a laser beam focused on the cross
section of a material probe which is under a compression test. We propose that the
materials (1018 steel and aluminum alloy) will act as optical spherical mirrors. This
is due to their surface transformation; the laser focuses in a surface which is
completely flat, and it will deform as a reaction of the compression test. Therefore,
the laser strikes this surface, and acting as a “mirror,” it will reflect and scatter the
beam. Thus, the reflected laser area will increase as the deformation increases. This
laser reflection is analyzed with Gaussian beam propagation equations by using
digital image processing to measure each increasing area. This is the procedure we
follow to obtain a relation between the laser-beam-free propagation and the strain,
which we propose to be similar to the cross-section deformation of both materials.
We show the accuracy, error, and sensitivity of the methodology, and we theoreti-
cally demonstrate how the laser beam spreads; the present research can be a suitable
technique as it only uses a single laser beam for stress-strain characterization.

2. Theory

2.1 Gaussian beam analysis

The Gaussian beam is the simplest, the most known, and the most worked
with, because its characteristics and evolution are well-known [18]. The amplitude
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function represented from Gaussian beams can be deduced by applying boundary
conditions in the optical resonator, where the laser radiation is produced; this
amplitude is described by

E x; zð Þ ¼ E0
ω0

ω zð Þ � exp
�x2

ω zð Þ½ �2 �
kx2

2R zð Þ � kzþ η zð Þ
" #

, (1)

where E0 is the electric field amplitude, ω0 is the beam waist, ω(z) is how the
beam propagates, k is the wave number (k ¼ 2π=λ), λ is the wavelength, R(z) is the
curvature radius of the spherical waves, and ƞ(z) is the beam phase angle [19]. Laser
beams are able to pass through different media; the light reflection occurs when it
arrives to the boundary separating two media of different optical densities, and
some of the energy is reflected back into the first medium [20]; taking this outset, if
a laser beam strikes a mirror, the reflection can be studied as a Gaussian propaga-
tion. In our case, the metallic surface will be modeled as a convex mirror. As it is
well-known, there is a relation between the focal length and the curvature radius of
a mirror. Using this relation the phase of the transmitted wave is altered to

φ x; zð Þ ¼ 2η zð Þ � kx2

z 1þ z02
z2

� �þ kx2

f
, (2)

where z0 is the initial Rayleigh distance and f is the focal length of the mirror
[21]. To study the propagation through a lens phenomenon, the Gaussian propaga-
tion equations are established in which ω0 and z0 turns into ω1 and z1, respectively,
after a distance f and they are calculated by

ω1 ¼ ω0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z02

f 2

� �r , (3)

z1 ¼ f

1þ f 2

z02
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This pair of equations involves how Gaussian beam propagates [21], so in order
to calculate the new beam waist in the propagation axis, we have

ω zp
� � ¼ ω1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ zp2

z12

� �s
, (5)

where ω(zp) is the new beam waist at zp which is the propagation distance.
The goal of this research is to reach a general relation between the strains caused

in any material by measuring with one laser beam, its reflection and relating it to a
focal length transformation. As we implicate the focal length, we need these Gauss-
ian propagation equations to calculate the changes in the focal length during the
compression test. Substituting Eqs. (3), (4) in (5) it can be deduced:

zp2

z04
� x2 þ x 1� ω zp

� �2
ω0

2

 !
� z02 ¼ 0: (6)

The parameter zp is calculated doing DIP, taking each area increment per second
during the compression test. Once the result from Eq. (6) is obtained, the variation
of the focal length is determined applying
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Originally developed in 1930 by Mathar [3], it is nowadays a standardized tech-
nique by the ASTM [4].
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curvature of objects; they are proposed as mirrors. The reflection caused by these
objects is seen in a CCD camera, and the pattern is studied with standard phase shift
techniques; most of the used objects are aspherical.

An image was defined as a two-dimensional function: f x; yð Þ where x and y are
plane coordinates and the amplitude f at any pair of coordinates x; yð Þ is called the
intensity referred as a gray level of the image at that point [9]. One of the first
applications of digital images was in the newspaper industry through the introduc-
tion of the Bartlane cable picture transmission system in the early 1920s, where
specialized printing equipment coded pictures for cable transmission and then
reconstructed them at the receiving end [9]. However, the image processing
method itself required storage and computational power; nevertheless, by this time,
it was not possible to talk about processing since the development of the computer
hadn’t arrived. One of the first works in this field was done by Harry Andrews [10],
whom introduced techniques in order to work with images as matrixes; another
book about the treatment of pictures was introduced by 1976 [11].

Digital image processing has been applied widely, in such cases as in control
level for industries [12], which is based on the treatment of a special light shape
generated by a laser, also measuring displacements in infrastructures by a matrix of
points [13]. Some researchers around the application in engineering are evaluating
the curvature of a pipeline using a parabolic function to determine its deformation
[14], analyzing the location of cracks in reinforced concrete by monitoring the
surface deformation with two cameras [15], strain measurements during film
stretching process following the digital changes of the marker [16], and measuring
the strain in time for standardized fatigue tests [17], among others.

In this chapter we introduce a novel methodology to measure the stress-strain
behavior of ductile materials; this technique uses a laser beam focused on the cross
section of a material probe which is under a compression test. We propose that the
materials (1018 steel and aluminum alloy) will act as optical spherical mirrors. This
is due to their surface transformation; the laser focuses in a surface which is
completely flat, and it will deform as a reaction of the compression test. Therefore,
the laser strikes this surface, and acting as a “mirror,” it will reflect and scatter the
beam. Thus, the reflected laser area will increase as the deformation increases. This
laser reflection is analyzed with Gaussian beam propagation equations by using
digital image processing to measure each increasing area. This is the procedure we
follow to obtain a relation between the laser-beam-free propagation and the strain,
which we propose to be similar to the cross-section deformation of both materials.
We show the accuracy, error, and sensitivity of the methodology, and we theoreti-
cally demonstrate how the laser beam spreads; the present research can be a suitable
technique as it only uses a single laser beam for stress-strain characterization.

2. Theory

2.1 Gaussian beam analysis

The Gaussian beam is the simplest, the most known, and the most worked
with, because its characteristics and evolution are well-known [18]. The amplitude
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function represented from Gaussian beams can be deduced by applying boundary
conditions in the optical resonator, where the laser radiation is produced; this
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" #
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where ω(zp) is the new beam waist at zp which is the propagation distance.
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in any material by measuring with one laser beam, its reflection and relating it to a
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The parameter zp is calculated doing DIP, taking each area increment per second
during the compression test. Once the result from Eq. (6) is obtained, the variation
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ξ ¼
f f � f i

f i
, (7)

where ff is the final focal length and fi is the initial focal length; following
this procedure, we obtained a dimensionless variable.

2.2 Compression tests

Mechanical tests are used to know the mechanical properties of materials; a
compression test enables the user to understand the behavior of a material under a
continuum axial load; from this test it is possible to obtain the stress-strain diagram
of any material [2]. In this chapter we worked with samples of steel with dimen-
sions of 2.5� 2.5� 2.2 cm and aluminum samples of 1� 1� 0.9 cm according to the
small-type standard dimensions [22]; all samples undergo into compression test
according to ASTM E-9 [22]. The tests were performed with a speed ratio of
0.2 cm/s up to 90 MPa for steel and up to 20 MPa for aluminum. Since we are
working on the elastic part of the diagram, therefore we can apply Hooke’s law:

σ ¼ E � ε, (8)

where σ is the engineering stress, E is the Young’s module of the material (200
and 70 GPa) for steel and aluminum, respectively, and ε is the engineering strain.
We propose that the experimental stress is going to behave similar to the Hooke’s
law; thus, we relate Eq. (8) to the focal length by

σ ¼ E � K � ξ, (9)

where K is a material coefficient proposed in this chapter and ξ is the dimen-
sionless value obtained in Eq. (7). The coefficient K is obtained from the relation
between the slopes of both graphs of interest: stress-strain diagram and DIP plot.

2.3 Theoretical analysis

In this research, we used a He-Ne laser with specific parameters such as initial
intensity, beam waist, and Rayleigh distance that are shown in its handbook [23].

In Figure 1 we plot Eqs. (1) and (2) substituting the results from Eq. (7), the
initial parameters of our laser and propagating formally this laser beam. In this
figure, we can observe that when the focal length increases, the beam waist has also
an increase, in this theoretical demonstration; we propose that these increments are
proportional as we assume that ε ≈ f.

By using Fresnel diffraction and the treatment of lens transmission [24],
we have

Uf u; vð Þ ¼ exp
ik
2f u2þv2ð Þ
h i

iλf
∗
ð ð∞

�∞

U x; yð Þ � tA � exp
ik
2f xuþyvð Þ
h i

dxdy, (10)

where

tA ¼ exp
ik
2f x2þy2ð Þ
h i

(11)
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and

U x; yð Þ ¼ exp � x2þy2ð Þ½ �: (12)

Replacing Eqs. (11) and (12) into Eq. (10), expanding formally and changing
coordinates, we obtain

U ρð Þ ¼ iπ
aλ f

exp
ik
2fþb2

4a

� �
�ρ2

h i
, (13)

where

a ¼ 1� ik
2f

� �
, (14)

b ¼ ik
f
, (15)

According to the present research, the initial area of the reflected laser was
A � 0.009 m2.

3. Methodology

As we established before, we use two ductile materials: steel and aluminum; in
total, seven samples were hand-sanded and polished in the same manner to mirror
grade in the laser-impact section, and they were placed in the machine perpendic-
ular to the piston to begin the compression test. A diagram of this method is shown
schematically in Figure 2a. The output of a He-Ne laser (L), with a wavelength

Figure 1.
Gaussian propagation: intensity profile.
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λ = 632 nm and a power of 1 mW, is placed 15 cm from the sample (Sa) in order to
irradiate the polished face, and then, the reflected beam impacts a screen (Sc)
which is placed 10 cm beside the laser beam and parallel to the sample. The material
is first completely flat, with no stress, and as it is compressed with the universal
machine (M), the size of the cross section will decrease as a reaction (Figure 2b).
During the tests, the deformation rate was 0.2 cm/s with duration of 5 min approx-
imately, and while they were taking place, the reflected light was recorded with a
video camera (Vc) which is placed in front and parallel to the screen aside the
sample. All tests were done at room temperature, and samples were compressed
around 2 mm.

When we finish the mechanical test, a post-processing is carried out:

1.First, we need to transfer the video from the video card to the computer.

2.Then, we use the free software called Video to JPG converter; it helps us to
divide the entire video into each frame. The software enabled us to turn our
videos with an average of 54 frames per second.

3.A program is written in Matlab® for digital image processing.

To do the image processing, we used some Matlab® toolbox functions, mention,
and describe them:

• imread: this function loads the image as a matrix.

• rgb2grey: this code turns the colored image into a gray scale level.

• im2bw: this is necessary to convert the image matrix into a binary code.

• bwarea: we call this function at the end of the code to calculate by binary code
the total area of the reflected laser beam.

Along Figure 3, we can observe how the code works: in Figure 3a it is seen how
imread works; when we call it, the image is loaded; for Figure 3b we can observe
how rgb2grey converts the colored image into a grayscale; in Figure 3c we called

Figure 2.
Experimental setup: (a) material with no strain; (b) the strained material will scatter light.
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im2bw to do a binary code of the image. At this step we can apply the function
bwarea to know the area of this “circle.”We can observe in Figure 3d and e how the
beam diameter increases, for a ti = 0 s and tf = Δt s. By following the methodology
described and using Eq. (6), we can obtain the change in the focal length and relate
it to the deformation in the material.

The code was written to repeat this process iteratively for every image. We
propose that the calculated area is the parameter ω(zp). Therefore Eq. (6) is used to
calculate the focal length. We know that as a result of doing a mechanical test, we
can obtain a stress-strain diagram; it is calculated through strain gages and special
software incorporated to the machine. At the end of the iterative process, we plot
the focal length differences following Eq. (7).

4. Results

Along this chapter, we have mentioned that we prepared four steel samples and
three aluminum probes, to test them under standardized compression test; for each
one we obtained two graphs of interest, the stress-strain diagram and the DIP plot;
Figure 4 shows these two graphs of interest. Figures 4–8 correspond to steel
samples.

In Figure 4a we show the stress-strain diagram obtained from the software of
the machine; in Figure 4b we can observe the related stress-focal length diagram
obtained by following the experimental procedure and using Eq. (9). In the graphs
we can observe a linear behavior. In section 2.2, we propose an equation related to
Hooke’s law, where the K value is calculated using the slopes of each graph and Δε is
taken from 0.1 to 0.3%ε. Therefore the calculated slope of the real stress-strain

Figure 3.
Image processing: (a) how the image is loaded; (b) grayscale image; (c) binary image; (d) initial beam
diameter; (e) beam diameter at t = ti + Δt.
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diagram is 0.00351 and for the experimental data is 0.001401; K coefficient
between them is 2.5.

In Figure 5 we show the first steel sample comparison between the real strain
(Real Def.) and the experimental related-strain (Exp. Def.); both are represented in
% as strain has no dimensions, and also some statistical results are shown in Table 1.
From here, the following graphs are going to be presented the same way.

We repeat this procedure for the next three samples, obtaining K factor and
comparing the real stress-strain diagram with the experimental plot and showing
the statistical results for each one.

For the second test, we can see in Table 2 that K factor remains in a value of 2.5;
in this test we obtained an accurate result of 88% as compared to the real graph. In
the third and fourth tests, we see in Tables 3 and 4 that the value of the proposed K
factor decreases to 2.4, but we obtained the same approach in reproducing the
stress-strain diagram.

In Figures 5 and 7, the behavior of the experimental graph is above the real
stress-strain diagram; for Figures 6 and 8, the behavior has an intersection—it first
starts below then crosses above it. We propose that the behavior of the area increase

Figure 4.
Stress-strain diagrams: (a) obtained from universal machine, (b) experimentally from optical treatment.

Figure 5.
Comparison between stress-strain diagrams for steel’s sample 1.
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is due to the material surface, as it was hand-sanded and polished; light is not
reflecting equally in every sample of material.

In Table 5 we summarize the accuracy and mean error for this four strain
measurements; we can observe that the mean accuracy of our methodology is 89%.

With this novel technique, taking the focal length as a parameter for measuring
the stress-strain relation of a material, we proved an 89% effectiveness following
standardized compression tests using steel samples; also we obtained a K value for
this material of 2.5, which establishes the relation between the slopes of the real and
the experimental graphs [25].

In this section, we present the statistical results and stress-strain diagrams
obtained from aluminum samples. We are following the same process by comparing
the DIP graph with the real stress-strain obtained from the universal machine

Figure 6.
Comparison between stress-strain diagrams for steel’s sample 2.

Figure 7.
Comparison between stress-strain diagrams for steel’s sample 3.
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Figure 8.
Comparison between stress-strain diagrams for steel’s sample 4.

First sample

K factor 2.5

Young’s modulus E 188 � 12 GPa

% difference from 200 GPa 11%

Standard deviation 0.011

Table 1.
Statistical result for steel’s sample 1 during the compression tests and Gaussian beam analysis.

Second sample

K factor 2.5

Young’s modulus E 188 � 12 GPa

% difference from 200 GPa 11%

Standard deviation 0.010

Table 2.
Statistical results for steel’s sample 2 during the compression tests and Gaussian beam analysis.

Third sample

K factor 2.4

Young’s modulus E 188 � 12 GPa

% difference from 200 GPa 11%

Standard deviation 0.012

Table 3.
Statistical results for steel’s sample 3 during the compression tests and Gaussian beam analysis.
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software. Figure 9 and Table 6 show the results for the first aluminum sample;
with this material we obtained a K value of 4.52 and an approach of 90%.

Using aluminum samples, we obtained similar approximations to the steel ones.
In Table 7 we can observe a K value of 4.54 and a slightly less approach than sample
1, obtaining 89%. In Table 8 we observe a K value of 4.5 and an approach of 88%.

By comparing Figures 9–11 to steel results, we can see that aluminum alloys
behave differently than steel ones. In these figures we can appreciate that the
experimental graph goes above the real diagram at the same point (0.08%). In
Figures 10 and 11, the experimental result goes first below, then above the real
stress-strain diagram. These differences, such as steel ones, are due to the sample
surface; during the process of making mirror-grade samples, we can accidentally
cause nonuniform surfaces, and thus light reflection is not always the same.

In Table 9 we summarize the accuracy and mean error for these three measure-
ments; it is seen that the mean accuracy of our method is 89%.

Fourth sample

K factor 2.4

Young’s modulus E 187 � 13 GPa

% difference from 200 GPa 11%

Standard deviation 0.013
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Statistical results for sample 4 during the compression tests and Gaussian beam analysis.

Sample Accuracy (%) K

1 89 2.5

2 89 2.5

3 89 2.4

4 89 2.4

Table 5.
Accuracy and error of the four tests.

Figure 9.
Comparison between stress-strain diagrams for aluminum’s sample 1.
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Figure 8.
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software. Figure 9 and Table 6 show the results for the first aluminum sample;
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With this developed technique, taking the focal length as a parameter for mea-
suring the stress-strain relation of a material, we proved an 89% effectiveness
following standardized compression tests using aluminum samples; we also
obtained a K value for this material of 4.5, which stablishes the relation between the
slopes of the real and the experimental graphs [26].

First sample

K factor 4.52

Young’s modulus E 63 � 7 GPa

% difference from 70 GPa 10%

Standard deviation 0.015

Table 6.
Statistical results for aluminum’s sample 1 during the compression tests and Gaussian beam analysis.

Second sample

K factor 4.54

Young’s modulus E 62 � 8 GPa

% difference from 70 GPa 11%

Standard deviation 0.013

Table 7.
Statistical results for aluminum’s sample 2 during the compression tests and Gaussian beam analysis.

Third sample

K factor 4.5

Young’s modulus E 61 � 9 GPa

% difference from 70 GPa 12%

Standard deviation 0.018

Table 8.
Statistical results for aluminum’s sample 3 during the compression tests and Gaussian beam analysis.

Figure 10.
Comparison between stress-strain diagrams for aluminum’s sample 2.
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Summarizing these tests, steel and aluminum, we observed that the present
methodology can measure the stress-strain relation of a ductile material with an
average error of 11%. We established that by recording the video, we obtained 54
images in average; therefore, we calculate the mean differences between measure-
ment in a 10-s time interval, thus to obtain the sensitivity of this methodology,
which resulted to 27 microdeformations.

5. Conclusion

The stress-strain relation of two ductile materials under standardized compres-
sion test was measured using one laser beam, its reflection, and digital image
processing treatment; we obtained 89% of accuracy and a relation of 27
microdeformation. Also it was demonstrated that the diameter of the laser reflec-
tion has an increment according to the increase in the focal length; we also showed
following Fresnel diffraction and the transmission through a lens that the compar-
ison between the reflected area and the experimental results is congruent.
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Figure 11.
Comparison between stress-strain diagrams for aluminum’s sample 3.

Probe Accuracy (%) K

1 90 4.54

2 89 4.52

3 88 4.5

Table 9.
Accuracy and error of the three tests.
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Chapter 4

Experimental and Theoretical
Investigation on the Shear
Behaviour of High Strength
Reinforced Concrete Beams Using
Digital Image Correlation
Touhami Tahenni and Thibaut Lecompte

Abstract

In this chapter an experimental investigation is carried out on high strength
concrete beams without transverse reinforcement and with transverse reinforce-
ment. The beams were tested in bending under two concentrated loads using the
technique of digital image correlation. In the test setup, the shear zone which is
defined by the area of beam between the support point and the loading point was
studied by the camera of high resolution. The Gom-Aramis software was used to
record and analyse the numerical images by determination of the deformation of
concrete in the compressed zone of the beam, to calculate the opening, the spacing
and the length of the diagonal cracks. The experimental shear strength of the beams
was compared with the theoretical values predicted by the different design codes,
such as the American ACI 318, the British Standard BS 8110, the European Eurocode
2, the New Zealand NZS 3101 and the Indian Standard IS456. The results show that
all the design codes underestimate the contribution of high strength concrete to the
shear resistance of reinforced concrete beams, and greatly overestimate the contri-
bution of transverse reinforcement. The European Eurocode 2 is the only one
among the four code models that gives the best prediction of the ultimate shear
strength of high strength concrete.

Keywords: beam, high strength concrete, shear capacity, cracking, digital image
correlation

1. Introduction

The shear behaviour of high strength concrete (HSC) beams is an interest
research despite the abundance of literature on the subject. However, the principal
of this solicitation remains insufficiently explained because up to now, there are no
analytical methods which give in detail the different factors influencing shear
capacity of HSC beams. For this reason, a number of empirical models, based on
testing reinforced concrete beams, are used by the different design codes through-
out the world to determine the shear strength of reinforced concrete beams, partic-
ularly in the seismic zone. Moreover, the HSC is considered as a new building
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material, and there is a lack of base data for shear strength of HSC beams, so all the
models proposed by the design codes and developed essentially for normal strength
concrete (NSC) were extrapolated to HSC, to validate the applicability of these
empirical methods to this material. More investigation work is then required to
cover this aspect and provide further information.

The present chapter aims to improve the structural behaviour of HSC beams
particularly the shear, and thus ameliorate the performance of the built environ-
ment to ensure an adequate durability of constructions.

The HSC presents a low resistance under shear [1–3] because the crack surfaces
are smooth and cross the aggregates particles as shown in Figure 1, which shows a
low contribution of the aggregates in the shear strength. However, the HSC is
characterised by high compressive strength and by better adhesion with steel rein-
forcement, which gives a best contributions of the compression zone and the dowel
action effect to the shear strength of HSC beams.

2. Experimental program

2.1 Materials used and concrete mix design

There is no single branded procedure available for mix proportion for HSC,
therefore careful selection of the materials is also effective in production of HSC
[4]. The ACI 318 [5] defines HSC as concrete with a compressive strength >41 MPa.

The concrete used to prepare the HSC beams is made from the following
constituents:

Cement: cement used in this work was an Ordinary Portland Cement of type
CEM I 52.5 N CE CP2 NF, and was provided by Lafarge group (cement of St-
Pierre-la-Cour of Laval in France). The density of this cement is 3160 kg/m3 and its
specific surface is 3520 cm2/g, therefore falling within the range of cements that can
formulate a HSC (between 3500 and 4000 cm2/g) [6]. The particle sizes vary
between 0 and 100 μm.

Fine aggregate: the sand used to make a HSC must have a modulus of fineness
greater than or equal to 2.8. The Sand with a modulus of fineness <2.5 makes the
concrete sticky and therefore difficult to compact and less resistant [7]. Rolled sand
from the Loire region in France, is used for the present work, with a granular class
of 0/4 (mm). The fineness modulus of this sand was measured at a value between
2.9 and 3.1. This sand also has a water demand of <0.5% of its mass.

Coarse aggregate: to make the HSC, the ideal granulate must be crushed,
cleaned, of regular shape, with a reduced angularity, and containing less flat parti-
cles or elongated [8, 9]. Crushed gravel from quartz, with a granular class of 4/15

Figure 1.
Diagonal cracking crossing the aggregates in HSC.
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(mm) is used for the present work. This gravel has a water demand of the order of
2–3% of its mass.

Fine mineral additions: fine mineral additions consisting of blast furnace slag
and limestone fillers. The slag additives were finely ground to give a specific surface
of 7000 cm2/g and were used in proportion of 10% by weight of cement. This type
of addition was provided by Ecocem in France. The fine limestone fillers is
Betocarb®HP-EB, manufactured by the Omya-Meac Group in France, and were
used in proportion of 23% by weight of cement. The mineral additives were used to
fill in the finer gaps between the aggregates and hence to improve the density and
the compactness of the concrete material.

Superplasticizer: a high range water reducing admixture (HRWRA) in a liquid
form, based on polycarboxylates (CHRYSO Fluid Optima 206), was used in a
proportion of 2.5% by weight of cement. It is interesting to add the superplasticizer
in 1/3 of the quantity with the mixing water to ensure the dispersion of the cement
grains, and 2/3 remaining at the end of mixing [10].

Water: potable tap water is used.
The mix designs used in making the HSC beams are presented in Table 1.

2.2 Mechanical properties of concrete

The compressive strengths of HSC used in making the beams without transverse
reinforcement and with transverse reinforcement were measured through the
crushing tests of cylindrical concrete specimens of 80 mm diameter by 160 mm in
height, using a press with capacity of 500 kN. Measurements of the longitudinal
compressive strains were carried out with the help of an extensometer (Figure 2)
and enabled the modulus of elasticity of the HSC. The results were recorded in a
data acquisition system (Figure 3) for the complete stress-strain curve of HSC
(Figure 4).

The tensile strength was also evaluated for the HSC by splitting tests of concrete
cylinders, 80 mm in diameter and 160 mm in height.

Figure 4 shows that the pre-peak behaviour is quasi-linear with greater rigidity,
and the average ultimate deformation (εcu = 2%) decreases with the increase in the
compressive strength, which is below the ultimate deformation required by the differ-
ent universal design codes (εcu = 3.5%) which reflects a decrease in ductility. It should
be noted that the HSC specimens exhibit brittle and explosive fracture resulting from a
lack of ductility, major disadvantage of this material, as shown in Figure 2.

The results of the compressive strength fc, the tensile strength ft and the modulus
of elasticity Ec of HSC are shown in Table 2.

2.3 Steel reinforcement

The longitudinal reinforcement composed of two high yield bars of 10 mm
diameters in the top zone of the beam (compression), two high yield bars of 8 mm
diameters in the bottom zone of the beam (tension) and 6 mm for the transverse
reinforcement in the form of stirrups, as shown in Figures 6(a) and 7. The steel was

Cement Slag
(10%)*

Limestone filler
(23%)*

Gravel Sand Water Admixture
(2.5%)*

W/C Slump test
(cm)

382.5 38.25 88.0 1029 700 148.8 9.56 0.38 15
*By weight of cement.

Table 1.
Mixing ingredients of HSC (kg/m3).
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material, and there is a lack of base data for shear strength of HSC beams, so all the
models proposed by the design codes and developed essentially for normal strength
concrete (NSC) were extrapolated to HSC, to validate the applicability of these
empirical methods to this material. More investigation work is then required to
cover this aspect and provide further information.

The present chapter aims to improve the structural behaviour of HSC beams
particularly the shear, and thus ameliorate the performance of the built environ-
ment to ensure an adequate durability of constructions.

The HSC presents a low resistance under shear [1–3] because the crack surfaces
are smooth and cross the aggregates particles as shown in Figure 1, which shows a
low contribution of the aggregates in the shear strength. However, the HSC is
characterised by high compressive strength and by better adhesion with steel rein-
forcement, which gives a best contributions of the compression zone and the dowel
action effect to the shear strength of HSC beams.

2. Experimental program

2.1 Materials used and concrete mix design

There is no single branded procedure available for mix proportion for HSC,
therefore careful selection of the materials is also effective in production of HSC
[4]. The ACI 318 [5] defines HSC as concrete with a compressive strength >41 MPa.

The concrete used to prepare the HSC beams is made from the following
constituents:

Cement: cement used in this work was an Ordinary Portland Cement of type
CEM I 52.5 N CE CP2 NF, and was provided by Lafarge group (cement of St-
Pierre-la-Cour of Laval in France). The density of this cement is 3160 kg/m3 and its
specific surface is 3520 cm2/g, therefore falling within the range of cements that can
formulate a HSC (between 3500 and 4000 cm2/g) [6]. The particle sizes vary
between 0 and 100 μm.

Fine aggregate: the sand used to make a HSC must have a modulus of fineness
greater than or equal to 2.8. The Sand with a modulus of fineness <2.5 makes the
concrete sticky and therefore difficult to compact and less resistant [7]. Rolled sand
from the Loire region in France, is used for the present work, with a granular class
of 0/4 (mm). The fineness modulus of this sand was measured at a value between
2.9 and 3.1. This sand also has a water demand of <0.5% of its mass.

Coarse aggregate: to make the HSC, the ideal granulate must be crushed,
cleaned, of regular shape, with a reduced angularity, and containing less flat parti-
cles or elongated [8, 9]. Crushed gravel from quartz, with a granular class of 4/15

Figure 1.
Diagonal cracking crossing the aggregates in HSC.
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(mm) is used for the present work. This gravel has a water demand of the order of
2–3% of its mass.

Fine mineral additions: fine mineral additions consisting of blast furnace slag
and limestone fillers. The slag additives were finely ground to give a specific surface
of 7000 cm2/g and were used in proportion of 10% by weight of cement. This type
of addition was provided by Ecocem in France. The fine limestone fillers is
Betocarb®HP-EB, manufactured by the Omya-Meac Group in France, and were
used in proportion of 23% by weight of cement. The mineral additives were used to
fill in the finer gaps between the aggregates and hence to improve the density and
the compactness of the concrete material.

Superplasticizer: a high range water reducing admixture (HRWRA) in a liquid
form, based on polycarboxylates (CHRYSO Fluid Optima 206), was used in a
proportion of 2.5% by weight of cement. It is interesting to add the superplasticizer
in 1/3 of the quantity with the mixing water to ensure the dispersion of the cement
grains, and 2/3 remaining at the end of mixing [10].

Water: potable tap water is used.
The mix designs used in making the HSC beams are presented in Table 1.

2.2 Mechanical properties of concrete

The compressive strengths of HSC used in making the beams without transverse
reinforcement and with transverse reinforcement were measured through the
crushing tests of cylindrical concrete specimens of 80 mm diameter by 160 mm in
height, using a press with capacity of 500 kN. Measurements of the longitudinal
compressive strains were carried out with the help of an extensometer (Figure 2)
and enabled the modulus of elasticity of the HSC. The results were recorded in a
data acquisition system (Figure 3) for the complete stress-strain curve of HSC
(Figure 4).

The tensile strength was also evaluated for the HSC by splitting tests of concrete
cylinders, 80 mm in diameter and 160 mm in height.

Figure 4 shows that the pre-peak behaviour is quasi-linear with greater rigidity,
and the average ultimate deformation (εcu = 2%) decreases with the increase in the
compressive strength, which is below the ultimate deformation required by the differ-
ent universal design codes (εcu = 3.5%) which reflects a decrease in ductility. It should
be noted that the HSC specimens exhibit brittle and explosive fracture resulting from a
lack of ductility, major disadvantage of this material, as shown in Figure 2.

The results of the compressive strength fc, the tensile strength ft and the modulus
of elasticity Ec of HSC are shown in Table 2.

2.3 Steel reinforcement

The longitudinal reinforcement composed of two high yield bars of 10 mm
diameters in the top zone of the beam (compression), two high yield bars of 8 mm
diameters in the bottom zone of the beam (tension) and 6 mm for the transverse
reinforcement in the form of stirrups, as shown in Figures 6(a) and 7. The steel was

Cement Slag
(10%)*

Limestone filler
(23%)*

Gravel Sand Water Admixture
(2.5%)*

W/C Slump test
(cm)

382.5 38.25 88.0 1029 700 148.8 9.56 0.38 15
*By weight of cement.

Table 1.
Mixing ingredients of HSC (kg/m3).
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tested under direct tension using a machine with capacity of 500 kN to determine
the Young’s modulus and the elastic limit. Measurement of the current deforma-
tions is carried out by Gom-Aramis software [11] using Digital Image Correlation
(DIC) technique (Figure 5). The test results give a Young’s modulus of 204 GPa and
an elastic limit of 500 MPa.

2.4 Beam specimens and testing procedure

A total of six reinforced HSC beams divided into two series were cast:

• The first series of beams without transverse reinforcement, noted ‘Series A’.

• The second series of beams containing transverse reinforcement in the form of
stirrups, noted ‘Series B’.

Figure 3.
Data acquisition system for the compression test.

Figure 2.
Concrete cylinder compression test.
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To find a precision in the experimental results, three beams were tested in each
series.

The beams were tested under monotonic static loading using a 250 kN servo-
controlled hydraulic jack (Figure 8). The details of the beams tested are presented
in Table 3. It is noted that the value of shear-span/effective depth ratio (a/d) is
within the a/d ranges leading to a dominant shear behaviour which results in a shear
failure of the reinforced concrete beams [6, 12–16].

Figure 4.
Stress-strain curve in compression of HSC.

fc (MPa) Ec (GPa) ft (MPa)

65 (�3) 45.2 (�5) 6 (�1)

Table 2.
Average mechanical properties of HSC.

Figure 5.
Direct tensile test and measurement of the steel deformations by Gom-Aramis software (using DIC).
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Figures 6 and 7 illustrate the casting of the beams and the detail of reinforce-
ment. A highly sensitive video camera was used to detect the development of
cracks, monitor the evolution of the diagonal cracks as the load was gradually
increased and measure their widths (Figure 8). The analysis of the DIC is

Figure 6.
Formwork and manufacture of beams. (a) Beams with stirrups, (b) beams without stirrups, and (c) casting of
beams.

Figure 7.
Reinforcement of the beam and the flexural devise.

Figure 8.
Four-point bending test with the camera.
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performed by Gom-Aramis software [11] (Figure 9) to obtain the deformation of
concrete and to monitor the crack evolution in terms of width, spacing and length.

3. Analysis of results

3.1 Development of cracks and failure modes of the beams

The vertical flexural cracks are the first type developed in the bottom zone of
beam between the two point landings; this is the tension zone. The effect of stirrups
is considered negligible before the formation of the diagonal cracking. From a
loading rang of 60–70% of total ultimate load, the diagonal crackling is occurred
from the flexural cracks (Figure 11(b)) within the shear zone between the support
of the beam and the loading point (Figure 10(b)). In the Series A of the beams, the
diagonal cracking formed independently of flexural cracks. When this cracking
presents a sufficiently width, the failure was also by diagonal cracking as shown in
Figure 10(a). This mode of failure is designated by shear.

The addition of the transverse reinforcement in the Series B of the beams retards
the appearance of the diagonal cracking and limits their opening and therefore
prevents the shear failure of the beam and changes the failure mode of the beam,
from shear to flexure. When the diagonal cracking is sufficiently penetrated in the
compression zone between the two loading points, the concrete is crushed as shown
in Figure 10(b). This mode of failure is designated by shear-compression. This
series of beams showed no cracking along the longitudinal reinforcements and have
developed many diagonal cracks. Generally, the diagonal cracking is inclined of
about 45° with the longitudinal axis of the beam as shown in Figures 10(a) and 11(d).

Identification of beams b (mm) h (mm) d (mm) a/d ρs (%) ρw (%) fy (MPa)

Series A 100 150 135 2.2 1.16 0.00 500

Series B 100 150 129 2.3 1.16 0.56 500

b = width of beam; h = height of beam; a/d = shear-span/effective depth; ρs = longitudinal reinforcement ratio;
ρw = transverse reinforcement ratio; fy = yield strength of longitudinal reinforcement.

Table 3.
Details of the tested beams.

Figure 9.
Image analysis by Gom-Aramis software.
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Table 4 gives the average experimental results of the first crack loads (Pcr), the
diagonal cracking loads (Pd) and the total ultimate loads (Pu) for all tested beams.
The presence of the transverse reinforcements improves the resistance reserve of
the beams beyond the diagonal cracking. An increase in the ultimate load varies of
around 50% has been recorded for the Series B by comparison to Series A. Compa-
rable results have been reported in the literature [12–15] on reinforced concrete
beams made of different strength of concrete ranging from 20 to 68 MPa. This
shows that the effect of the transverse reinforcement is practically the same in any
type of concrete.

A typical monitoring of a diagonal cracking using DIC is shown in Figure 11.

Figure 10.
Cracks and failure patterns of beams. (a) Failure of Series A (HSC beams without transverse reinforcement)
and (b) failure of Series B (HSC beams with transverse reinforcement).
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Figure 11.
A sequence of crack development within a shear zone in Series B (photos obtained by digitizing video Gom-
Aramis). (a) At 24% of ultimate load—no cracking in the shear zone. (b) At 60% of ultimate load—inclined
cracking (width = 0.01 mm). (c) At 70% of ultimate load—diagonal cracking (width = 0.04 mm). (d) Just
prior to failure—diagonal cracking (width = 0.16 mm).
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3.2 Load-deflection characteristics

One LVDT was attached to the bottom surface of the beams at mid-span to
measure the deflection. From the load-deflection curves (Figure 12), it can be seen
that the behaviour of the beams with transverse reinforcement (Series B) shows
three main phases:

• Phase I: presents a linear form where the deflection increases at the same time
as the load; this is the elastic behaviour of the beams up to the appearance of
the first flexural crack.

• Phase II: a second phase of linear form after the occurrence of the first flexural
crack. The deflection increases with the load but with relatively higher values.
In this phase, the cracks are sufficiently developed in length and opening, the
Series A of the beams (without transverse reinforcement) lose their rigidity
and fail without undergoing further sufficient deflection (Figure 13) compared
to those containing transverse reinforcement (Series B).

• Phase III: corresponds to the plastic behaviour of the beams,where the deflection is
not proportional to the loadwith higher deformation of concrete before the failure
of the beams. This phase illustrates the ductile behaviour as shown inFigure 14.

3.3 Shear analysis of HSC beams

3.3.1 Theoretical analyses of the shear force

The ultimate shear force Vu in ‘kN’ of reinforced concrete beam is determined
by the contribution of the compression zone Vcy, the contribution of the aggregate

Identification of beams Pf (kN) Pd (kN) Pu (kN) Mode of failure

Series A 16.50 43.79 60.00 Shear

Series B 18.75 60.62 86.18 Flexion shear-compression

Table 4.
Diagonal cracking load and ultimate load of the tested beams.

Figure 12.
Load-deflection curves for the HSC beams.
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interlocking Vay, the contribution of the longitudinal reinforcement Vd and the
contribution of the stirrups Vs as shown in Eq. (1) and Figure 15. This can be
written as:

Vu ¼ Vcy þ Vay þ Vd þ Vs (1)

Vcy þ Vay þ Vd
� �

expresses the shear resistance of concrete Vc, and the Eq. (1) is
simplified as follows:

Vu ¼ Vc þ Vs (2)

The three shear forces which present the contribution of the concrete to shear
strength are evaluated by Taylor [17] and by Paulay and Fenwick [18] as follows:

• Vcy = 20–40% of Vu

• Vay = 35–50% of Vu

• Vd = 15–25% of Vu

Figure 14.
Ductile behaviour (Series B).

Figure 13.
Brittle shear failure (Series A).
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Figure 16 shows the contribution of the different components of ultimate shear
force (Vu) in a reinforced concrete beams as shown in Figure 14 and given by
Eq. (1).

Table 5 presents the theoretical models to determine the ultimate shear strength
of reinforced concrete beams, given by the different universal design codes.

3.3.2 Comparison between test results and theoretical predictions of the shear strength

Figure 17 shows the experimental and the theoretical ultimate shear forces
predicted by the five universal design codes presented in Table 5 above, for two
series of beams. The Series A is not transversely reinforced (Vs = 0) so the ultimate
shear force of this series represents the contribution of concrete to the shear resis-
tance (Vc). As shown in this figure, the five models underestimate the contribution

Figure 15.
Mechanism of shear forces in a beam with transverse reinforcement [15].

Figure 16.
Distribution of shear force in a reinforced concrete beams [17].
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of HSC material to the shear strength of reinforced concrete beams. An average
around 40% of underestimating was recorded. Among the five models, The Euro-
pean Eurocode 2 gives the best predictions with underestimating of around 24% the
shear strength of HSC beams. By comparison, the Indian Standard IS456 is the most
conservative to predict the ultimate shear force of HSC beams with a prediction of
around 65% below the experimental results. This requires more effort and research
to extrapolate and to valid these models developed essentially for normal strength
concrete to HSC and therefore faithfully reflect the contribution of this new
material to the shear strength of reinforced concrete beams.

Codes Model of the total ultimate shear force Vu (kN) Explanation

ACI 318 [5] Vu ¼ 1
7

ffiffiffiffi
f c

p þ 120ρ d
a

� �
bwdþ Avf svd

s
fc = cylinder compressive strength
fck = characteristic compressive

strength = fc/0.8
d = effective depth of beam

a = shear span
bw = width of beam

Av = section of stirrup
fsv = yield strength of stirrups

s = stirrups spacing
ρ = As/bwd

As = section of longitudinal
reinforcement

fcu = cube compressive strength
γm = material partial safety factor

for shear, taken as 1.25
α = inclination of stirrups

(α = 90°)
θ = angle between inclined concrete
struts and the main tension chord

(θ = 45°)

k ¼ 1þ
ffiffiffiffiffiffi
200
d

q
, d (mm)

z = lever arm = 0.9d

BS 8110
[19]

Vu ¼ 0:79
γm

100ρð Þ13 400
d

� �1
4 f cu

25

� �1
3
bwdþ 0:87 Avf svd

s for

a/d ≥ 2

Vu ¼ 2 d
a

� �
0:79
γm

100ρð Þ13 400
d

� �1
4 f cu

25

� �1
3
bwdþ 0:87 Avf svd

s

for a/d < 2

Eurocode 2
[20]

Vu ¼ 0:18 k: 100:ρ:f c
� �1

3

h i
bwdþ Avf svz cot θþ cot αð Þ

s sin α

NZS 3101
[21]

Vu ¼ 0:07 þ 10ρð Þ ffiffiffiffi
f c

p
bwdþ Avf svd

s

Indian
Standard
IS456 [22]

Vu ¼ 0:85
ffiffiffiffiffiffiffiffiffi
0:8f ck

p ffiffiffiffiffiffiffiffi
1þ5β

p
�1

� �
6β bwdþ Avf svd

s

where β ¼ 0:8f ck
6:89 100ρð Þ>1

Table 5.
Theoretical models of the ultimate shear strength given by different codes.

Figure 17.
Experimental and predicted values of the shear strength of HSC beams.
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The Series B of the beams is transversely reinforced by stirrups, the ultimate
shear force of this series represents the contribution of concrete (Vc) and the
contribution of stirrups (Vs) to the shear strength of HSC beams. The ultimate shear
strength of this series is also shown in Figure 17. The concrete contribution Vc

represents 70% of the total shear force and the steel contribution Vs represents 30%.
Therefore, the presence of the transverse reinforcement has improved the ultimate
shear strength of HSC beams by around 30%. The five design codes greatly
overestimate the contribution of the stirrups to the shear strength of HSC beams.
An average overestimation is around 45% was recorded. This is due to the fact that
the contribution of the stirrups to the shear strength developed in the five code
models is based on the yielding of this reinforcement; this is the Ritter [23] and
Mörsch [24] truss analogy. The analogy proposes that a reinforced concrete beam
failing after yielding of the transverse reinforcement, and before the crushing of
concrete. In all tested beams, the failure mode is characterized by crushing of
concrete after the complete penetration of the diagonal cracking in the compression
zone of the beam as shown in Figure 10(b), and in the same time the transverse
reinforcements have not yielding. The contradiction between the analogy of Ritter
and Mörsch and the experimental observations led to a greatly overestimation of the
transverse reinforcement contribution to the shear strength of reinforced concrete
beams.

On adding up the contribution of concrete and the contribution of the stirrups to
the shear strength of HSC beams, Eurocode 2 seems to give the best predictions for
the ultimate shear strength compared to other code models.

The five universal design codes require more refinement to reflect the real
contributions of both materials; the HSC and the steel reinforcement, to the shear
resistance of high strength reinforced concrete beams.

4. Conclusion

A Series of high strength reinforced concrete beams under shear was investi-
gated. The effects of the concrete and the transverse reinforcement on the shear
behaviour of the beams were verified. The experimental and the theoretical results
led to the following conclusion:

• The HSC is sudden, expressing the brittleness and the low ductility of this
material.

• The Series A of beams, without stirrups exhibit a relatively fragile behaviour.

• The addition of the stirrups in the Series B of the HSC beams, improves the
ductility of this series. The improvement of the ductility is particularly needed
in the regions of higher seismicity to avoid the catastrophic failure of
structures.

• The diagonal cracking is efficiently restrained by the stirrups, because their
occurrence is delayed and their opening is very fine and did not exceeds the
serviceability limit of crack width (Wk = 0.3 mm).

• The digital image correlation technique gives best and very precise results.

• The ultimate shear resistance of HSC beams is increased with the presences of
the stirrups. An increase of around 50% was recorded.
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• The contribution of the HSC to the shear resistance of reinforced concrete
beams was underestimated by the five universal design codes, and in the same
time, the contribution of the stirrups was overestimated. These design codes
need more refinement to reflect and to ascertain the improved shear strength
of high strength reinforced concrete beams.
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Chapter 5

Implementation of an Artificial
Vision System for Welding in the
Retrofitting Process of a Robotic
Arm Industrial
Yomin Estiven Jaramillo Munera, Jhon Edison Goez Mora,
Juan Camilo Londoño Lopera and Edgar Mario Rico Mesa

Abstract

An industrial approach to the use of artificial vision is worked, and we are
searching for the improvement of the welding process using a robotic arm. These
kinds of robots in the last years have been associated to high accuracy tasks like
classification, welding, object manipulation, assembly, and so on. Generally, the
artificial vision is not used in works which use manipulator arm; this is normally
due to the robot programmer who plans the robot task, which is executed cyclically,
however, there are some approaches where different tasks using artificial vision are
implemented. In this chapter, we present a retrofitting process of a manipulator
welder arm Miller MR-2000, and the development of an artificial vision system,
which could be used in the positioning of the machine. The developed system is able
to look for areas suitable for the welding task between two pieces of material within
a workspace; this process is possible using techniques of computational vision and
image processing. Subsequently, the algorithm calculates the number of welding
points based on the area identified previously, and finally, it sends the respective
coordinates by means of G code to the robot for welding the pieces.

Keywords: robotic arm, welding system, palletizing robot, kinematics

1. Introduction

Many works related with manipulators arms have been developed since the first
patent of anthropomorphic industrial robots was presented in 1973 [1]. These kinds
of robot were thought to carry out a complex task in industries which represented
great physical loads, or some kinds of risks for the workers. In addition, they used to
be related with the search of the improvement of quality and production [2–4].
Currently, these robots have been associated to high accuracy tasks like classifica-
tion, welding, object manipulation, assembly, and so on.

Artificial vision is a topic which is getting strength in the last years, which can be
seen in several works where the artificial vision is used in different applications of
accuracy and classification as is presented in [5, 6]. Nevertheless, the artificial
vision is not constantly used in works which make developments with manipulator
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arms; this is normally due to the robot programmer who plans the given robot task,
which is executed cyclically [7]. However, some authors present approaches where
they implemented different tasks using artificial vision; an example is presented in
[8], where the artificial vision is shown as an alternative to guarantee the security of
the manipulator arms against collisions, instead of using sensors. On the other hand,
in [9], it is shown how an object manipulator robot, which is able to distinguish
between different pieces of cutlery, was designed; they divided their work in two
stages: the first stage includes the recognition of the objects through computer
vision algorithms and finding the coordinates of the objects; and the second stage is
the realization of the movement of the robot to the found coordinates using the
forward kinematic, and in addition, by means of descent gradient method. A similar
approach was shown in [10], where the authors presented a prototype of a system
that classifies the rocks that feed the grinding process in a concentration plant; in
this case, the researchers use a 2D artificial vision system that estimates the size of
the rocks based on their area and distinguishes them; nevertheless, their results are
ambiguous because they did the images acquisition statically in a dynamic system.

In the case of the welding robot arms, when we can integrate technologies like
artificial vision and computational intelligence with industrial robot, it is possible to
adapt us to multiple environments and different types of processes, which are very
attractive. The principal reason to do this implementation is to search a reduction in
production times and an increase in the efficiency of the welding process. Develop-
ments as discussed earlier in this chapter take strength because most of the tech-
nologies currently available are very expensive for medium and small companies.

The aim of this chapter is to include an artificial vision system in the retrofitting
robotic arm process. For this purpose, an old robot manipulator supplied by a
company was used, and its behavior was checked. In the general review of the
system, it was observed that it cannot make complex moves due to failures in the
system, associated mainly to encoders of the servomotors. A new panel control was
designed, and in addition, an open source software was implemented to integrate
the welding process with artificial vision, in order to locate spatially the working
pieces. In this section, the kind of robot arm, camera, and the welding system are
described in a deeper way. The methodology of each stage of the project is
explained, based on the robot arm kinematic and the generation of a G code with
the intersection points of the pieces. A similar work as proposed in this chapter is
presented in [1], where the retrofitting of an industrial robot is developed; this
work is specially related with ours because the authors showed a modernization of
an old robot arm, and besides, they did a comparative study related with the
numerical control machines controllers integration using LinuxCNC controller and
MatLab/Mach3, where they concluded that LinuxCNC is a better solution because it
needs few hardware resources in comparison with Mach3/MatLab alternative; in
addition, the license does not have any cost, however this work does not use
artificial vision in the positioning of the tool.

2. Materials and methods

Before starting with the implementation of the artificial vision system, it was
necessary to carry out a general adjustment of the robot. This process has several
stages which involve hardware conditioning and considerable work in software
development. The methodology addressed in this chapter is presented in Figure 1.

In this section, the kind of robot arm, camera, and the welding system are
described in a deeper way. In addition, the methodology of the development of each
stage of the project is explained.
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2.1 Robot arm

An MR-2000 welding robot Miller manufactured in 1995 is used for the devel-
opment project, as shown in Figure 2. The robot spent several years deteriorating,
and at the time of the evaluation, several errors in the motherboard and the
encoders of the servomotors were found. This made impossible to use the original
hardware and software.

The arm counts with a morphology of a palletizing robot, 6 freedom grades, and
an approximated weight of 353 lb (160 kg). Due to the bad condition of the robot, a
total rebuild of the control panel was made; for these modifications, several com-
ponents were required and the most representative of them are exposed in Table 1.

Taking as reference the architecture of palletizing robot presented in [11], the
control of the heaviest parts of the robot (base, big forward arm, and big back arm)
is designed so that three servomotors of great power (1.0 kW) are responsible for
global robot movements. Another three servomotors of 0.12 kW control the
remaining pieces which are more focused in the final tool orientation (forearm,
wrist, and a grabber). Also, the control includes computational hardware that con-
tains the OS Linux and the vision system for the location and control of the arm.

2.2 Software-robot link

An intensive search was made for the selection of the most appropriate software
for arm control; taking that into count, we realized that some of the programs in the
middle are made by people who do not find a good option for this application;

Figure 1.
Methodology description.

Figure 2.
Welding robot Miller.
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arms; this is normally due to the robot programmer who plans the given robot task,
which is executed cyclically [7]. However, some authors present approaches where
they implemented different tasks using artificial vision; an example is presented in
[8], where the artificial vision is shown as an alternative to guarantee the security of
the manipulator arms against collisions, instead of using sensors. On the other hand,
in [9], it is shown how an object manipulator robot, which is able to distinguish
between different pieces of cutlery, was designed; they divided their work in two
stages: the first stage includes the recognition of the objects through computer
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the realization of the movement of the robot to the found coordinates using the
forward kinematic, and in addition, by means of descent gradient method. A similar
approach was shown in [10], where the authors presented a prototype of a system
that classifies the rocks that feed the grinding process in a concentration plant; in
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ambiguous because they did the images acquisition statically in a dynamic system.
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In this section, the kind of robot arm, camera, and the welding system are
described in a deeper way. In addition, the methodology of the development of each
stage of the project is explained.
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2.1 Robot arm

An MR-2000 welding robot Miller manufactured in 1995 is used for the devel-
opment project, as shown in Figure 2. The robot spent several years deteriorating,
and at the time of the evaluation, several errors in the motherboard and the
encoders of the servomotors were found. This made impossible to use the original
hardware and software.

The arm counts with a morphology of a palletizing robot, 6 freedom grades, and
an approximated weight of 353 lb (160 kg). Due to the bad condition of the robot, a
total rebuild of the control panel was made; for these modifications, several com-
ponents were required and the most representative of them are exposed in Table 1.

Taking as reference the architecture of palletizing robot presented in [11], the
control of the heaviest parts of the robot (base, big forward arm, and big back arm)
is designed so that three servomotors of great power (1.0 kW) are responsible for
global robot movements. Another three servomotors of 0.12 kW control the
remaining pieces which are more focused in the final tool orientation (forearm,
wrist, and a grabber). Also, the control includes computational hardware that con-
tains the OS Linux and the vision system for the location and control of the arm.

2.2 Software-robot link

An intensive search was made for the selection of the most appropriate software
for arm control; taking that into count, we realized that some of the programs in the
middle are made by people who do not find a good option for this application;

Figure 1.
Methodology description.

Figure 2.
Welding robot Miller.
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therefore, they choose to design and build their own software. These approaches
have an open architecture but with much work to develop and some are unavailable.

The software used to control the robot arm is designed to CNC type machines,
however, it can be implemented the kinematics of different kind of robots and all
the instructions and protocols to move until a 9-Axis robot. LinuxCNC is a software
widely known in robotic applications and has several advantages in respect to others
[1]. It is integrated with an interface to control and monitor each move of the
servomotor in a join or world mode. The software was configured using the MESA
i525; this device is a general purpose FPGA based programmable I/O card for the
PCI bus, and it uses standard parallel port pinouts and connectors for compatibility
with most parallel port interfaced motion control/CNC breakout cards/multi-axes
step motor drives; for this interface, a new parallel breakout board is designed by
means of a digital optocoupled connection between the mesa 5i25 and the
servodrivers; the capacitive sensor which are considered as the home switch of the
robot also receives signals; this sensor is the physical mean to enable all the arm
controls and has the connection of the stop control that disables the robot’s hard-
ware and software. Two of these boards are implemented, the first one for the axes
0, 1, and 2 and the other one for the axes 3, 4, and 5 distributed by the type of
servodriver that drives each axis [12]. They have the compatibility to receive a
numerical program (G code) for the movement of the robot, which makes possible
the integration between the control of the robot and the algorithm that uses com-
puter vision to locate the working pieces, and it generates the spacial coordinates
XYZ of the welding points through a G code loaded in LinuxCNC. In order to set the
MESA 5i25 for working with our electronic boards that were previously made, a
custom firmware is installed in the board, where the pin inputs and pin outputs are
set based on the pin distribution of our control system.

It is necessary to make the initial configuration of the machine in PNCconf of
LinuxCNC, that is a helped interface which leads to user in the set up of machines
which use MESA boards; however, PNCconf has several limitations from its inter-
face, and usually, it is necessary to make modifications in the principal configura-
tion files created by this software; those files have the :ini and :hal extensions,
respectively. Normally, the modifications in the configuration files are related to the
number of joint of the machine, because the interface is not possible to set more
than four of them.

2.3 Kinematics development

Kinematics is a common problem in the development of software for the
manipulation of the robotics arm due to math complexity. Typically, robotic arms

Description Quantity

Servomotor 880-DST-A6HKB 3

Servomotor 11A-DST-A6HKB 3

DYN4-H01A2-00 3

DYN2-TLA6S-00 3

Computational Hardware 1

I25 Superport FPGA based PCI 1

Artificial vision system 1

Table 1.
Materials.
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have a setup serial where each articulation depends on the previous articulation. For
the case of the robots type serial, the system can be defined by Denavit-Hartenberg
parameters [13]. This approach uses homogeneous transformations by means of
matrices, as this method is frequently used. Our robot is not a serial robot. The MR-
2000 has a palletized [11, 14] extension that belongs to the joint 3. By this motive, it
was necessary to develop a model kinematics which is able to work with that
geometry.

The movements of a robotic arm are described by two types of kinematics,
forward kinematics and inverse kinematics.

• Forward kinematics: this is a procedure to get the coordinates in our reference
plane [XT, YT, ZT, A, B] taking as reference the angular positions of each joint
of the system [θ1, θ2, θ3, θ4, θ5]. This kind of kinematics is worked in
LinuxCNC from joint mode.

• Inverse kinematics: this principally seeks to find the angular positions [θ1, θ2, θ3,
θ4, θ5] of each joint based on spatial coordinates [XT, YT, ZT, A, B] given. In
this case, multiple solutions are possible. Therefore, it is quite important to
define the restrictions of the robot. This kind of kinematics is worked in
LinuxCNC from world mode.

Figure 3.
Top view of the robot.

Figure 4.
Side view of the robot.
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matrices, as this method is frequently used. Our robot is not a serial robot. The MR-
2000 has a palletized [11, 14] extension that belongs to the joint 3. By this motive, it
was necessary to develop a model kinematics which is able to work with that
geometry.

The movements of a robotic arm are described by two types of kinematics,
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An approximation to the structure of the robot is presented in Figures 3 and 4,
where it is possible to observe the different parameters involved in the kinematics
of the robot.

LinuxCNC has a module of kinematics that allows loading a file of code C++
previously compiled with the model of the kinematics of the robot. In this file, both
kinematics should be defined for the complete functioning of the robot.

2.4 Artificial vision system

The camera used is the Blackfly of 1.3 MP that has the following characteristics:
resolution of 1288 � 964 px, type of CCD sensor, pixel size of 3.75 μm. This type of
camera is manufactured for applications of artificial vision. It has robust features
and captures precise images to contribute to the image processing stage.

3. Results

3.1 Kinematics development

In order of setting the kinematics of the robot in LinuxCNC, it is necessary to
define the forward kinematics and the inverse kinematics. Therefore, it is necessary
to describe mathematically both kinematics. This work is done by linking the input
parameters with the output parameters with the help of geometry. The geometrical
parameters (GP) of MR-2000 are shown in Table 2.

3.1.1 Forward kinematics

As described earlier in Section 2.3, the forward kinematics allows to find our
coordinates [XT, YT, ZT, A, B] from the values of the angles of each joint, taking
into count the value of the parameters [θ1, θ2, θ3, θ4, θ5] (See Figures 3 and 4).

Knowing this, the coordinates are calculated as follows:

b ¼ �a1 sin θ3ð Þ þ L2 cos θ3ð Þ � a2 sin Að Þ þ L3 cos Að Þ þ L1 cos θ2ð Þ þ a0 (1)

XT ¼ b ∗ cos θ1ð Þ (2)

YT ¼ b ∗ sin θ1ð Þ (3)

ZT ¼ L1 sin θ2ð Þ þ a1 cos θ3ð Þ þ L2 sin θ3ð Þ þ a2 cos Að Þ þ L3 sin Að Þ þ d0 (4)

A ¼ θ3 þ θ4 (5)

GP of the arm Value

a0 300 mm

a1 100 mm

a2 0 mm

d0 300 mm

L1 500 mm

L2 700 mm

L3 500 mm

Table 2.
Parameters of robot.
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B ¼ θ5 (6)

XT and YT are located in Figure 3, and ZT, A, and B in Figure 4. Based on the
above, the LinuxCNC system can find the final position of the robot in the system of
coordinates [XT, YT, ZT, A, B] in the joint mode.

3.1.2 Inverse kinematics

In order to find the values of angular positions based on the spatial coordinates,
the following equations are developed:

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2

T þ Y2
T

q
(7)
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θ4 ¼ A� θ3 (12)

θ5 ¼ B (13)

For the execution of a welding process, it is necessary that the robotic arm meets
a series of requirements related to the precision and straightness in the movement
of the axes. These parameters are necessary for taking the robot to work under the
welding standards of parts. To verify the precision in the displacement of the axes, a
dial comparator is placed as shown in Figure 5 and the moving each axis is mea-
sured, so that the following results are obtained.

Commands by MDI (Command Line Interface) was sent to test the move of the
robotic arm and the kinematics. The result of these moves is shown in the Table 3,
where the precision of the arm is measured with a digital dial comparator with a
resolution of 0.01 mm. The results show a maximum difference of 0.16 mm being
permissible for the application in which it will be employed. Each axis is assembled
as in Figure 5, in which the indicator is located parallel and centered to the axis to
be measured.
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be measured.
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3.2 Artificial vision system

An algorithm of computational vision is implemented in the welding process
to locate spatially the pieces respect to the robot coordinates. The camera is set
perpendicular to the working area at a fixed coordinate XYZAB with respect to the
center robot position; the CCD makes the capture of the image that contains the
pieces to be weld. OpenCV is used for the segmentation process and it is performed
applying filters and morphological operation to determine the area of contact to be
weld; this area becomes a straight line and the points that will be used for the
creation of G code will be loaded in the numerical control.

For the processing of the images, the capture of the pieces to be weld is made,
as can be seen in Figure 6. The working pieces are located on a surface that

Figure 5.
Digital indicator.

Displacement Axis (X) Axis (Y) Axis (Z)

To 1 (mm) 0.98 0.96 0.99

To 1.5 (mm) 1.48 1.46 1.47

To 2.5 (mm) 2.46 2.45 2.47

To 5 (mm) 4.88 4.84 4.90

Table 3.
Movements.

Figure 6.
Original image.
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contrasts with the color of the pieces to facilitate the segmentation and identifica-
tion of the edges.

Subsequently, the image is converted to a gray scale, and a Sobel filter is applied
to create an image emphasizing edges. The resulting image can be observed in
Figure 7; this process was made with the aim of being able to identify the possible
closeness of the working pieces.

Before the pieces are segmented to highlight the edges, a morphological opera-
tion of closing is made to eliminate small gaps (filling them) and join components
connected nearby. The kernel used is the structuring element of a rectangle of 1 � 8
pixels. The result is presented in Figure 8, where the space that separates the two
pieces was totally filled.

In the last process, it is possible to highlight the suitable area for the welding
process; the algorithm is able to do it due to a Gaussian filter that is applied to
eliminate the rest of the edges of the piece and leave only the highlighted union of
both. With the segmentation process done, the line that traces the union of the
pieces is transformed into points that will be used to coordinate to which the arm
must reach to carry out the welding process.

To verify the precision of the algorithm, several probes are made to check the
real coordinates and the coordinates calculated from the computer vision. In this
process, the values of the location of the camera and the relationship of the pixels
and the location XYZAB change according to the precision of each servomotor.

Figure 7.
Edge detection.

Figure 8.
Welding trajectory.
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4. Conclusions

The trials show that the kinematics is the main factor that is needed for produc-
ing the natural movements of the robotic arm. Respect to the welding process, we
can observe that the system achieves to be in the right standards for the develop-
ment of the process. Finally, based on the results of the artificial vision phase, it is
correct to say that the segmentation and edges identification process are successful,
and therefore, it is possible to perform this process within the typical ranges of
separation of pieces for a welding process.
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4. Conclusions

The trials show that the kinematics is the main factor that is needed for produc-
ing the natural movements of the robotic arm. Respect to the welding process, we
can observe that the system achieves to be in the right standards for the develop-
ment of the process. Finally, based on the results of the artificial vision phase, it is
correct to say that the segmentation and edges identification process are successful,
and therefore, it is possible to perform this process within the typical ranges of
separation of pieces for a welding process.
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Chapter 6

EBSCO Discovery Service (EDS) 
Usage in Israeli Academic Libraries
Riki Greenberg

Abstract

Awareness to the problem that different search interfaces discourage patrons’ use of 
library information sources has led academic libraries to implement web-scale discov-
ery services. These services offer the user a “Google-like” search experience of library 
resources. This study aims to explore library professionals’ satisfaction, patrons’ 
information behavior, and use of EDS discovery tool service in academic libraries in 
Israel. Mixed research methods were used in this study: qualitative and quantitative. 
Qualitative research methods are through content analysis of library directors’ inter-
views, and quantitative research method is through collected library metrics (from 
Google analytics) data analysis, regarding usage patterns and search session analysis. 
The study aims to gain insight regarding library implementation and patrons’ informa-
tion behavior of the EDS discovery tool, in Israeli higher education institutions.

Keywords: information behavior, academic libraries, Israel, EDS discovery service, 
search in the library

1. Introduction

Academic libraries are committed to providing their patrons with an easy and 
intuitive search experience, similar to what they expect from their favorite search 
engine, Google. Discovery services have an important role in revealing the library’s 
collection to its users. These tools reduce time and effort spent in both searching 
and learning to use the various database interfaces. A query from one search box 
produces a list of organized results for the user to review. Assessing user informa-
tion behavior and librarians’ feedback are crucial for improving these services and 
presenting library patrons with a better user experience.

2. Information search in libraries

User expectations for library resources have changed dramatically; individu-
als have become too impatient to search in multiple databases to access desired 
information. Library patrons are challenged by alternate search interfaces that can 
discourage the full use of the given resources. Information overload has become 
another issue; users have online access to a variety of subscribed databases, but 
they have limited understanding of what they are and how to use them. Therefore, 
librarians are actively seeking better ways to integrate and present information [1].

Searching for sources in the library cannot be discussed without addressing 
the impact of the Google search engine. Google has become a powerful presence 
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in the life of all library users. It is the most popular search engine for queries about 
daily issues and for academic needs. It empowers library visitors to search for their 
academic information needs, within an easy and popular interface [2]. In libraries, 
some consider this an obstacle, and some see it as an opportunity for innovations 
and improvements. One thing is certain: Google redefined the search experience, 
and libraries should acknowledge this.

In 2004, Google launched Google Scholar, a tool for discovering scholarly 
information. Google Scholar is a search engine for academic articles, theses, books, 
abstracts, and court opinions from academic publishers, professional societies, 
online repositories, universities, and other websites. This free resource, with its 
basic and familiar interface, has the potential to serve as a scholarly metasearch 
information engine [3, 4]. Google Scholar has received mixed receptions from the 
librarian community. It has some advanced search features, but it provides no inter-
face for refining the results. Users can set preferences such as language, year, author, 
and periodical title. They can also view an indication of the libraries from which it 
can access the source, citation export options, and how to cite the source (for many 
citation styles). The reviews and critiques of Google Scholar have been mixed, at 
best. Its content, its search engine, its interface, and its citation count have all been 
criticized. Patrons of libraries who have subscriptions to the digital archives of pub-
lishers are the greatest beneficiaries of Google Scholar, as with a single search they 
are led to the full digital text versions of the articles [4–6]. Google Scholar is very 
different from library database interfaces and their search options, yet it introduces 
library users to scholarly articles through a familiar and friendly interface.

3. Discovery tools

Discovery services are vital tools to increase search ability and accessibility of 
library resources. A combined search interface for multiple resources will help users 
discover relevant content. The tool reduces time and effort spent in both searching 
and learning to use the various database interfaces. It broadcasts a query across 
all sources and returns one organized list of results for the user [7, 8]. Discovery 
services have become almost essential in academic libraries. The libraries need to 
create a discovery layer that simplifies the search process while broadening the 
richness of resources availability in a Google-like interface. The discovery service 
is comprised of pre-indexed materials from many library information sources. The 
discovery solution enables faceted browsing, relevance ranking, and limitation 
options to refine the search results. Discovery tool services are the libraries’ attempt 
to offer a “Google-like” search experience of library resources.

The discovery tool makes it possible to create a centralized index of an institu-
tion’s information resources through a single point of access. Since the content is 
pre-indexed, response time is very quick and meets the user’s needs. Discovery tools 
enable to connect patrons with the library’s storehouse of information and search 
indexes and databases quickly and easily. These tools tend to be more popular with 
users, especially undergraduates, than traditional library search tools [9–12].

Libraries took upon themselves to review current web-scale discovery solutions 
and implement it accordingly. In their review, Karadia and Pati [13] suggest a sum-
mary of discovery tools’ advantages:

i. Connect users with the content from different sources

ii. Quick search across a vast number of resources in a one-stop search box
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iii. Relevancy-ranked results in an intuitive interface expected by today’s 
information seekers

iv. Simplify the research process

v. Increase the use of library resources

As Hanrath and Kottman [14] summarize, there is a wide consensus in the litera-
ture that discovery tools are one way of retaining patrons who are already immersed 
in the “world of Google” and to bring them back to the library world.

In this work, we present a case study of six academic libraries in Israel, who 
chose to implement EBSCO Discovery Service (EDS).

4. Study population

Education is highly valued within Israel’s national culture, and its higher educa-
tion sector has been acknowledged for helping to encourage the country’s develop-
ment. There are nine universities in Israel, as well as numerous higher education 
colleges. Courses are often taught in Hebrew, though Israeli universities also offer 
English-taught programs. In Israel, academic libraries started to implement discov-
ery services in 2010 [9].

This study uses data from three governmental universities and three colleges 
(two governmental and one private), to reflect on information behavior and discov-
ery tool use in different types of users and institutions. Every library in our study 
is unique, each with a diverse organizational culture, a distinct student popula-
tion, and different educational programs and specialties. This enables us to draw a 
representation of academic library users in Israel.

5. Methodology

The study uses a mixed-methods approach to gather both quantitative and 
qualitative data on usage of EDS discovery service tool. We analyzed librarians’ 
interviews regarding their professional perspectives and patrons search information 
behavior via Google analytics transaction logs to reveal interactions between users 
and the discovery system.

6. Findings and discussion

6.1 Qualitative research method

We contacted 10 academic library directors, according to a given list of Israeli 
libraries that implemented the EDS service (at least 2 years ago). The contact 
was made via email, which asked them to participate in the study; six of which 
accepted. We conducted an hour-long interview by phone or by face-to-face 
meetings, with each library director (two of which, referred us to the head of the 
discovery tool services in the library). We discussed three topics: the decision 
procedure, the essence of EDS discovery tool, and the search behavior of the library 
patrons. The questions were regarding their professional practice, general philoso-
phies, and opinion.
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6.1.1 Reasons for choosing EDS

Libraries based their choice to implement EDS discovery tool on peers’ recom-
mendations, joint committee discussions, and literature reviews. Massive library 
and information science (LIS) sources deal with issues regarding planning, choos-
ing and implementing discovery tools. Librarians are exposed to information 
made available through peer-reviewed papers, presentations, and online discus-
sions in various platforms (national and international). In her book Planning and 
Implementing Resource Discovery Tools in Academic Libraries, Mary Pagliero Popp [15] 
suggests that there is a framework for evaluating discovery tools. This framework 
discusses involving library staff from various libraries and asking them for their 
technical and functional experience. There is also a thorough review on selected 
features and best practice for the evaluation and the selection procedure.

According to the interviewees, the main reasons for choosing EDS were the ease 
of use and the Google-like interface. Shi and Levy [16] determined that EBSCO 
Discovery Services is one of the discovery search tools that is highly recommended 
by librarians. In her work on maximizing academic libraries’ collections use, 
Kristine Calvert [17] declares that EDS presents a simplified search experience 
through a single search box, which exposes a far greater number of the library’s 
resources. In their study, Thompson and her colleagues [18] studied the results of 
George Washington university library staff ’s focus group. The study was conducted 
to assess user satisfaction with EDS service, and it found that librarians like the 
familiar EBSCO host-type interface as their discovery tool search box.

The quality of metadata was another reason mentioned in the interviews and the 
fact that EBSCO is also the vendor of their most popular databases. Therefore, the 
librarians believed the service would reflect the same professional advantages. As 
mentioned in the literature, EBSCO has a solid reputation for their comprehensive 
collection of content, sophisticated search options, and responsive technical support. 
Kristine Calvert [17] studied the Western Carolina University library decision to use 
EDS discovery tool service. In her findings, she suggests that the preference for EBSCO’s 
products was based on two primary reasons. First, West Carolina University library 
has subscription to a large number of databases on the EBSCOhost platform, therefore 
wanting to maximize use of those databases, and second, the confidence the library has 
in the product relevancy rankings.

Two of the librarians in the study did a cross search to compare relevancy of 
results in three available discovery tools and found EDS to have the highest result 
relevancy. In the literature there is not a definitive answer on which discovery tool 
produces the higher relevancy results. In their study, Shi and Levy [16] review 
EDS advantages in performing a smart search. They found that the service leads 
users to adequate results as well as offering suggested adjustments by narrowing or 
limiting the information sources retrieved in search. In a survey named “Librarian 
Assessment of the Quality and Relevance of Search Results” conducted by librar-
ians at the Cornell University library [19], the responders ranked EDS as better in 
its interface and in its ease of use. As for the search results, EDS appears to work 
better only for some disciplines (compared to Summon). Asher, Duke, and Wilson 
[3] studied the ability of students to locate information resources, which indicated 
better results for the students using EBSCO Discovery Service.

6.1.2 First choice of search tool

All the interviewees thought that Google Scholar was and still is the student’s 
first and primary choice. The fact that it is well-known and familiar to most of them 
makes it the preferable search interface. This fact is well supported by the literature; 
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Google Scholar receives higher usability and preference ratings from students 
because it is easy to access, convenient, easy to use, and fast [20–24]. They always 
prefer Google Scholar to library databases and discovery tools.

Interviewees mentioned the fact that libraries need to keep cooperating with 
Google Scholar and enable access to its subscriptions. Patrons of libraries, who have 
subscriptions to the digital archives of publishers, are the greatest beneficiaries of 
the Google Scholar services. With a single search, they are led to the full digital text 
of the requested item [6]. In their research, Dempsey and Malpas [25] studied the 
future of the academic library in the context of diversity and change. They suggest 
that library users have lost their track on content supply. There is an increasing 
overlap between library and Google Scholar in workflow and network identity 
when they disclose and share information sources.

Most library directors mentioned Google Scholar and EDS as part of the same 
instruction meetings for research students. Hanneke and O’Brien [26] found that 
while librarians always hope for the opportunity to provide instruction on advanced 
searching, students and faculty could successfully use discovery tools to perform 
a research process. Therefore, searching instruction is either not available or not 
desired. Contradicting their results, other studies [27] have found that information 
search interfaces including Google Scholar and discovery tools very often retrieve a 
large number of records in response to a simple query, which requires search exper-
tise to manipulate the results to find adequate information. Users need librarian’s 
guidance in order to find and retrieve information.

Another topic that arose from the study was regarding search results. According 
to the interviewees, the EDS system provides fewer but better results than Google 
Scholar. This is supported by the literature; Karen Ciccone and John Vickery from 
North Carolina State University Libraries [28] found that there was no significant 
difference in the results between Summon and EDS, for either known item or 
topical searches. They also found that the higher proficiency of students using EDS 
leads to higher quality academic resources. However, Google Scholar outperformed 
both discovery services, in topical searches.

The librarians recommend EDS to their students, and it is referred to as the 
library’s “Google Scholar.” Asher, Duke, and Wilson [3] well described it in their 
work Paths of Discovery when they review the advantages of discovery tools:

Providing a uniform search interface and aggregating content behind a single 
“brand,” discovery tools like EDS, Summon, and GS help to diminish the “cognitive 
load” on students by eliminating the often difficult and confusing step of choos-
ing an appropriate disciplinary database, as well as the need to repeat searches in 
multiple databases.

6.1.3 Coverage, relevance of results, and ease of use

Ease of use was the most popular motive in all the interviews. The fact that stu-
dents do not need to learn how to use new database interfaces makes it much easier 
on the library clients. Studies of information seeking behavior indicate that users 
act according to the principle of least effort and ease of use [29]. Students also tend 
to minimize their effort at the expense of the quality of their results. Information 
sources that are found quickest and easiest are those that are most likely to be used 
by students [3].

All the library’s directors mentioned examining usage statistics to ensure that the 
tool is highly used among the patrons. In the literature, we find that libraries must 
monitor their service efficiency by aggregating data from all available sources [20]. 
In his work, The Future of Library Resource Discovery, Marshall Breeding [30] dis-
cusses the considerable interest of libraries in the ability to measure the performance 
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features and best practice for the evaluation and the selection procedure.
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librarians believed the service would reflect the same professional advantages. As 
mentioned in the literature, EBSCO has a solid reputation for their comprehensive 
collection of content, sophisticated search options, and responsive technical support. 
Kristine Calvert [17] studied the Western Carolina University library decision to use 
EDS discovery tool service. In her findings, she suggests that the preference for EBSCO’s 
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results in three available discovery tools and found EDS to have the highest result 
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limiting the information sources retrieved in search. In a survey named “Librarian 
Assessment of the Quality and Relevance of Search Results” conducted by librar-
ians at the Cornell University library [19], the responders ranked EDS as better in 
its interface and in its ease of use. As for the search results, EDS appears to work 
better only for some disciplines (compared to Summon). Asher, Duke, and Wilson 
[3] studied the ability of students to locate information resources, which indicated 
better results for the students using EBSCO Discovery Service.

6.1.2 First choice of search tool

All the interviewees thought that Google Scholar was and still is the student’s 
first and primary choice. The fact that it is well-known and familiar to most of them 
makes it the preferable search interface. This fact is well supported by the literature; 
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Google Scholar receives higher usability and preference ratings from students 
because it is easy to access, convenient, easy to use, and fast [20–24]. They always 
prefer Google Scholar to library databases and discovery tools.

Interviewees mentioned the fact that libraries need to keep cooperating with 
Google Scholar and enable access to its subscriptions. Patrons of libraries, who have 
subscriptions to the digital archives of publishers, are the greatest beneficiaries of 
the Google Scholar services. With a single search, they are led to the full digital text 
of the requested item [6]. In their research, Dempsey and Malpas [25] studied the 
future of the academic library in the context of diversity and change. They suggest 
that library users have lost their track on content supply. There is an increasing 
overlap between library and Google Scholar in workflow and network identity 
when they disclose and share information sources.

Most library directors mentioned Google Scholar and EDS as part of the same 
instruction meetings for research students. Hanneke and O’Brien [26] found that 
while librarians always hope for the opportunity to provide instruction on advanced 
searching, students and faculty could successfully use discovery tools to perform 
a research process. Therefore, searching instruction is either not available or not 
desired. Contradicting their results, other studies [27] have found that information 
search interfaces including Google Scholar and discovery tools very often retrieve a 
large number of records in response to a simple query, which requires search exper-
tise to manipulate the results to find adequate information. Users need librarian’s 
guidance in order to find and retrieve information.

Another topic that arose from the study was regarding search results. According 
to the interviewees, the EDS system provides fewer but better results than Google 
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North Carolina State University Libraries [28] found that there was no significant 
difference in the results between Summon and EDS, for either known item or 
topical searches. They also found that the higher proficiency of students using EDS 
leads to higher quality academic resources. However, Google Scholar outperformed 
both discovery services, in topical searches.

The librarians recommend EDS to their students, and it is referred to as the 
library’s “Google Scholar.” Asher, Duke, and Wilson [3] well described it in their 
work Paths of Discovery when they review the advantages of discovery tools:

Providing a uniform search interface and aggregating content behind a single 
“brand,” discovery tools like EDS, Summon, and GS help to diminish the “cognitive 
load” on students by eliminating the often difficult and confusing step of choos-
ing an appropriate disciplinary database, as well as the need to repeat searches in 
multiple databases.

6.1.3 Coverage, relevance of results, and ease of use

Ease of use was the most popular motive in all the interviews. The fact that stu-
dents do not need to learn how to use new database interfaces makes it much easier 
on the library clients. Studies of information seeking behavior indicate that users 
act according to the principle of least effort and ease of use [29]. Students also tend 
to minimize their effort at the expense of the quality of their results. Information 
sources that are found quickest and easiest are those that are most likely to be used 
by students [3].

All the library’s directors mentioned examining usage statistics to ensure that the 
tool is highly used among the patrons. In the literature, we find that libraries must 
monitor their service efficiency by aggregating data from all available sources [20]. 
In his work, The Future of Library Resource Discovery, Marshall Breeding [30] dis-
cusses the considerable interest of libraries in the ability to measure the performance 
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of their discovery service. He suggests that patron’s information behavior should be 
recorded and evaluated for the improvement of user experience and service.

Four out of six libraries use EDS solely for publishers’ subscriptions. Their inten-
tion was to extend usage of the E-journals subscriptions and to enable their patrons 
to find and retrieve full-text articles. This notion is well supported in the literature. In 
her work, Maximizing Academic Library Collections: Measuring Changes in Use Patterns 
Owing to EBSCO Discovery Service, Kristin Calvert from the University of North 
Carolina’s library [17] found that EDS discovery tool had a strong positive effect on 
E-journal use. Additionally, it appears to maximize the value of library subscriptions. 
Thompson and her collogues [18] support these findings; according to their study, EDS 
has changed user behavior to better connect users to the library’s E-journal collection 
and increases use of full text and abstracts, especially in the EBSCO host databases.

All the study participants indicated the quality of results, quality of the search 
algorithm, and quality of metadata as factors that enable high-precision search. 
Marshall Breeding [30] indicated that discovery tool interfaces include features 
such as relevancy-based search results, faceted navigation, and presentation of 
search results listed either in a brief form or in full-record displays. Studies have 
also proven that discovery systems generally support better relevancy rankings and 
deliver higher quality resources [1, 3, 18].

All interviewees mentioned the good customer relations they have with EBSCO 
representatives. The transparency, the flexibility of the system, and the responsive-
ness of the support team add to their positive user experience. In his report on index-
based discovery services from 2018, Marshall Breeding [31] writes that EBSCO 
Discovery Service success among libraries is due to its interoperability with strategic 
systems implemented in libraries, its content coverage, and its interface design.

One of the interviewees referred to EDS as a starting and more general search 
point, primarily for bachelor’s degree students. In her opinion, research students 
prefer a more accurate search in their native databases. Thompson and her col-
leagues [18] found that students like the EDS search interface and frequented it, 
because of prior successful searches. Asher et al. [3] found that student’s search 
strategies use simple keyword searches, as they do in Google. They also feel that 
they could get access to full-text resources more quickly and easily.

Two university library directors specified that in the fields of social sciences 
and humanities, the system produces good results but less so in the exact sciences. 
McCracken and her colleagues at Cornell university library [19] also found that EDS 
appears to produce better and more accurate search results, only for some disci-
plines (in comparison to other discovery tools available).

One of the library directors mentioned a specific case in which the univer-
sity had a few hours of technical difficulties. During which, she received many 
complaints from faculty and students on the unavailability of the service. This is 
well supported in studies that indicate the popularity of the discovery tool search 
interface for library patrons [3, 18].

Three of the interviewees declared that the reference librarians use “native 
databases” for economic, business, and legal data. In her work on librarian’s search 
preferences, Foster [32] found that when helping patrons, librarians choose web-
scale discovery systems or subject-specific databases as starting point of the search. 
When librarians preform an independent search, they prefer only subject-specific 
databases as their chosen starting point.

6.1.4 Access point

All libraries use EDS search box in the main menu of the library home page. Two 
of the interviewees indicated that they choose to include a tab in the search box for 
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native databases and a separate tab for the EDS service. The other four interviewees 
used the EDS service as their default search tab for English articles. The libraries’ goal 
is to improve the accessibility and visibility of its online resources while providing 
user experience shaped through consultation and engagement. In his work on improv-
ing access to e-resources for users at the University of Derby, Kay [33] describes the 
planning and designing of the EDS discovery search box. He reviews the process made 
up of a few stages: first, student’s feedback on what kind of search tab they would pre-
fer, and second, the library presented a selection of potential icon designs and asked 
them to choose their favorites. The same procedure was made for library staff from 
different services. The implementation staff also met with EBSCO representatives to 
become familiar with the best practices at other institutions. As a result, they designed 
a bigger search box with a more dynamic look and brighter color scheme.

In our study, all participants indicated concern regarding too many results per 
search. Some activated only subscripted periodical archives while eliminating 
open access and other articles. They also commented that keyword search is the 
most common and popular search among their patrons. The literature indicates 
[10, 34, 35] that a careful evaluation needs to be made on which settings and 
customization of the discovery tool will best serve the students. Since these settings 
will affect their search results and research outcomes, students will use basic search 
functionality and usually rely on the first page of search results due to their trust in 
the algorithm relevancy rankings. By structuring and ordering the way information 
is presented, libraries can influence their user’s information behavior.

The librarians believe that students use EDS without any instruction, just click 
and go. The literature on this points out that librarians need to reevaluate instruc-
tions at the reference desk and in the classroom. Instructions can be used to teach 
patrons basic search skills, allowing more time to focus on research skills and 
encourages them to evaluate the information [35, 36].

All the participants declared that EDS is the portal for full-text search. If the 
patron does not have access to a link to the full article, in their opinion the service 
does not meet the expectations. Therefore, the link resolver has to be precise and 
as transparent as possible to the end user. This finding matches Marshall Breeding’s 
work on the future of library resource discovery [30]. He characterizes the discov-
ery tool interface as interoperable with a link resolver, to present links to full text 
from citation records in search results.

Libraries have adopted web-scale discovery services as one-stop research shops 
over the past years. Studies report that users find it easy of use and that it produces 
better search results with high-quality resources. To complete librarians’ interviews 
and to learn more about the users’ point of view, we have to analyze and understand 
their interactions with EDS. The usage data and log files analyses are extremely 
useful and valuable for libraries, in order to reveal the user’s information behavior. 
It can also indicate how the library can implement this for a better and successful 
experience with its information resources.

6.2 Quantitative research method

Every action that a user does is recorded and represents the way he or she uses 
the discovery tool. The study uses data mining from Google Analytics platform, 
monitoring all the involved libraries. We implemented an automatically generated 
tracking code to record every EDS page generated, on basic and advanced search 
screens and search result pages. The study reviewed reports regarding information 
behavior and technology metrics. Reports were generated in Google Analytics and 
exported as Microsoft Excel spreadsheets. The Excel spreadsheets provided the abil-
ity to sort searches for more detailed data analysis.
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The data was collected during the first semester of the 2018–2019 academic year, 
from December to January.

Terragni and Hassani [37] found that there are some limitations in Google 
analytics data analyses:

1. No indication about which user made a particular choice.

2. The system cannot provide end-to-end process maps that can show and 
explain choices and loops between activities.

3. There is no analysis of the processes from different perspectives (e.g., time 
constraints, bottlenecks, or relations between resources).

However, we chose this platform in order to gain an overall idea of how the 
library patrons behave, to compare this behavior with what library professionals 
expected, and to make the user experience more efficient and successful.

6.2.1 Usage patterns

On average, a single user preforms two sessions. Session duration is 11 min, and 
every user uses eight pages per session. The average session duration is impressively 
high, since we find that studies report on session search duration of 5 min [38] or 
even shorter duration of 3.46 min [17]. We may assume that this is because Israeli 
students are mostly native Hebrew speakers and use English mostly for academic 
and spoken language. Because of this, they might require extra time to linguistically 
decode the research items they find [20].

6.2.2 Devices

Most patrons (93%) use EDS from their desktop computers, 4.14% are mobile 
users, and less than 1% use tablets. The data resembles the Cohen and Thorpe 
study [39] on EDS usage statistics in two Indiana University campuses. They found 
that 98% of the discovery tool visitors were desktop users (PC and laptops). This 
indicates that EDS visitors mainly use desktops for their information searches. In 
their work, Chang and Liu [40]) discuss how mobile use of the Internet is gradually 
changing people’s information behavior. They studied mobile application reading 
sessions and suggest four stages model for mobile user interaction: (i) accessing 
the applications, (ii) searching for the content, (iii) reading, and (iv) interacting. 
It would be interesting to further study, check, and characterize mobile usage of 
discovery tools and determine why it is relatively low according to our research 
data. This study clearly demonstrates that EDS is not one of the patron’s preferred 
mobile applications. Therefore, libraries must assess and improve the EDS mobile 
user experience.

6.2.3 Users’ information behavior

On average, 65.48% of the total users turn to the basic search box as their 
starting point of access (first interaction data (see Figure 1)). In all six libraries, 
the default page on EDS is the basic search page. Users must intentionally navigate 
to the advanced search page, so most of them will use the default and basic search 
box. When students use the discovery service, they type a few relevant keywords, 
which enable them to find rich, fast, and ranked search results [36]. Asher et al. 
[4] also found that students usually trust the search engine’s algorithms. They trust 
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its relevancy ranking and are satisfied with its results. Calvert [17] suggests that 
if users find something sufficient for their information needs, they will use that 
resource instead of seeking a better one.

On average, 14.42% of the total users turn to the advanced search box as their 
starting point of access (first interaction data (see Figure 1)). In their work on 
discovery services usage at Indiana University, Meg Galasso and her colleagues 
[36] found that although librarians assumed discovery tools were intuitive and 
easy to use, many users are not using it effectively. This small percentage of users 
indicates that they find the basic search interface inadequate for their needs. It can 
also indicate that users act according to the principle of least effort and ease of use 
[29]. In her work Millennial Students’ Mental Models of Search, Holman [41] found 
that most students prefer simple searches even if they retrieve a larger quantity of 
results. Studies also found that unlike undergraduates, more experienced students 
are already familiar with focusing their search and make use of the advanced search 
features of the discovery tool. Navigation to this option suggests a deeper level of 
understanding and a more sophisticated research processes [42]. In their work 
Discovering User Behavior, Cohen and Thorpe [39] suggest to characterize discovery 
service users as either light users or heavy users. The heavy users should be taught 
advanced searching techniques for their information needs. While this study 
observed users search behavior, it would prove useful for further study of different 
types of user’s information behavior (undergraduates, graduates, doctoral students, 
and faculty) while conducting their research assignments.

On average, 49.28% of the total users entered the details of their bibliographic 
records as their second interaction with EDS (see Figure 2). We can assume that 
these patrons find the search results adequate for their information needs. We can 
also assume that clicking on the full-record option enables patrons to check if the 
item matches or exceeds their expectation. In her work, Calvert [17] found that 
academic users read the abstracts in order to judge the relevancy of the specific 
information source, prior to accessing the full text. She also found that patrons 
avoid additional result pages; they are likely to access only six detailed records in a 
result list before leaving the search service or modifying the search. Cassidy and her 

Figure 1. 
First interaction behavior flow (Participants that dropped out were not included in the analysis).
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also assume that clicking on the full-record option enables patrons to check if the 
item matches or exceeds their expectation. In her work, Calvert [17] found that 
academic users read the abstracts in order to judge the relevancy of the specific 
information source, prior to accessing the full text. She also found that patrons 
avoid additional result pages; they are likely to access only six detailed records in a 
result list before leaving the search service or modifying the search. Cassidy and her 

Figure 1. 
First interaction behavior flow (Participants that dropped out were not included in the analysis).
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colleagues [34] found that the majority of students would not click on additional 
result pages. They expect the discovery tool to retrieve the most relevant informa-
tion items on the first page and therefore checking the detailed relevant records and 
accordingly accessing the full text.

On average, 17.67% of the total users decided to preform another search using 
the basic search dialog box as their second interaction with EDS (see Figure 2). This 
small percentage of users was seemingly not satisfied by their initial search results. 
From this study data analysis, we cannot ascertain the exact reason these users choose 
to leave the current search and preform an alternate one. It is important to specify 
that these users did not choose an advanced search box to modify their preliminary 
search; they simply restarted their search on the basic search box. The reason for 
this might be a poor choice of keywords, misspelling, looking for a specific item, or 
inadequate search results. Cassidy and her colleagues [34] also suggest that students 
are more likely to modify a search than to proceed through a number of result pages.

On average, 7% of the total users decided to continue and refine their search 
strategy through the advanced search dialog box as their second interaction (see 
Figure 2). As mentioned in the literature review, patrons tend to adopt a simple 
search string and consider themselves both successful and satisfied with the results. 
Therefore, what is found most quickly and easily is often most likely to be used [34, 
41]. In this study, 7% of the users choose differently; thus, we assume they found 
that the results did not meet their expectations. This may be due to an information 
overload or too many results in their first interaction, which caused them to narrow 
down the search, via advanced search. In his work on discovery tools and information 
overload, Shapiro [35] claims that libraries expect their discovery services to simplify 
the search process for their clients. In practice, it did not simplify the task of conduct-
ing research nor did it ease the patrons’ information overload. Calvert [17] summa-
rizes that library patrons use the discovery service as they would use Google. This may 
result in an unproductive search, which in our study lead experienced patrons to reuse 
the discovery service in a more efficient matter, through the advanced search option.

7. Summary and conclusion

This study sought to bring a broad overview of EDS discovery service use in 
Israeli academic libraries by analyzing librarian’s interviews and Google Analytics 

Figure 2. 
Second interaction behavior flow (Participants that dropped out were not included in the analysis).
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usage data. Here are the main focal points of the research: the main reasons for 
choosing EDS platform by the Israeli libraries were high relevancy, quality of 
metadata, and ease of use. According to the librarians, Google Scholar is the first 
choice of library users. In all participating libraries, EDS is the default search tab 
for non-Hebrew articles. All the libraries in the study used the basic search box as 
the default interface. The librarians thought that only a minority of users would 
use the advanced search box options. According to Google Analytics data, each 
user performs on average two sessions, with an average duration of 11 minutes. The 
vast majority (93%) of patrons use EDS service from their desktop. Most patrons 
(65.48%) use the basic search box as their starting point, while 14.42% of total users 
first use the advanced search.

In their second interaction, most patrons (49.28%) entered the details of the 
bibliographic records. Some (17.67%) decided to preform another search using the 
basic search box. Only 7% of the total users decided to continue and refine their 
search through the advanced search dialog box.

8. Recommendations

The study findings reveal user behavior trends, which may be implemented for 
a better understanding of the usage of EDS and may encourage libraries to develop 
strategies to improve instruction techniques, as well as discovery service interface 
enhancements. Further studies need to investigate specific information behavior 
of different user populations (undergraduate, faculty, and advanced users). It is 
important to study further the pros and cons of the service in light of usability 
testing.
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3. Coverage, relevance of results, and ease of use

4. Access point

Comments and questions: 
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___________________________________________________.
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