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Chapter 1

Pattern Synthesis in
Time-Modulated Arrays Using
Heuristic Approach
Sujit Kumar Mandal, Ananya Mukherjee, Sujoy Mandal
and Tanmoy Das

Abstract

Time-modulation principle evolves as an emerging technology for easy realiza-
tion of the desired array patterns with the help of an additional degree of freedom,
namely, “time.” To the antenna community, the topic, time-modulated antenna
array (TMAA) or 4D antenna arrays, has got much attention during the last two
decades. However, population-based, stochastic, heuristic evolutionary algorithm
plays as an important protagonist to meet the essential requirements on synthesiz-
ing the desired array patterns. This chapter is basically devoted to understand the
theory of different time-modulation principles and the application of optimization
techniques in solving different antenna array synthesis problems. As a first step, the
theory of time-modulation principles and the behaviors of the sideband radiation
(SBR) that appeared due to time modulation have been studied. Then, different
important aspects associated with TMAA synthesis problems have been discussed.
These include conflicting parameters, the need of evolutionary algorithms, multiple
objectives and their optimization, cost function formation, and selection of
weighting factors. After that, a novel approach to design a time modulator for
synthesizing TMAAs is presented. Finally, discussing the working principle of an
efficient heuristic approach, namely, artificial bee colony (ABC) algorithm, the
effectiveness of the time modulator and potentiality of the algorithm are presented
through representative numerical examples.

Keywords: antenna array synthesis, side lobe level (SLL), time modulation,
sideband radiation, sideband level (SBL), evolutionary algorithms

1. Introduction

In any wireless communication system, the antenna is an essential component to
transmit or receive a message signal. In many applications such as satellite commu-
nication, point-to-point communication, military communication, surveillance,
radar, sonar, aircraft, etc., the antenna gain and directivity should be sufficiently
high so as to direct most of the antenna-radiated power along a particular direction
by reducing the power level (side lobe power) at other directions. A single radiator
may not meet such requirements due to its omnidirectional power pattern and high
side lobe level (SLL) in the far-field region. Moreover, radiation of huge amount of

3



Chapter 1

Pattern Synthesis in
Time-Modulated Arrays Using
Heuristic Approach
Sujit Kumar Mandal, Ananya Mukherjee, Sujoy Mandal
and Tanmoy Das

Abstract

Time-modulation principle evolves as an emerging technology for easy realiza-
tion of the desired array patterns with the help of an additional degree of freedom,
namely, “time.” To the antenna community, the topic, time-modulated antenna
array (TMAA) or 4D antenna arrays, has got much attention during the last two
decades. However, population-based, stochastic, heuristic evolutionary algorithm
plays as an important protagonist to meet the essential requirements on synthesiz-
ing the desired array patterns. This chapter is basically devoted to understand the
theory of different time-modulation principles and the application of optimization
techniques in solving different antenna array synthesis problems. As a first step, the
theory of time-modulation principles and the behaviors of the sideband radiation
(SBR) that appeared due to time modulation have been studied. Then, different
important aspects associated with TMAA synthesis problems have been discussed.
These include conflicting parameters, the need of evolutionary algorithms, multiple
objectives and their optimization, cost function formation, and selection of
weighting factors. After that, a novel approach to design a time modulator for
synthesizing TMAAs is presented. Finally, discussing the working principle of an
efficient heuristic approach, namely, artificial bee colony (ABC) algorithm, the
effectiveness of the time modulator and potentiality of the algorithm are presented
through representative numerical examples.

Keywords: antenna array synthesis, side lobe level (SLL), time modulation,
sideband radiation, sideband level (SBL), evolutionary algorithms

1. Introduction

In any wireless communication system, the antenna is an essential component to
transmit or receive a message signal. In many applications such as satellite commu-
nication, point-to-point communication, military communication, surveillance,
radar, sonar, aircraft, etc., the antenna gain and directivity should be sufficiently
high so as to direct most of the antenna-radiated power along a particular direction
by reducing the power level (side lobe power) at other directions. A single radiator
may not meet such requirements due to its omnidirectional power pattern and high
side lobe level (SLL) in the far-field region. Moreover, radiation of huge amount of

3



transmitter power from a single antenna element needs high-power amplification in
the feed network. The high-power amplifier is not easy to design and safe to handle.
Therefore, a number of antenna elements are arranged along a line, called linear
antenna array (LAA), or in a plane called planer antenna array (PAA). The use of
multiple antenna elements in the transmission and reception systems simplifies the
power amplifier design problem by reducing the power level per transmitting
antenna elements of the arrays. Some other advantages of using antenna arrays
are to improve signal fading resistance or deliberately exploit the signal fading;
mitigate the interfering signal coming from other directions, adaptive beam
forming, and null steering at both transmitter and receiver; and increase system
capacity. Due to its high gain and narrow beamwidth, the large antenna arrays
also find applications in weather forecast, astronomy, image processing, and
biomedical imaging.

Although the antenna array with uniform excitation amplitude and equally
spaced antenna elements is the simplest one for practical implementation and also
can be used to synthesize different patterns, due to the high value of peak SLL, it
is impractical to use in such applications. In conventional antenna array (CAA)
system, the low side lobe pattern is obtained by tapering the static excitation
amplitudes. The well-known analytical techniques to taper amplitude distributions
in nonuniformly excited antenna arrays are Dolph-Chebyshev (DC) and Taylor
series [1]. However, the high dynamic range ratio (DRR) and complex excitation of
the antenna elements are the major drawbacks of such CAA synthesis method with
nonuniform excitation, because the complex excitation is practically difficult to
realize and designing the practical antenna with high DRR of static amplitude
tapering provides various errors such as systematic errors and random errors.

Conversely, the ultralow SLL pattern in the far-field of the antenna array can
be realized even in uniform amplitude antenna arrays by exploiting “time” as a
fourth dimension [2, 3]. The introduction of the additional dimension “time,” into
the antenna array system, results in time-modulated antenna array (TMAA). By
using the fourth degree of freedom, “time” in antenna array system, various errors
in realizing the low SLL pattern can be drastically reduced, and error tolerance
levels become equivalent to those obtained in conventional antenna array system
for the patterns of ordinary SLLs [4, 5]. Yet, the main disadvantage in TMAA is
the generation of sideband signals which appeared due to the time modulation of
the antenna signals by periodically commutating the antenna elements with the
specified modulation frequency. Therefore, time modulation involves with the
radiation or reception of electromagnetic energy at different harmonics of the
modulation frequency that are termed as sidebands. In some applications where
the antenna array is synthesized at center (operating) frequency, sideband signals
are not useful. In such cases, sideband signals and associated power losses are
suppressed to improve the radiation efficiency at the operating frequency of the
antenna array [5, 6]. Presently, it is investigated that sideband signals are also
effective in synthesizing multiple patterns and researchers are interested to
exploit the same in some specific applications of the modern-day communication
systems like harmonic beam forming [7], generation of multibeam radiation pat-
tern [8], beam steering [9, 10], direction finding [11], wireless power transmis-
sion [12], etc. The interested readers may refer to Reference [13] for the state-
of-the-art overview, applications, and present research trend on time-modulation
theory and techniques.

This chapter explains about the fundamental theory and techniques of different
time-modulation strategies and such antenna array synthesis methods using
optimization algorithms. The parameters involved with the use of optimization
techniques and TMAA synthesis problem have also been presented.
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2. Theory of time-modulated antenna array (TMAA)

Let us consider a linear antenna array of N number of mutually uncoupled
isotropic radiators with inter-element spacing d0. The antenna elements are placed
along the x-axis with the first element at the origin of the geometrical coordinate
system as shown in Figure 1. In the XZ plane (one of the vertical principle plane),
the array factor expression of CAAs can be obtained as in Eq. (1) [1]:

AFc ¼
XN
p¼1

ApejΦp ej ω0tþ p�1ð Þβd0 cos θ½ � (1)

where ω0 = 2πf0 = 2π/T0 is the angular frequency in rad/sec for the operating
signal of frequency f0 in Hz; T0 is the time period of the operating signal; β = 2π/λ is
the wave number with λ being the wavelength; p = 1, … … , N represents the
element number of the antenna array; Ap and Фp ∀p∈ 1,N½ � stand for the normal-
ized static excitation amplitudes and phases of the array elements, respectively;
and θ is the angle made by the line joining the observing point and the origin with
the x-axis as shown in Figure 1.

In order to control the antenna pattern by using the additional degree of free-
dom, namely, “time,” periodically the static excitation amplitudes of the antenna
element are time-modulated. The commonly used and simplest way of doing that is
to insert high-speed radio-frequency (RF) switches in the feed network, just prior
to radiating sources as shown in Figure 2. Each array element is assumed to be
connected to the RF switches with individually controlled switching circuits. The
switches are periodically “on” and “off” according to a predetermined on-time
sequence tonp (0≤ tonp ≤Tm)∀p∈ 1,N½ �, with time period,Tm. The switching rate,
fm = 1=Tm

, is selected such that if the maximum frequency of the message signal is
fmax (Hz), T0 < <Tm ≤ 1

fmax
[14]. Thus, during each period, the on-time duration by

which a switch is on, the array element connected to that switch is active for that
time duration only; otherwise, it will be inactive.

Figure 1.
Basic antenna array of N element with inter-element spacing of d0.
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Let us further assume that all the switches corresponding to the antenna ele-
ments in Figure 2 are on (short circuited) at the same instant of time, say at the
beginning of each period “η*Tm” with “η” being the time period number 0, 1, 2,… ,
by using rectangular pulses of amplitude unity. Hence, the switches which are on
for the whole time period Tm as shown in Figure 3(a) can be directly connected to
the signal as time modulation is not required for such cases. On the other hand, the
switches remained short circuited for their specific on-time duration and open

Figure 2.
Time-modulated linear antenna array (TMLAA) geometry.

Figure 3.
The periodic pulse sequence of the TMLAA. (a) Unit pulse of periodicity TP. (b) On–off time duration of each
antenna elements for one time-modulation period TP, and it is repeated at every TP time interval.
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circuited after their corresponding on-time duration (tonp ) as shown in Figure 3(b).
Figure 3(b) shows the on–off time sequence of the switches for the first two time
periods only. The same process is repeated in the next consecutive periods. Thus the
switching function of the pth element can be expressed by a periodic pulse Up (t),
such that at each period

Up tð Þ ¼ 1; ηTm ≤ t≤ ηTm þ tonp
� �

0; elsewhere

(
(2)

After the switching operation, the array factor expression of Eq. (1) can be
written as in Eq. (3) [2]:

AF θ, tð Þ ¼
XN
p¼1

Up tð ÞApej ω0tþαpþΦp½ � (3)

where αp ¼ p� 1ð Þβd0 cos θ � cos θ0f g is the linear progressive phase shift of pth
element and θ0 is the direction of maximum radiation. As Up (t) in Eq. (3) is a time
periodic function of periodicity Tm, it can be decomposed by applying Fourier series
technique as

Up tð Þ ¼
Xk¼þ∞

k¼�∞
Cpkejkωmt (4)

where ωm ¼ 2π=Tm ¼ 2πf m is the modulation frequency and Cpk is the Fourier
coefficient at the kth harmonics for the pth element and is obtained as [5, 14]

Cpk ¼ τp
sin kπτp
� �
kπτp

e�jkπτp (5)

where τp ¼ tonp =Tm∀p∈ 1,N½ � stand for the normalized on-time durations of the
array elements.

Putting Eq. (4) in Eq. (3), the array factor expression of Eq. (3) is obtained as

AF θ, tð Þ ¼
Xk¼þ∞

k¼�∞

XN
p¼1

ApCpkej Φpþαpð Þej ω0þkωmð Þt (6)

Thus, Eq. (6) expresses that the signal is not only radiated at the operating
frequency, ω0 for k = 0, but also the signals are radiated at different harmonics of
the modulating frequency, kωm, with ω0 as the center frequency. The signal radia-
tion at different harmonics is termed as sideband radiation (SBR). For such a
TMLAA, the array factor expression at kth harmonic of the modulation frequency is
readily obtained by combining Eqs. (5) and (6) as

AFk θ, tð Þ ¼ ej ω0þkωmð ÞtXN
p¼1

Apτp
sin kπτp
� �
kπτp

e�j kπτp� Φpþαpð Þ½ � (7)

Therefore, the array factor at the fundamental frequency, i.e., at operating
frequency (for k ¼ 0) and at the first two positive harmonics (for k ¼ 1 and k ¼ 2),
is obtained as in Eqs. (8), (9), and (10), respectively:
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Cpk ¼ τp
sin kπτp
� �
kπτp

e�jkπτp (5)

where τp ¼ tonp =Tm∀p∈ 1,N½ � stand for the normalized on-time durations of the
array elements.

Putting Eq. (4) in Eq. (3), the array factor expression of Eq. (3) is obtained as

AF θ, tð Þ ¼
Xk¼þ∞

k¼�∞

XN
p¼1

ApCpkej Φpþαpð Þej ω0þkωmð Þt (6)

Thus, Eq. (6) expresses that the signal is not only radiated at the operating
frequency, ω0 for k = 0, but also the signals are radiated at different harmonics of
the modulating frequency, kωm, with ω0 as the center frequency. The signal radia-
tion at different harmonics is termed as sideband radiation (SBR). For such a
TMLAA, the array factor expression at kth harmonic of the modulation frequency is
readily obtained by combining Eqs. (5) and (6) as

AFk θ, tð Þ ¼ ej ω0þkωmð ÞtXN
p¼1

Apτp
sin kπτp
� �
kπτp

e�j kπτp� Φpþαpð Þ½ � (7)

Therefore, the array factor at the fundamental frequency, i.e., at operating
frequency (for k ¼ 0) and at the first two positive harmonics (for k ¼ 1 and k ¼ 2),
is obtained as in Eqs. (8), (9), and (10), respectively:
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AF0 θ, tð Þ ¼ ejω0t
XN
p¼1

Apτpej Φpþαpð Þ (8)

AF1 θ, tð Þ ¼ ej ω0þωmð Þt

π

XN
p¼1

Ap sin πτp
� �

e�j πτp� Φpþαpð Þ½ � (9)

AF2 θ, tð Þ ¼ ej ω0þ2ωmð Þt

2π

XN
p¼1

Ap sin 2πτp
� �

e�j 2πτp� Φpþαpð Þ½ � (10)

From Eq. (8), it can be observed that τp’s∀p∈ 1,N½ � provides an additional
flexibility in synthesizing antenna array patterns. For example, making values of
τp’s∀p∈ 1,N½ � equivalent to that of the required static excitation to synthesize
Dolph-Chebyshev or Taylor series pattern, low SLL patterns can be realized even
with uniformly excited array with unit static excitation Ap = 1∀p∈ 1,N½ �. Also,
Eqs. (9) and (10) indicate that the harmonics radiated from different time-
modulated elements are added together at frequencies in multiples of the modula-
tion frequency, fm, to produce resultant sideband signals.

3. Behaviors of sideband radiation (SBR)

It can be observed from Eqs. (7)–(10) that, due to time modulation, the side-
band signals inherently appeared around the center frequency spaced in multiples
of the modulation frequency. In this section, the characteristics of harmonic signal
radiated by an arbitrary time-modulated element are observed by varying the
normalized switch-on time for its complete range from 0 to 1. Then by defining
relative and normalized sideband power, the effects of reducing SLL on the first
null beamwidth (FNBW) and maximum sideband power level are observed.

3.1 Characteristics of harmonic radiations (HRs)

From Eq. (7), we can see that the array factor at different sidebands is the
superposition of the harmonic signal radiated from the individual antenna element.
Hence, sideband power pattern and total sideband power can be obtained from the
harmonic characteristics of the time-modulated elements as expressed in Eq. (5).
The normalized harmonic radiation of the individual time-modulated antenna ele-
ment is given as [15]

hpk ¼ 20 log 10 Cpk
�� ��= Cp0

�� �� ¼ sin kπτp
� �
kπτp

(11)

where hpk is the normalized/relative harmonic radiation corresponding to the pth

element. The variation of normalized harmonic power of the first three harmonics
(k = 1, 2, and 3) with normalized switch-on time, τp, over its complete range (0, 1) is
shown in Figure 4. As can be seen, at the lower value of τp, all hpkmax are almost the
same, and for τp ! 0, all hpkmax are exactly equal to 0 (zero) dB as it is expected
from the Fourier series of unit impulse function. However, at the other extremes of
τp, when τp ! 1, all hpkmax ! �∞, which is the predicted result as can be seen in
Eqs. (5) to (10), with k = 1, 2, and 3. Again there is no radiation at hp2 for τp = 0.5
and at hp 3 for τp = 0.3 and 0.66 which can also be verified from Eq. (5) with k = 1, 2,
and 3. Thus, Figure 4 indicates that the contribution of the harmonic component
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from a particular element to produce the sideband pattern depends on the on-time
duration of the corresponding element. Therefore, the desired sideband power
pattern can be synthesized in TMAAs by judiciously controlling the on-time
sequence of the time-modulated antenna elements.

3.2 Normalized and relative power

Usually in TMAA, the radiation pattern is synthesized at center frequency by
suppressing the sideband radiation level to sufficiently low value. Thus, the maxi-
mum of the power radiated at f0 is used to normalize the corresponding power
pattern at center frequency. On the other hand, the sideband power is divided by
the maximum power at f0 to measure the relative power level at different sidebands
with respect to that of the radiation at center frequency. In this regard, the relative
signal power radiated at different harmonics (k 6¼ 0) is measured as in Eq. (12):

SBLk dBð Þ ¼ 20 ∗ log 10 AFk θ, tð Þ=max AF0 θ, tð Þð Þð Þ (12)

where “SBLk” represents the relative value of sideband level at kth harmonic
(k = 1, 2, … ), i.e., relative value of the array factor AFk in dB, and “max (AF0 (θ, t))”
is the maximum value of the array factor at operating frequency ω0, i.e., the maxi-
mum radiation level at k = 0. Thus, with k = 0, Eq. (11) gives the normalized power
pattern for the center frequency pattern, whereas, for the sideband radiations (with
k 6¼ 0), it is the relative power with respect to the maximum of the center frequency
pattern.

3.3 Influence on the sideband level and first null beamwidth during reduction
of side lobe level of the fundamental pattern

It is understood that in addition to the desired operating frequency (center
frequency), TMAAs also radiate signals at the infinite number of different

Figure 4.
Variation of the first three harmonic powers from an antenna element with normalized switch-on time, τp.
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harmonics of the modulation frequency. When the desired power pattern is syn-
thesized at the center frequency, the sideband power is wasted. In this section, the
influences on the first null beamwidth (FNBW) and sideband radiation by reducing
SLL of the center frequency pattern are observed. The SLL of the power pattern at
f0 is reduced by using the conventional amplitude tapering technique, namely,
Dolph-Chebyshev (DC) [1], and a heuristic search global optimization method,
namely, genetic algorithm (GA) [16].

3.3.1 SLL reduction using Dolph-Chebyshev technique

The conventional antenna array synthesis technique such as Dolph-Chebyshev
(DC) method [1] can be directly used to realize power pattern of the desired value
of SLL at the center frequency. For a 30-element uniformly excited (UE) TMAA,
the equivalent excitation coefficient of the DC pattern of desired SLL is made equal
to the normalized on-time duration of the array elements. Following the DC
method, the power pattern of different values of SLL is obtained at the center
frequency.

3.3.2 SLL reduction using heuristic approach

In order to reduce the SLL at the center frequency pattern using optimization
technique, a cost function is required. A well-defined cost function of any optimi-
zation problem is important to obtain satisfactory performance. The cost function
measures the distances between the desired and obtained values of the radiation
parameters which are to be controlled. During the optimization process, the algo-
rithms compare the obtained values of the radiation parameters with those of their
respective desired values. Without considering sideband radiation and FNBW, the
cost function to realize the patterns of desired SLLs at f0 is defined as

Ψ ¼ SLLd � SLLmaxð Þ2 (13)

where SLLmax is the actual value of the SLL as obtained during each trial of the
optimization process and SLLd is its desired value. Any heuristic search global
optimization method can be employed to reduce the SLL of the power pattern at f0.
Here, one of the useful stochastic search global optimization methods, namely,
genetic algorithm (GA), is used to synthesize the power pattern of different values
of SLL of the array under consideration [17].

3.3.3 Results and discussion

It can be seen from Eqs. (5)–(10) that the Fourier coefficients and hence ampli-
tudes of the harmonic signals are decreasing gradually with increasing harmonic
order. Thus, the radiation energy at the first few harmonics (called sidebands) is
most significant. So, the influence on the maximum radiation at the first two
harmonics of TMAA is observed by reducing the SLL of the center frequency
pattern. Firstly, the SLL of the power pattern at f0 is reduced by using the Dolph-
Chebyshev (DC) method [1]. Then a global optimization method is used to synthe-
size the same pattern as obtained via DC. In order to observe the effects of reducing
SLL on SBL and FNBW, these values are noted for different power patterns. Table 1
shows the simulation results of the maximum sideband level (SBLmax) at the first
and second harmonics for the fundamental pattern with different values of maxi-
mum SLL (SLLmax) ranging from �15 dB to �55 dB. The radiation pattern at f0 as
obtained by GA and DC with SLL of �55 dB is shown in Figure 5. The first null
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beamwidth (FNBW) for different values of SLLmax of the main beam radiation
pattern has been noted and is plotted in Figure 6. The maximum two harmonics are
normalized with respect to the maximum value of the radiation at f0. For the
different values of SLLs, the change in SBLmax at the first and second harmonics is
shown Figure 7. Since, the Dolph-Chebyshev (DC) method gives the optimum
pattern, i.e., the pattern with minimum FNBW for a specific value of SLL or vice
versa. For the DC patterns of different SLLs, the corresponding FNBW, SBL1(max),
and SBL2(max) are also given in Table 1. The plot SLL vs. FNBW is shown in
Figure 6, and that for SLL vs. SBLmax is shown in Figure 7. Figure 6 depicts that for
the DC method, FNBW is linearly increased when |SLLmax| is enhanced, whereas
Figure 7 shows that SBL1max initially decreases from �3.35 dB and obtained its
minimum value of �13.36 dB at �25 dB SLL pattern. Thereafter, it gradually

The patterns at f0 by DC The patterns at f0 by GA

SLLmax

(dB)
FNBW
(deg)

SBL1(max)

(dB)
SBL2(max)

dB)
SLLmax

(dB)
FNBW
(deg)

SBL1(max)

(dB)
SBL2(max)

(dB)

�15 7.2 �3.35 �8.30 �15.06 8.4 �10.01 �17.91

�20 8.4 �7.2 �17.83 �20.03 9.6 �9.95 �17.06

�25 9.8 �13.36 �20.25 �25.78 10.4 �8.51 �14.27

�30 11.2 �12.28 �19.31 �30.28 12.0 �9.98 �14.75

�35 12.4 �12.42 �17.45 �35.66 17.2 �12.19 �17.39

�40 13.8 �12.42 �17.45 �40.04 19.0 �6.058 �13.13

�45 15.2 �12.59 �17.40 �43.76 20.2 �10.12 �14.572

�50 16.6 �12.58 �17.40 �50.52 22.4 �7.301 �12.7870

�55 18.0 �12.55 �17.37 55.6 23.6 �7.3 �12.9

Table 1.
Radiations maximum at the first two sidebands and FNBW for the fundamental patterns of different values
of SLL.

Figure 5.
GA- and Dolph-Chebyshev-based pattern of SLL of �55.6 dB at f0.
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increases and becomes almost steady at �12.5 dB after �30 dB SLL. From Figures 6
and 7, it can be seen that for the GA-based patterns of different SLLs, SBLmax and
FNBW vary randomly as in the cost function, only SLL is considered without
controlling FNBW and SBL.

4. Time-modulation strategies

Different time-modulation strategies have been reported for synthesizing
antenna arrays. These can be classified as (1) variable aperture size (VAS); (2) pulse

Figure 6.
FNBW for different values of SLLs of the GA and Dolph-Chebyshev patterns at f0.

Figure 7.
The plot of SBR1(max) and SBR2(max) for the different values of SLLs of the patterns at f0.
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shifting; (3) binary optimized time sequence (BOTS); (4) subsectional optimized
time steps (SOTS); (5) variable aperture size (VAS) with quantized on-time
(VAS-QOT) or quantized aperture size (QAS); and (6) nonuniform period modu-
lation (NPM). From the array factor expression as given in Eq. (6), it can be
observed that for TMAA, the array factor at different harmonic can be obtained if
the Fourier coefficients of different time-modulated elements are known. There-
fore, in the following sections, along with the brief description of different time-
modulation approaches, the Fourier coefficients of time switching elements under
the respective time-modulation scheme are presented.

4.1 Variable aperture size (VAS)

This is the first type of time-modulation strategy as reported in [2] where the
aperture size of the antenna array is varied with time. The time-modulation
principle as discussed in Section 2 falls under this category.

4.2 Time modulation through pulse shifting

In VAS time-modulation scheme, only the switch-“on” time duration is consid-
ered for deriving the array factor expression. However, when the RF switches are
used to commutate the antenna elements in TMAAs, the radiation patterns at center
frequency as well as at different harmonics depend not only on the switch-on time
duration but also on the switch-“on” and switch-“off” time instants of the array
elements [18, 19]. Thus along with the switch-on time durations as considered in
VAS scheme, switch-on and switch-off time instants are also taken as another
degree of freedom to control the power pattern in TMAA. For the pulse shifting
strategy, periodic switching instants of the pth element over the modulation period
are shown in Figure 8. In this case, both on-time instant t1p and off-time instant t2p
can be controlled independently such that individually t1pand tonp ¼ t2p � t1p should be
≤ Tm. Thus, two situations may occur. The first case is shown in Figure 8(a) where
t1p < t2p and t1p þ tonp ≤Tm. Therefore, the switching function as expressed in Eq. (2)
for VAS will be modified and is represented as in Eq. (14):

Figure 8.
Switching instants defining pulse shifting strategy under two cases.
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Figure 8.
Switching instants defining pulse shifting strategy under two cases.
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Hence, the normalized switch-on time duration, τp, is given as τp ¼ tonp
Tm

¼ t2p�t1p
Tm

.
Thus, the pulse shifting strategy reduces to VAS with t1p=0.

Another possible situation may appear as shown in Figure 8(b) where t1p>t
2
p and

t1p þ tonp ≥Tm. Under such situation, the switching operation can be expressed as in
Eq. (15):
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The complex Fourier coefficient for the pulse shifting strategy at kth harmonic
due to the pth element under the two cases can be obtained, respectively, as [14].

Pulse shifting Case 1ð Þ Cpk ¼ tonp
sin kπtonp
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e�jkπ tonp þ2t1pð Þ (16)
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By taking into account the additional degree of freedom, namely, on-time
instants of the antenna elements, improved array patterns can be observed. For
example, more sideband reduction as compared to VAS approach is obtained when
the same array pattern is synthesized at the center frequency [18–19], and elec-
tronic beam steering [9] and harmonic beam patterns of different shapes [7, 8] can
be realized without phase shifters.

4.3 Binary optimized time sequence (BOTS)

In binary optimized time sequence (BOTS), the switch-on time duration of an
arbitrary pth element is divided into Q number of minimal time steps of equal length
over a modulation time period Tm [20] as shown in Figure 9. The minimal time
step, t0, is given by

t0 ¼ t1 ¼ t2 ¼ … ¼ tq ¼ … ¼ tQ (18)

Figure 9
Switching function defining binary optimized time sequence (BOTS) strategy.
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The periodic on–off sequence of the set of time steps corresponding to the pth

element is represented by the switching function Up(t). If the on–off status of q
th

time step for the pth element is symbolized with a binary bit, bqp, for which “on”
status corresponds to bqp=1 and that for “off” status bqp=0, then the set of time steps

for the pth element is given as b1pb
2
pb

3
p⋯bQp . In order to synthesize the desired

pattern, the optimal binary arrangement of the bit patterns, i.e., set of time steps to
be under on states and off states, can be found by employing simple genetic algo-
rithm (SGA) [16]. Considering each time step, bqp, as a gene, then on–off time
sequence of N array elements represents the chromosome (χ) of GA and is given as

χ ¼ b11b
2
1b

3
1⋯bQ1 b

1
2b

2
2b

3
2⋯bQ2 ⋯b1pb

2
pb

3
p⋯bQp ⋯b1Nb

2
Nb

3
N⋯bQN (19)

The complex Fourier coefficient of pth element at kth harmonic with the BOTS
switching scheme can be obtained as [20]

BOTS : Cpk ¼ sin kπτ0ð Þ
kπ

XQ

q¼1

bqpe
�jkπτ0 2q�1ð Þ (20)

where τ0 ¼ t0
Tm

is the normalized time step. Thus, by incorporating more number of
the degrees of freedom as the optimization variables to the evolutionary algorithm, the
radiation pattern characteristics like SLL, SBL, SBR, etc. can be controlled skillfully.

4.4 Subsectional optimized time steps (SOTS)

In SOTS-based switching strategy, the time-modulation period (Tm) is divided
into a number of subsections with variable lengths [21]. Let us assume that Tm is
divided into Q number of time steps as shown in Figure 10 for the switching
strategy of pth element of the array. For the qth time step, the on and off time
instants of the switch are denoted by tqonp and t

qoff
p , respectively, and the resultant on-

time duration at qth step is obtained as tqp ¼ t
qoff
p � tqonp . Therefore, the periodic time

switching pulse Up tð Þ for the different time steps over a complete modulation
period is represented as

Up tð Þ ¼ 1; 0≤ tqonp ≤ t≤ t
qoff
p ≤Tm : ∀q∈ 1,Q½ �

0; elsewhere

(
(21)

The Fourier coefficient at the kth harmonics for the pth element can be written as

Cpk ¼
XQ

q¼1

t
qoff
p � tqonp

� �

Tm
sin c kωm t

qoff
p � tqonp

� �� �
e�jkωm tqonp þt

qoff
p

� �
(22)

where ωm ¼ 2π
Tm

denotes the modulation frequency used for the time modulation.
It can be observed that, if the number of subsections Q is 1, then SOTS is

transformed into pulse shifting-based strategy. On the other scenario, if the on-time
duration at each step, i.e., the separation between the on and off time instants,
becomes multiples of Tm

Q , then SOTS takes the form of BOTS. So, SOTS-based
switching strategy provides more flexibility in the design of optimized time
sequences as compared to the other abovementioned switching strategies. However
such improved flexibility in synthesizing the pattern is obtained at the cost of some
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increased design complexity, because realization of the number of unequal
subsections with smaller section over the modulation period needs faster switching
operation.

4.5 Quantized aperture size (QAS)

In Section 3, the different patterns of desired values of SLL at f0 are obtained
by making the on-time sequence equal to the Dolph-Chebyshev coefficient of the
corresponding patterns. Thus the appropriate set of on-time sequence is required
to generate the desired pattern even in uniformly excited TMAAs.

In this section, to generate different patterns in time-modulated antenna arrays
(TMAAs) instead of considering continuous value of on-time duration [22], the
modulation period is divided into a number of equal steps as in BOTS. However, in
BOTS, multiple switching of on–off over the modulation period is considered. Such
multiple changes of switching states over the modulation period need fast and
complex switching circuit. Unlike BOTS, in this modulation scheme, the on–off
states of the switches are assumed to change once over the complete modulation
period like VAS. However, the on–off states of the switches are rounded off to the
nearest quantization step to obtain quantized on-times (QOTs) of the
corresponding elements as shown in Figure 11. In this time-modulation scheme, the
time-modulation period,Tm, is quantized into “Q” number of discrete levels. At qth

quantization level, the value of tq is given by q*(Tm/Q), where q = 1, 2… Q. The
allowable on-time tonp of the pth array elements is taken as tq with q = 1, 2…Q during
each modulation period. Similar to the previously reported VAS time-modulation
technique in which the continuous values of on-time durations are optimized to
synthesize the desired pattern, this approach is defined as VAS with quantized
on-time (VAS-QOT) or simply “quantized aperture size” (QAS) time modulation as
the aperture size changes with quantized values of on-time durations of the
elements.

4.6 Nonuniform period modulation (NPM)

In all of the abovementioned switching strategies, all antenna elements are
modulated with the same modulation frequency, ωm, and such time modulation is

Figure 11.
The proposed time-modulation approach for the quantized on-time of the switches.

Figure 10.
The schematic of the periodic pulse sequence for SOTS switching strategy of the pth element of TMLAA.
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termed as uniform period modulation (UPM). Time-modulated antenna array
(TMAA) based on UPM is commonly known as uniform TMAA (UTMAA). On the
other hand, if the antenna elements of the array are time-modulated with different
modulation frequencies as shown in Figure 12, it is defined as time modulation with
nonuniform period modulation (NPM), and the corresponding array is defined as
nonuniform TMAA (NTMAA) [23–24]. Let us consider that the antenna elements
are modulated with different modulation periods Tp : ∀p∈ 1,N½ � having modulation
frequency f p ¼ 1

Tp
: ∀p∈ 1,N½ �, where Tp and fp, respectively, denote the modulation

period and frequency of the pth antenna element of the array. The periodic
switching pulse of the pth antenna element Up tð Þ is written as

Up tð Þ ¼
1; t1p < t≤ t2p
0; 0 < t≤ t1p or t2p < t≤Tp

(
(23)

where t1p and t2p denote the on-time and off-time instant of the RF switch used to
time modulate the pth antenna element.

And finally, Fourier coefficient at the kth harmonics for the pth element is
obtained as [24].

Cpk ¼
sin kπf p t2p � t1p

� �n o

kπ
e�jkπf p t2pþt1pð Þ (24)

Let τp ¼ f p t2p � t1p
� �

¼ f pt
on
p denote the normalized switch-on time duration, and

then the corresponding array factor expression is written as

AF θ, tð Þ ¼ ejω0t
XN
p¼1

Apτpej Φpþαpð Þ

þ
X∞

k¼�∞,

k6¼0

XN
p¼1

Ap

sin kπf pt
on
p

n o

kπ
e�jkπf p 2t1pþtonpð Þej2π f 0þkf pð Þtej Φpþαpð Þ (25)

where ω0 ¼ 2πf 0 denotes the center frequency of the array.

Figure 12.
Time-modulated array architecture with NPM switching strategy where f1 6¼ f2 6¼ … 6¼ fN.
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The first summation indicates that the signals radiated at the center frequency
ω0 are accumulated in the space, whereas the second summation is due to the
signals radiated at different harmonics. Now, if the modulation frequencies of the
antenna elements are selected in such a way that f1 = f2 = … = fN = fm, then the
scenario becomes UTMAA, and the term kfp in the second summation becomes kfm
that means that the kth-order harmonics of all the elements appeared at the same
frequency. The scenario is the same for all other order of harmonics. As a result,
radiated signals at the same frequency are accumulated in space, which in turn
increases the resultant SBL.

But in the case of NTMAA, the modulation frequencies are selected in such a
way that f1 6¼ f2 6¼ … 6¼ fN. So, due to different modulation frequencies of different
antenna elements, the signals radiated from different harmonics appeared at dif-
ferent frequencies, and the term kfp in the second summation of [25] becomes
different for different elements. That means the kth-order harmonics of different
elements appear at different frequencies and the scenario is the same for all the
other order harmonics. So, unlike UTMAA, the harmonic signals appeared at dif-
ferent frequencies and are distributed in space, which in turn decreases the resul-
tant SBL [23]. Recently, some research works have reported the calculation of the
sideband power of NTMAA [24–25], and also the reduction of the sideband power
losses using NTMAA is investigated [26].

5. Synthesis of time-modulated antenna arrays

5.1 Pattern synthesis parameters

In Section 3.3, it is observed that, though the conventional amplitude tapering
methods such as Dolph-Chebyshev and Taylor series can be used to obtain the
power pattern of the desired SLL with minimum beamwidth at the operating
frequency of time-modulated antenna arrays, these methods are not useful to con-
trol the undesired power radiated at different sidebands. Similarly, it is also
observed that application of the stochastic computational technique, such as GA, for
suppressing side lobe level of the center frequency pattern without taking into
account the sideband radiation, cannot reduce sideband signal power. Also, the
beamwidth of such patterns is unpredictable. The power pattern with low SLL and
suppressed sideband is preferred for the different communication systems.

Therefore, the parameters to be considered to synthesize pencil beam pattern in
TMAAs as shown in Figure 5 are SLL, FNBW, and SBL. However for the shaped
beam pattern such as flattop and cosec squared, in addition to these three parame-
ters, ripple level in the desired shaped region is another parameter to be taken into
account. Further, it can be observed that while SLL is reduced, FNBW is increased
and SBL is significantly large. In this regard, SLL, SBL, and FNBW for pencil beam
pattern and SLL, SBL, FNBW, and ripple level for synthesizing shaped beam
patterns are the conflicting parameters.

5.2 Multiple objectives

In Eq. (13), the cost function is defined to synthesize the power pattern with a
single objective that is to achieve the desired value of SLL in the synthesized power
pattern. Conversely, the synthesized pencil beam patterns at the operating fre-
quency should have reduced SLL along with sufficiently suppressed SBL and nar-
row beamwidth. Thus, TMAA synthesis problems are multi-objective optimization
problems where the multiple objectives are low SLL and narrow beamwidth (BW)
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of the main beam at operating frequency and low value of maximum sideband level
(SBLmax) for synthesizing pencil beam pattern while one more objective is low
ripple level for synthesizing shaped beam patterns.

5.3 The need of evolutionary algorithm

TMAA synthesis problem is non-convex and nonlinear in nature. A number of
numerical techniques as already mentioned—Dolph-Chebyshev and Taylor series
[1]—are available to synthesize pencil beam power pattern in conventional antenna
arrays (CAAs). Also, some analytical methods are reported to generate shaped beam
patterns and phase-only controlled multiple power patterns in CAAs [27, 28, 29].
Durr et al. described a modified Woodward-Lawson technique to design phase-
differentiated multiple pattern antenna arrays with prefixed amplitude distribu-
tions [27]. The analytical technique reported in [28] is used to determine the
nonlinear phase distribution of linear arrays. A method based on projection
approach [29] is proposed to synthesize reconfigurable array antennas of a cose-
cant2 beam and a flattop beam (FTB) by using a common amplitude with
phase-only control of analog phase shifters. Though these numerical and analytical
techniques can also be applied to determine the nonlinear distributions of dynamic
excitation coefficient and phase to synthesize power pattern at operating frequency
of TMAAs, such methods have no control on sideband power level. Therefore, the
powerful global stochastic optimization tools such as genetic algorithm (GA) [30],
differential evolution (DE) [4–5, 31, 32], particle swarm optimization (PSO) [7],
simulated annealing (SA) [6, 33], and artificial bee colony (ABC) [22, 34] are
essentially required to solve such multi-objective TMAA synthesis problems.

5.4 Cost function with multiple objectives

Most of the TMAA synthesis problems are solved by applying single-objective
optimization method where all the objectives are added with different weighting
factors to form a single cost function and the cost function is minimized by
employing heuristic evolutionary algorithms. The different stochastic optimization
techniques are used with the objective to synthesize desired patterns at the operat-
ing frequency by reducing SLL and SBL. One of the commonly used techniques to
define the cost function of such conflicting multi-objective TMAA synthesis prob-
lem is as expressed in Eq. (26):

ψ χð Þ ¼
Xh¼V

h¼0

Wh:H δhd � δhð Þ: δhd � δhð Þρ (26)

where χis the set of unknown parameters, termed as optimization parameter
vector which is to be determined by the used evolutionary algorithm; δh with h = 0,
1, 2, … .V are the different parameters of the desired patterns; and δhd are the
desired values of the specific parameters. For example, δ0 is the maximum SLL
(SLLmax) of the pattern at f0, δ1 is the maximum of sideband radiations (SBRmax)
among the first five sidebands, and δ2 represents FNBW. “Wh” is the weighting
factors for the corresponding terms. H :ð Þ is the Heaviside step function. “ρ” is any
natural number. It can be seen from Eqs. (13) and (26) that when the obtained
values of δh are close to their desired values, the cost function value is moving
toward zero. Thus, reaching zero value of the cost function confirms that the
synthesized pattern satisfies the requirements in terms of the desired values of the
intended synthesizing parameters. To illustrate the effectiveness of the cost
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tant SBL [23]. Recently, some research works have reported the calculation of the
sideband power of NTMAA [24–25], and also the reduction of the sideband power
losses using NTMAA is investigated [26].

5. Synthesis of time-modulated antenna arrays

5.1 Pattern synthesis parameters

In Section 3.3, it is observed that, though the conventional amplitude tapering
methods such as Dolph-Chebyshev and Taylor series can be used to obtain the
power pattern of the desired SLL with minimum beamwidth at the operating
frequency of time-modulated antenna arrays, these methods are not useful to con-
trol the undesired power radiated at different sidebands. Similarly, it is also
observed that application of the stochastic computational technique, such as GA, for
suppressing side lobe level of the center frequency pattern without taking into
account the sideband radiation, cannot reduce sideband signal power. Also, the
beamwidth of such patterns is unpredictable. The power pattern with low SLL and
suppressed sideband is preferred for the different communication systems.

Therefore, the parameters to be considered to synthesize pencil beam pattern in
TMAAs as shown in Figure 5 are SLL, FNBW, and SBL. However for the shaped
beam pattern such as flattop and cosec squared, in addition to these three parame-
ters, ripple level in the desired shaped region is another parameter to be taken into
account. Further, it can be observed that while SLL is reduced, FNBW is increased
and SBL is significantly large. In this regard, SLL, SBL, and FNBW for pencil beam
pattern and SLL, SBL, FNBW, and ripple level for synthesizing shaped beam
patterns are the conflicting parameters.

5.2 Multiple objectives

In Eq. (13), the cost function is defined to synthesize the power pattern with a
single objective that is to achieve the desired value of SLL in the synthesized power
pattern. Conversely, the synthesized pencil beam patterns at the operating fre-
quency should have reduced SLL along with sufficiently suppressed SBL and nar-
row beamwidth. Thus, TMAA synthesis problems are multi-objective optimization
problems where the multiple objectives are low SLL and narrow beamwidth (BW)
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of the main beam at operating frequency and low value of maximum sideband level
(SBLmax) for synthesizing pencil beam pattern while one more objective is low
ripple level for synthesizing shaped beam patterns.

5.3 The need of evolutionary algorithm

TMAA synthesis problem is non-convex and nonlinear in nature. A number of
numerical techniques as already mentioned—Dolph-Chebyshev and Taylor series
[1]—are available to synthesize pencil beam power pattern in conventional antenna
arrays (CAAs). Also, some analytical methods are reported to generate shaped beam
patterns and phase-only controlled multiple power patterns in CAAs [27, 28, 29].
Durr et al. described a modified Woodward-Lawson technique to design phase-
differentiated multiple pattern antenna arrays with prefixed amplitude distribu-
tions [27]. The analytical technique reported in [28] is used to determine the
nonlinear phase distribution of linear arrays. A method based on projection
approach [29] is proposed to synthesize reconfigurable array antennas of a cose-
cant2 beam and a flattop beam (FTB) by using a common amplitude with
phase-only control of analog phase shifters. Though these numerical and analytical
techniques can also be applied to determine the nonlinear distributions of dynamic
excitation coefficient and phase to synthesize power pattern at operating frequency
of TMAAs, such methods have no control on sideband power level. Therefore, the
powerful global stochastic optimization tools such as genetic algorithm (GA) [30],
differential evolution (DE) [4–5, 31, 32], particle swarm optimization (PSO) [7],
simulated annealing (SA) [6, 33], and artificial bee colony (ABC) [22, 34] are
essentially required to solve such multi-objective TMAA synthesis problems.

5.4 Cost function with multiple objectives

Most of the TMAA synthesis problems are solved by applying single-objective
optimization method where all the objectives are added with different weighting
factors to form a single cost function and the cost function is minimized by
employing heuristic evolutionary algorithms. The different stochastic optimization
techniques are used with the objective to synthesize desired patterns at the operat-
ing frequency by reducing SLL and SBL. One of the commonly used techniques to
define the cost function of such conflicting multi-objective TMAA synthesis prob-
lem is as expressed in Eq. (26):

ψ χð Þ ¼
Xh¼V

h¼0

Wh:H δhd � δhð Þ: δhd � δhð Þρ (26)

where χis the set of unknown parameters, termed as optimization parameter
vector which is to be determined by the used evolutionary algorithm; δh with h = 0,
1, 2, … .V are the different parameters of the desired patterns; and δhd are the
desired values of the specific parameters. For example, δ0 is the maximum SLL
(SLLmax) of the pattern at f0, δ1 is the maximum of sideband radiations (SBRmax)
among the first five sidebands, and δ2 represents FNBW. “Wh” is the weighting
factors for the corresponding terms. H :ð Þ is the Heaviside step function. “ρ” is any
natural number. It can be seen from Eqs. (13) and (26) that when the obtained
values of δh are close to their desired values, the cost function value is moving
toward zero. Thus, reaching zero value of the cost function confirms that the
synthesized pattern satisfies the requirements in terms of the desired values of the
intended synthesizing parameters. To illustrate the effectiveness of the cost
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function as defined in Eq. (26), three multi-objective TMAA synthesis problems
have been solved in Section 8. It is to be noted that, for different switching tech-
niques, there is a trade-off between sideband level (SBL) and radiated total side-
band power (SRp). Reducing the sideband level usually does not guarantee the
power reduction. Hence, in that case a power term should be added into cost
function.

5.5 Selection of weighting factors

In Eq. (26), all the objectives are added with different weighting factors to form
a single cost function. In such techniques, it is tedious and difficult to select proper
weighting factor for the optimal solution. Improper set of weighting factors strongly
effect on achieving the final values of the desired synthesizing parameters and
hence on the performance of the optimization algorithm. Generally, some selected
best results are presented without mentioning such difficulties. However, these
values of the weighting factors are obtained by trial and error method [4]. Though
multi-objective evolutionary algorithm (MOEA) [35, 36] can be used to solve such
problems, the researchers are not comfortable with it as it has been used rarely as
compared to single-objective optimization approaches.

5.6 Evolutionary algorithms

It is already discussed that time-modulated antenna array synthesis problems are
non-convex as well as nonlinear. Therefore, stochastic, global computational tech-
niques are required to solve such problems. In this regard, different population-
based global searching techniques such as DE, SA, GA, PSO, ABC, and multi-
objective evolutionary algorithm (MOEA) have been applied successfully to syn-
thesize the desired pattern at the center frequency by suppressing sideband radia-
tion to satisfactorily low levels. However, here the working principle of ABC and its
implementation have been presented, and a novel approach to synthesize TMAA is
discussed.

6. A quantized time modulator (QTM) to synthesize different patterns
in TMAAs

In Section 4.5, the quantized aperture size (QAS) time modulation or variable
aperture size with quantize on-time duration has been explained. In this section
first to realize such time-modulation approach, a time modulator, namely, quan-
tized time modulator (QTM), is presented. Then it is shown that though the quan-
tized on-time duration has been used, however, by selecting a suitable number of
quantization levels, the effect of quantization errors on the synthesized patterns can
be reduced. In order to select the best possible set of quantized on-time values, the
potentiality of artificial bee colony algorithm (ABC) has been exploited as the global
searching algorithm. Thus, for the desired patterns, ABC finds the optimum set of
unknown parameter values from the discrete search space of QOT. The synthesized
results as obtained by using this quantized on-time are compared with that achieved
by using continuous search space of on-time [6, 33]. Finally, considering the dis-
crete search space of QOT, a low side lobe level (SLL) flattop pattern with low
dynamic range ratio (DRR) is synthesized by utilizing a fully digitally controlled
QTM. The major advantage of this approach is that by implementing the “time
modulator” either as a discrete component on a printed circuit board or in an
integrated circuit (IC), it can generate different patterns in the TMAA system.
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6.1 Quantized time modulator (QTM)

For appropriate switching operation at pth element, a current pulse with a pulse
width of tonp is required [2]. The proposed scheme for the periodical switching of the
antenna array elements is shown in Figure 13. The QTM has two parts, namely,
quantized pulse generator (QPG) and pulse width selector (PWS). In QPG, the
consecutive tap delay output line, TAPi with i = 1, 2, ..Q, introduces an equal delay
of “Tm/Q.” The pulse output from the pulse generator (PG) is used to set the

Figure 13.
The proposed quantized time modulator (QTM).

Figure 14.
The wave form of the input and output pulses of different pulse widths that can be obtained at the outputs
Oq∀q∈ 1, … ,Qð Þ in Figure 13.
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function as defined in Eq. (26), three multi-objective TMAA synthesis problems
have been solved in Section 8. It is to be noted that, for different switching tech-
niques, there is a trade-off between sideband level (SBL) and radiated total side-
band power (SRp). Reducing the sideband level usually does not guarantee the
power reduction. Hence, in that case a power term should be added into cost
function.

5.5 Selection of weighting factors

In Eq. (26), all the objectives are added with different weighting factors to form
a single cost function. In such techniques, it is tedious and difficult to select proper
weighting factor for the optimal solution. Improper set of weighting factors strongly
effect on achieving the final values of the desired synthesizing parameters and
hence on the performance of the optimization algorithm. Generally, some selected
best results are presented without mentioning such difficulties. However, these
values of the weighting factors are obtained by trial and error method [4]. Though
multi-objective evolutionary algorithm (MOEA) [35, 36] can be used to solve such
problems, the researchers are not comfortable with it as it has been used rarely as
compared to single-objective optimization approaches.

5.6 Evolutionary algorithms

It is already discussed that time-modulated antenna array synthesis problems are
non-convex as well as nonlinear. Therefore, stochastic, global computational tech-
niques are required to solve such problems. In this regard, different population-
based global searching techniques such as DE, SA, GA, PSO, ABC, and multi-
objective evolutionary algorithm (MOEA) have been applied successfully to syn-
thesize the desired pattern at the center frequency by suppressing sideband radia-
tion to satisfactorily low levels. However, here the working principle of ABC and its
implementation have been presented, and a novel approach to synthesize TMAA is
discussed.

6. A quantized time modulator (QTM) to synthesize different patterns
in TMAAs

In Section 4.5, the quantized aperture size (QAS) time modulation or variable
aperture size with quantize on-time duration has been explained. In this section
first to realize such time-modulation approach, a time modulator, namely, quan-
tized time modulator (QTM), is presented. Then it is shown that though the quan-
tized on-time duration has been used, however, by selecting a suitable number of
quantization levels, the effect of quantization errors on the synthesized patterns can
be reduced. In order to select the best possible set of quantized on-time values, the
potentiality of artificial bee colony algorithm (ABC) has been exploited as the global
searching algorithm. Thus, for the desired patterns, ABC finds the optimum set of
unknown parameter values from the discrete search space of QOT. The synthesized
results as obtained by using this quantized on-time are compared with that achieved
by using continuous search space of on-time [6, 33]. Finally, considering the dis-
crete search space of QOT, a low side lobe level (SLL) flattop pattern with low
dynamic range ratio (DRR) is synthesized by utilizing a fully digitally controlled
QTM. The major advantage of this approach is that by implementing the “time
modulator” either as a discrete component on a printed circuit board or in an
integrated circuit (IC), it can generate different patterns in the TMAA system.
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6.1 Quantized time modulator (QTM)

For appropriate switching operation at pth element, a current pulse with a pulse
width of tonp is required [2]. The proposed scheme for the periodical switching of the
antenna array elements is shown in Figure 13. The QTM has two parts, namely,
quantized pulse generator (QPG) and pulse width selector (PWS). In QPG, the
consecutive tap delay output line, TAPi with i = 1, 2, ..Q, introduces an equal delay
of “Tm/Q.” The pulse output from the pulse generator (PG) is used to set the

Figure 13.
The proposed quantized time modulator (QTM).

Figure 14.
The wave form of the input and output pulses of different pulse widths that can be obtained at the outputs
Oq∀q∈ 1, … ,Qð Þ in Figure 13.
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flip-flop (FFs) outputs to logic level 1, whereas the delayed pulses from the
corresponding tap outputs of the delay line are applied to reset the flip-flop outputs
to logic level 0. To avoid the simultaneous appearance of PG output and its delayed
version at the S and R inputs of ith flip-flop, respectively, the pulse width less than
Tm/Q can be used. The current waveforms of the input pulse applied to the set (S)
inputs of the flip-flops and output pulses appeared at the outputs Oq with q = 1, 2,
… Q of different flip-flops as shown in Figure 14. Therefore, the QPG, consisting of
a pulse generator, simple tapped delay line, and flip-flops, provides the required
current pulses with quantized values of tonp .

One of the most important features in TMAAs is to reconfigure different
antenna patterns just by changing the on-time sequence across each element. Such a
feature can easily be obtained in the proposed QTM employing PWS. The PWS
consists of N number of (Q � 1) multiplexers and their outputs that are used to
modulate antenna element using the quantized values of tonp . With appropriate bit
combination at the select inputs I0, I1, ... IB of the multiplexers, one of the quantized
pulses at the output of QPG is selected to time modulate the corresponding antenna
element. Thus, just by using the appropriate combination of the select lines of
multiplexers, it is very easy to reconfigure different patterns.

7. Artificial bee colony (ABC) algorithm

Karaboga [37] introduced the artificial bee colony (ABC) algorithm to simulate
intelligent food foraging behavior of the honeybee swarm. The ABC algorithm
shows excellent performance for optimizing multivariable functions as compared to
other similar algorithms like genetic algorithm (GA), differential evolution (DE),
and particle swarm optimization (PSO). ABC is a robust search and optimization
algorithm with relatively fewer control parameters [38]. Although GA is extensively
used due to its efficiency to solve the optimization problems with binary/discrete
variables, it requires high computational time as well as high memory consumption
to store unnecessary binary data during the conversion of a real number to binary
and vice versa. The decoding method as applied in ABC algorithm requires one-line
MATLAB code which directly quantizes continuous values of the variables by
rounding off them. The food foraging behavior of real bees and the implementation
of the algorithm have been briefly discussed in the following section.

7.1 Food foraging behavior of real bees

The constituents of the food foraging systems are the unemployed bees (UBs)
and the employed bees (EBs) in a beehive and food sources (FSs) in their sur-
roundings. Initially, all the bees are unemployed, and after they find a rich food
source, they become employed. UBs are categorized into scout bees (SBs) and
onlooker bees (OBs). The food foraging process is initiated when the SBs start to
explore the rich food source randomly from any location by moving toward any
direction of the search space. When SBs find a rich food source, it becomes an EB
and returns to the hive to attract other bees by performing a special dance known as
the waggle dance. Depending on the quality of the food source, the EBs recruit some
bees to extract nectar from the source. The EBs abandon the current food source
when the nectar of the source is finished and becomes scout bees (SBs). However,
in the dancing area, OBs examine the quality and quantity of the food sources with
the information provided by the EBs, and after examinations EBs select a food
source. Thus during the food foraging process, exploration is carried out by SBs, and
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exploitation is carried out by EBs and OBs. Due to the presence of both exploration
and exploitation, ABC becomes a robust search and optimization algorithm. It is to
be noted that the objective of the bees in ABC is to find out the location of the best
possible food sources within the search space. Hence, the possible locations of the
food sources are the possible solutions to this process. But in other swarm intelli-
gence algorithms, e.g., particle swarm optimization (PSO), the locations of the
individual agents are the possible solution within the search space. It is assumed that
the number of employed bees (NE) and number of onlooker bees are equal in the
colony and also these are equal to the number food sources (FN).

7.2 Implementation of ABC

In the following steps, the real bee colony behavior into the problem space is
implemented:

a. Specifying objective: The objective is to synthesize far-field patterns at f0 by
simultaneously minimizing SLL, SBLmax, and first null beamwidth (FNBW)
or ripple (R).

b. Parameters to be optimized: Depending on the requirement in an array
synthesis problem, suitable independent parameters are chosen as the
optimization parameter vector χ. The number of parameters in χ represents
the dimension (D) of the specific optimization problem.

c. Defining the cost function: According to the design parameters discussed above
and multiple objectives of the synthesis problem, the cost function is defined as

ψ χð Þ ¼
Xh¼2

h¼0

Wh �H δhdj j � δhj jð Þ � δhd � δhð Þ2 (27)

where δh with h = 0, 1, and 2 are the instantaneous values of different parameters
of the desired patterns, while δhd is the desired values of the specific parameters. For
all examples as considered in Section 8, δ0 is the maximum SLL (SLLmax) of the
pattern at f0 and δ1 is the value of SBLmax among the first five sidebands. But, for the
first two examples, δ2 represents FNBW, and, for the third case, it is the ripple level
of the flattop pattern for which the positions of δhd and δh are interchanged in the
Heaviside step function H �ð Þ. “Wh” is the weighting factor for the corresponding
terms. The cost function ψ in Eq. (27) depends on “D,” the independent parameters
of optimization parameter vector χ. A possible set of the parameter values may be
considered as a point in the search space of D dimensional coordinate system. In
ABC, the cost function ψ of the optimization problem has resembled with the food
sources of the bees and each possible point as its location. The solutions of the
optimization problem represent locations of the food sources, whereas the
corresponding value of cost function ψ due to each point in its solution set is
considered as the quality of the food source:

d. Initialization:Thepossible solution, χi,where i = 1, 2… FN, of an arbitrary number
of food sources is generated randomlywithin the search space.With FN possible
locations, eachwithD dimension is expressed in terms of a [FN�D]matrix.

e. Evaluating the quality of the food source: For all the possible solutions, the
values of ψ and the corresponding fitness values, μi, are evaluated.
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flip-flop (FFs) outputs to logic level 1, whereas the delayed pulses from the
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version at the S and R inputs of ith flip-flop, respectively, the pulse width less than
Tm/Q can be used. The current waveforms of the input pulse applied to the set (S)
inputs of the flip-flops and output pulses appeared at the outputs Oq with q = 1, 2,
… Q of different flip-flops as shown in Figure 14. Therefore, the QPG, consisting of
a pulse generator, simple tapped delay line, and flip-flops, provides the required
current pulses with quantized values of tonp .

One of the most important features in TMAAs is to reconfigure different
antenna patterns just by changing the on-time sequence across each element. Such a
feature can easily be obtained in the proposed QTM employing PWS. The PWS
consists of N number of (Q � 1) multiplexers and their outputs that are used to
modulate antenna element using the quantized values of tonp . With appropriate bit
combination at the select inputs I0, I1, ... IB of the multiplexers, one of the quantized
pulses at the output of QPG is selected to time modulate the corresponding antenna
element. Thus, just by using the appropriate combination of the select lines of
multiplexers, it is very easy to reconfigure different patterns.

7. Artificial bee colony (ABC) algorithm

Karaboga [37] introduced the artificial bee colony (ABC) algorithm to simulate
intelligent food foraging behavior of the honeybee swarm. The ABC algorithm
shows excellent performance for optimizing multivariable functions as compared to
other similar algorithms like genetic algorithm (GA), differential evolution (DE),
and particle swarm optimization (PSO). ABC is a robust search and optimization
algorithm with relatively fewer control parameters [38]. Although GA is extensively
used due to its efficiency to solve the optimization problems with binary/discrete
variables, it requires high computational time as well as high memory consumption
to store unnecessary binary data during the conversion of a real number to binary
and vice versa. The decoding method as applied in ABC algorithm requires one-line
MATLAB code which directly quantizes continuous values of the variables by
rounding off them. The food foraging behavior of real bees and the implementation
of the algorithm have been briefly discussed in the following section.

7.1 Food foraging behavior of real bees

The constituents of the food foraging systems are the unemployed bees (UBs)
and the employed bees (EBs) in a beehive and food sources (FSs) in their sur-
roundings. Initially, all the bees are unemployed, and after they find a rich food
source, they become employed. UBs are categorized into scout bees (SBs) and
onlooker bees (OBs). The food foraging process is initiated when the SBs start to
explore the rich food source randomly from any location by moving toward any
direction of the search space. When SBs find a rich food source, it becomes an EB
and returns to the hive to attract other bees by performing a special dance known as
the waggle dance. Depending on the quality of the food source, the EBs recruit some
bees to extract nectar from the source. The EBs abandon the current food source
when the nectar of the source is finished and becomes scout bees (SBs). However,
in the dancing area, OBs examine the quality and quantity of the food sources with
the information provided by the EBs, and after examinations EBs select a food
source. Thus during the food foraging process, exploration is carried out by SBs, and
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exploitation is carried out by EBs and OBs. Due to the presence of both exploration
and exploitation, ABC becomes a robust search and optimization algorithm. It is to
be noted that the objective of the bees in ABC is to find out the location of the best
possible food sources within the search space. Hence, the possible locations of the
food sources are the possible solutions to this process. But in other swarm intelli-
gence algorithms, e.g., particle swarm optimization (PSO), the locations of the
individual agents are the possible solution within the search space. It is assumed that
the number of employed bees (NE) and number of onlooker bees are equal in the
colony and also these are equal to the number food sources (FN).

7.2 Implementation of ABC

In the following steps, the real bee colony behavior into the problem space is
implemented:

a. Specifying objective: The objective is to synthesize far-field patterns at f0 by
simultaneously minimizing SLL, SBLmax, and first null beamwidth (FNBW)
or ripple (R).

b. Parameters to be optimized: Depending on the requirement in an array
synthesis problem, suitable independent parameters are chosen as the
optimization parameter vector χ. The number of parameters in χ represents
the dimension (D) of the specific optimization problem.

c. Defining the cost function: According to the design parameters discussed above
and multiple objectives of the synthesis problem, the cost function is defined as

ψ χð Þ ¼
Xh¼2

h¼0

Wh �H δhdj j � δhj jð Þ � δhd � δhð Þ2 (27)

where δh with h = 0, 1, and 2 are the instantaneous values of different parameters
of the desired patterns, while δhd is the desired values of the specific parameters. For
all examples as considered in Section 8, δ0 is the maximum SLL (SLLmax) of the
pattern at f0 and δ1 is the value of SBLmax among the first five sidebands. But, for the
first two examples, δ2 represents FNBW, and, for the third case, it is the ripple level
of the flattop pattern for which the positions of δhd and δh are interchanged in the
Heaviside step function H �ð Þ. “Wh” is the weighting factor for the corresponding
terms. The cost function ψ in Eq. (27) depends on “D,” the independent parameters
of optimization parameter vector χ. A possible set of the parameter values may be
considered as a point in the search space of D dimensional coordinate system. In
ABC, the cost function ψ of the optimization problem has resembled with the food
sources of the bees and each possible point as its location. The solutions of the
optimization problem represent locations of the food sources, whereas the
corresponding value of cost function ψ due to each point in its solution set is
considered as the quality of the food source:

d. Initialization:Thepossible solution, χi,where i = 1, 2… FN, of an arbitrary number
of food sources is generated randomlywithin the search space.With FN possible
locations, eachwithD dimension is expressed in terms of a [FN�D]matrix.

e. Evaluating the quality of the food source: For all the possible solutions, the
values of ψ and the corresponding fitness values, μi, are evaluated.
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f. Employed bees’ stage: The greedy nature of the employed bees (EBs) is
incorporated, and the new sources (si) surrounding its neighborhood are
generated as follows:

sij ¼ χij þℜij χij � χzj

� �
(28)

where j∈ {1, 2, … , D} and z∈ {1, 2, … , FN} are randomly selected column and
row indexes of the position matrix and ℜij is any randomly generated number
through [�1, 1]. When any parameter of the new solution crosses its lower limit, it
is replaced by its predetermined minimum value (χjmin) and for the upper limit by

its maximum value (χjmax). If, for a new solution, the value of ψ is less than the
corresponding old solution, the old is replaced by the new one.

g. Onlooker bees’ stage: The quality of the food source is represented by the fitness
value, μi, of the cost function, and onlooker bees select the new source by
means of the probability, ξi, in terms of the fitness value, determined by

ξi ¼ 0:9
μi

μmax

� �
þ 0:1 (29)

where μmax is the maximum fitness value among the current possible solutions.
Like employed bees (EBs), the greedy selection is also applicable to onlooker bees
(OBs).

h. Scout bees’ stage: In this stage, the abandonment of a food source by the
employed bees is simulated. If the fitness value of the cost function is not
improved during a specified number of steps called “limit = FN*D” [25], it is
ignored, and the parameter, qji, for the new solution is provided randomly
through the whole search space by Eq. (30):

qji ¼ χ
j
min þ rand 0, 1ð Þ χ jmax � χ

j
min

� �
(30)

i. Remembering the best solution: The overall new best solution as mentioned in
the steps “e–h” replaces the previous best, and the value is then stored.

j. Stopping criterion: Steps “(e)” to “(i)” are repeated until the cost function
converges to the desired value or a predetermined value of maximizing the
number of cycles (MNC).

8. Design examples and discussions

The VAS-based synthesis problems that have been reported in [6, 33] are con-
sidered at first, and the QAS-based time-modulation approach is applied to realize
the patterns. Here, the modulation period Tm is quantized in 10 equal discrete
levels, i.e., Q = 10. Hence, the discrete search space for the optimization problem
(τp) becomes {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.

Example 1: A 30-element UE TMLAA is placed along the x-axis with one
element at the origin, and a uniform inter-element spacing of 0.7λ is considered. It
is desirable in practice for such an array to feed with {Ap} = 1 and {ϕp} = 0. Here,
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χ = {τp} is taken as the optimization parameter vector. The control parameters of
ABC such as EN = 30, limit = 900 (limit = EN*D), and MNC = 700 are selected as
per the guidelines given in [38]. W1, W2, and W3 are selected as 2, 1, and 1,
respectively. In Eq. (27), δ1d, δ2d, and δ3d are set as�20,�30, and 7 dB, respectively.
The ABC optimized far-field power pattern with side lobe level (SLL) of �20.15 dB,
FNBW of 6.86°, and sideband levels (SBLs) at the first two sidebands as
SBL1 = �30.78 dB and SBL2 = �31.63 dB, respectively, is shown in Figure 15.
Table 2 contains the ABC optimized values of τp of the elements used to obtain
Figure 15. As compared to [6], SLLmax and SBLmax are improved by a factor of 0.1
and 0.7 dB, respectively, in the proposed work. The total sideband power is calcu-
lated by using either of the expressions derived in [14] or [39] and found to be
4.83% of the total power which is quite higher than 3.89% and 3.57% as reported in

Figure 15.
ABC optimized power pattern obtained by using the discrete value of τp of Table 2.

Element numbers (p) τp

1 1

2 0.30

3 0.10

4–22 1

23 0.90

24 0.90

25 0.10

26 0.10

27 0.10

28 0.90

29 0.10

Table 2.
Optimum discrete values of τp for the power pattern of Figure 15.
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generated as follows:

sij ¼ χij þℜij χij � χzj

� �
(28)

where j∈ {1, 2, … , D} and z∈ {1, 2, … , FN} are randomly selected column and
row indexes of the position matrix and ℜij is any randomly generated number
through [�1, 1]. When any parameter of the new solution crosses its lower limit, it
is replaced by its predetermined minimum value (χjmin) and for the upper limit by

its maximum value (χjmax). If, for a new solution, the value of ψ is less than the
corresponding old solution, the old is replaced by the new one.

g. Onlooker bees’ stage: The quality of the food source is represented by the fitness
value, μi, of the cost function, and onlooker bees select the new source by
means of the probability, ξi, in terms of the fitness value, determined by

ξi ¼ 0:9
μi

μmax

� �
þ 0:1 (29)

where μmax is the maximum fitness value among the current possible solutions.
Like employed bees (EBs), the greedy selection is also applicable to onlooker bees
(OBs).

h. Scout bees’ stage: In this stage, the abandonment of a food source by the
employed bees is simulated. If the fitness value of the cost function is not
improved during a specified number of steps called “limit = FN*D” [25], it is
ignored, and the parameter, qji, for the new solution is provided randomly
through the whole search space by Eq. (30):

qji ¼ χ
j
min þ rand 0, 1ð Þ χ jmax � χ

j
min

� �
(30)

i. Remembering the best solution: The overall new best solution as mentioned in
the steps “e–h” replaces the previous best, and the value is then stored.

j. Stopping criterion: Steps “(e)” to “(i)” are repeated until the cost function
converges to the desired value or a predetermined value of maximizing the
number of cycles (MNC).

8. Design examples and discussions

The VAS-based synthesis problems that have been reported in [6, 33] are con-
sidered at first, and the QAS-based time-modulation approach is applied to realize
the patterns. Here, the modulation period Tm is quantized in 10 equal discrete
levels, i.e., Q = 10. Hence, the discrete search space for the optimization problem
(τp) becomes {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.

Example 1: A 30-element UE TMLAA is placed along the x-axis with one
element at the origin, and a uniform inter-element spacing of 0.7λ is considered. It
is desirable in practice for such an array to feed with {Ap} = 1 and {ϕp} = 0. Here,
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χ = {τp} is taken as the optimization parameter vector. The control parameters of
ABC such as EN = 30, limit = 900 (limit = EN*D), and MNC = 700 are selected as
per the guidelines given in [38]. W1, W2, and W3 are selected as 2, 1, and 1,
respectively. In Eq. (27), δ1d, δ2d, and δ3d are set as�20,�30, and 7 dB, respectively.
The ABC optimized far-field power pattern with side lobe level (SLL) of �20.15 dB,
FNBW of 6.86°, and sideband levels (SBLs) at the first two sidebands as
SBL1 = �30.78 dB and SBL2 = �31.63 dB, respectively, is shown in Figure 15.
Table 2 contains the ABC optimized values of τp of the elements used to obtain
Figure 15. As compared to [6], SLLmax and SBLmax are improved by a factor of 0.1
and 0.7 dB, respectively, in the proposed work. The total sideband power is calcu-
lated by using either of the expressions derived in [14] or [39] and found to be
4.83% of the total power which is quite higher than 3.89% and 3.57% as reported in

Figure 15.
ABC optimized power pattern obtained by using the discrete value of τp of Table 2.

Element numbers (p) τp

1 1

2 0.30

3 0.10

4–22 1

23 0.90

24 0.90

25 0.10

26 0.10

27 0.10

28 0.90

29 0.10

Table 2.
Optimum discrete values of τp for the power pattern of Figure 15.
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the work of [6, 40], respectively. However, the method as proposed in [40] may be
utilized to reduce the waste of power in the form of sideband radiations.

Example 2: In the second example, the synthesis problem as discussed in [33] is
considered. From the list of static and dynamic excitations of one-half of the linear
arrays as presented in Table 3, Ref. [33], it was found that out of the five edge
elements, only three are time-modulated to synthesize the sum pattern, whereas,
for the difference pattern, time modulation is applied only on four center elements.
In this work, to synthesize the sum and difference pattern, the proposed method is
applied in the following way. For the UE TMLAA, the sum pattern is synthesized by
taking the discrete τp values of five edge elements (in one-half of the array) as “χ.”
In order to compare the ABC optimized results with those of SA, during optimiza-
tion, the three lower values of τp are rounded off to their nearest quantization levels,
whereas the higher two τp values are kept to 1 so that the ABC optimized pattern is
obtained by time modulating the same number of (i.e., three) elements as observed
in SA. However, to synthesize the difference pattern, perturbation of discrete τp
values of four center elements are considered. In Eq. (27), the same values of δhd’s as
used in Example 1 are set. Figures 16 and 17 show the ABC optimized sum and
difference patterns, respectively. For optimizing the sum and difference pattern
with NE = 30 and limit = 450, the ABC takes only 23 and 5 iterations, respectively
(refer to Figure 18). The corresponding optimum discrete values of τp are shown in

Element numbers 1 &
30

2 &
29

3 &
28

4 &
27

5 &
26

6–11 &
25–20

12 &
19

13 &
18

14 &
17

15 &
16

τp Sum pattern 1 1 0.2 0.9 0.1 1 1 1 1 1

Difference
pattern

1 1 1 1 1 1 0.1 0.9 0.3 0.1

Table 3.
Optimum discrete values of τp of ABC optimized sum and difference pattern, as shown in Figures 12 and 13.

Figure 16.
ABC optimized sum pattern as obtained by time modulating the same percentage (20%) of elements as in [33].
SLL and SBLmax of the pattern are obtained as �17.87 and �31.44 dB, respectively.
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Table 3. It can be observed that the sum and difference pattern is obtained by time
modulating the same number of elements as found in [33]. As compared to [33],
SLLmax and SBLmax of the sum pattern are improved by 2.03 and 1.5 dB, respec-
tively. In case of difference pattern, the SBLmax is reduced by 2.37 dB with only
0.37 dB rise in SLL. Also, for both the sum and difference patterns, the amount of
sideband power is found to be 3.35% and 4.69% of the total power which are 4.30%
and 5.45% in the respective patterns of [33]. The FNBW of ABC optimized sum

Figure 17.
ABC optimized difference pattern as obtained by time modulating the same percentage (26.7%) of elements as
in [33]. SLL and SBLmax of the pattern are obtained as �16.05 and �31.44 dB, respectively.

Figure 18.
Convergence characteristics of ABC for the synthesized sum and difference patterns of Figures 5 and 6.
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the work of [6, 40], respectively. However, the method as proposed in [40] may be
utilized to reduce the waste of power in the form of sideband radiations.

Example 2: In the second example, the synthesis problem as discussed in [33] is
considered. From the list of static and dynamic excitations of one-half of the linear
arrays as presented in Table 3, Ref. [33], it was found that out of the five edge
elements, only three are time-modulated to synthesize the sum pattern, whereas,
for the difference pattern, time modulation is applied only on four center elements.
In this work, to synthesize the sum and difference pattern, the proposed method is
applied in the following way. For the UE TMLAA, the sum pattern is synthesized by
taking the discrete τp values of five edge elements (in one-half of the array) as “χ.”
In order to compare the ABC optimized results with those of SA, during optimiza-
tion, the three lower values of τp are rounded off to their nearest quantization levels,
whereas the higher two τp values are kept to 1 so that the ABC optimized pattern is
obtained by time modulating the same number of (i.e., three) elements as observed
in SA. However, to synthesize the difference pattern, perturbation of discrete τp
values of four center elements are considered. In Eq. (27), the same values of δhd’s as
used in Example 1 are set. Figures 16 and 17 show the ABC optimized sum and
difference patterns, respectively. For optimizing the sum and difference pattern
with NE = 30 and limit = 450, the ABC takes only 23 and 5 iterations, respectively
(refer to Figure 18). The corresponding optimum discrete values of τp are shown in

Element numbers 1 &
30

2 &
29

3 &
28

4 &
27

5 &
26

6–11 &
25–20

12 &
19

13 &
18

14 &
17

15 &
16

τp Sum pattern 1 1 0.2 0.9 0.1 1 1 1 1 1

Difference
pattern

1 1 1 1 1 1 0.1 0.9 0.3 0.1

Table 3.
Optimum discrete values of τp of ABC optimized sum and difference pattern, as shown in Figures 12 and 13.

Figure 16.
ABC optimized sum pattern as obtained by time modulating the same percentage (20%) of elements as in [33].
SLL and SBLmax of the pattern are obtained as �17.87 and �31.44 dB, respectively.
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Table 3. It can be observed that the sum and difference pattern is obtained by time
modulating the same number of elements as found in [33]. As compared to [33],
SLLmax and SBLmax of the sum pattern are improved by 2.03 and 1.5 dB, respec-
tively. In case of difference pattern, the SBLmax is reduced by 2.37 dB with only
0.37 dB rise in SLL. Also, for both the sum and difference patterns, the amount of
sideband power is found to be 3.35% and 4.69% of the total power which are 4.30%
and 5.45% in the respective patterns of [33]. The FNBW of ABC optimized sum

Figure 17.
ABC optimized difference pattern as obtained by time modulating the same percentage (26.7%) of elements as
in [33]. SLL and SBLmax of the pattern are obtained as �16.05 and �31.44 dB, respectively.

Figure 18.
Convergence characteristics of ABC for the synthesized sum and difference patterns of Figures 5 and 6.
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pattern and difference pattern was found as 6.12 and 4.56°, respectively, which are
quite comparable to 5.88 and 4.59° as for the patterns in [33].

Figure 19 shows SBLs of the first 30 sidebands for the synthesized patterns as
considered in Example 1 and Example 2. It can be observed that at the higher
sidebands also, the SBLs are below SBLmax. Further observation shows that the no
radiation is produced at 10th, 20th, and 30th sideband with quantized values of τp as
at these harmonics the array factor expression becomes zero for all elements.

Example 3: In this example, it is shown that the same time modulator can also be
used to synthesize a flattop pattern. Accordingly, a symmetrical TMLA with ele-
ment number N = 20 and inter-element spacing d0 = 0.5λ is considered. Here, the
objective is to synthesize a flattop pattern in the broadside direction with digitally
controlled static excitation amplitudes and phases by using five digital attenuators
and phase shifters. A flattop pattern with a beamwidth of 30°, maximum ripple
level (Rmax) at the flat region of less than 1 dB, and transition width of 8° is selected
as the target pattern. Although such pattern with more stringent design specifica-
tion is reported in [6], analog attenuators and phase shifters are required. Due to
symmetry, the dimension of the parameter vector χ = {Ap, ϕp, τp} becomes 30.
During optimization, Ap and ϕp∀p∈ 1, :… ,Nð Þ are perturbed within the search
range of (0.2–1) and (�180 to +180) with step sizes of 0.5/25 and 360/25, respec-
tively. The number of quantization states for τp is selected as 20. In Eq. (27), both
δ1d and δ2d are selected as �30 dB, while δ3d is set to 1 dB. Setting FN = 150, the ABC
parameters are obtained as in [38]. ABC converges after 2000 iterations, while the
weighting factors are selected asW1 = 2;W2 = 1; andW3 = 5. The ABC optimized 3D
space pattern at fundamental frequency along with the first 30 sidebands is shown
in Figure 20. Table 4 contains the corresponding discrete values of Ap, ϕp, andτp.
The flattop pattern in Figure 20 is obtained with SLL, SBLmax, and Rmax of �29.31,
�29.9, and 1.22 dB, respectively. The absolute value of Rmax is measured in the
region of 75 ≤ θ ≤ 105°. Hence, only 0.22 dB higher values of Rmax are obtained by
satisfying other design specification of the pattern. Also, it is observed that no such
improvement in the pattern is obtained when the continuous value of τp is used to

Figure 19.
Sideband levels of the first 30 sidebands for the different patterns in examples 1 and 2.
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synthesize the pattern. However, with Q = 10, almost the same pattern is obtained
with Rmax of 1.80 dB.

In the continuous search space of VAS time-modulation method [2, 3–6], the on-
time duration of array elements can be of any value between 0 and Tm. In [2], for
each time-modulated elements, the current pulse required with pulse width over
the range of (0.1Tm < tonp < 0.9Tm) is obtained by using the RF switches with
individually controlled switching circuits. Other time-modulation schemes such as
BOTS [30] and SOTS [21] need a complex programmable logic device (CPLD) for
controlling the “on–off” timing of the connected switches. The continuous values of

Figure 20.
ABC optimized space pattern at f0 and the first 30 sidebands. At f0, the flattop pattern is obtained with SLL,
SBLmax, and Rmax of �29.31, �29.9, and 1.22 dB, respectively.

Element numbers (p) Normalized on-time, τp Discrete values of excitation

Amplitude, Ap Phase, ϕp

1 & 20 0.65 0.200 �33.75

2 & 19 0.95 0.325 �22.50

3 & 18 0.95 0.475 0

4 & 17 1 0.525 33.75

5 & 16 1 0.675 67.50

6 & 15 1 0.975 90

7 & 14 1 1 112.50

8 & 13 1 0.800 135

9 & 12 1 0.600 �180

10 & 11 1 0.700 �146.25

Table 4.
Optimum discrete values of Ap, ϕp, and τp for the flattop power pattern of Figure 20.
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sidebands also, the SBLs are below SBLmax. Further observation shows that the no
radiation is produced at 10th, 20th, and 30th sideband with quantized values of τp as
at these harmonics the array factor expression becomes zero for all elements.

Example 3: In this example, it is shown that the same time modulator can also be
used to synthesize a flattop pattern. Accordingly, a symmetrical TMLA with ele-
ment number N = 20 and inter-element spacing d0 = 0.5λ is considered. Here, the
objective is to synthesize a flattop pattern in the broadside direction with digitally
controlled static excitation amplitudes and phases by using five digital attenuators
and phase shifters. A flattop pattern with a beamwidth of 30°, maximum ripple
level (Rmax) at the flat region of less than 1 dB, and transition width of 8° is selected
as the target pattern. Although such pattern with more stringent design specifica-
tion is reported in [6], analog attenuators and phase shifters are required. Due to
symmetry, the dimension of the parameter vector χ = {Ap, ϕp, τp} becomes 30.
During optimization, Ap and ϕp∀p∈ 1, :… ,Nð Þ are perturbed within the search
range of (0.2–1) and (�180 to +180) with step sizes of 0.5/25 and 360/25, respec-
tively. The number of quantization states for τp is selected as 20. In Eq. (27), both
δ1d and δ2d are selected as �30 dB, while δ3d is set to 1 dB. Setting FN = 150, the ABC
parameters are obtained as in [38]. ABC converges after 2000 iterations, while the
weighting factors are selected asW1 = 2;W2 = 1; andW3 = 5. The ABC optimized 3D
space pattern at fundamental frequency along with the first 30 sidebands is shown
in Figure 20. Table 4 contains the corresponding discrete values of Ap, ϕp, andτp.
The flattop pattern in Figure 20 is obtained with SLL, SBLmax, and Rmax of �29.31,
�29.9, and 1.22 dB, respectively. The absolute value of Rmax is measured in the
region of 75 ≤ θ ≤ 105°. Hence, only 0.22 dB higher values of Rmax are obtained by
satisfying other design specification of the pattern. Also, it is observed that no such
improvement in the pattern is obtained when the continuous value of τp is used to

Figure 19.
Sideband levels of the first 30 sidebands for the different patterns in examples 1 and 2.
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synthesize the pattern. However, with Q = 10, almost the same pattern is obtained
with Rmax of 1.80 dB.

In the continuous search space of VAS time-modulation method [2, 3–6], the on-
time duration of array elements can be of any value between 0 and Tm. In [2], for
each time-modulated elements, the current pulse required with pulse width over
the range of (0.1Tm < tonp < 0.9Tm) is obtained by using the RF switches with
individually controlled switching circuits. Other time-modulation schemes such as
BOTS [30] and SOTS [21] need a complex programmable logic device (CPLD) for
controlling the “on–off” timing of the connected switches. The continuous values of

Figure 20.
ABC optimized space pattern at f0 and the first 30 sidebands. At f0, the flattop pattern is obtained with SLL,
SBLmax, and Rmax of �29.31, �29.9, and 1.22 dB, respectively.

Element numbers (p) Normalized on-time, τp Discrete values of excitation

Amplitude, Ap Phase, ϕp

1 & 20 0.65 0.200 �33.75

2 & 19 0.95 0.325 �22.50

3 & 18 0.95 0.475 0

4 & 17 1 0.525 33.75

5 & 16 1 0.675 67.50

6 & 15 1 0.975 90

7 & 14 1 1 112.50

8 & 13 1 0.800 135

9 & 12 1 0.600 �180

10 & 11 1 0.700 �146.25
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Optimum discrete values of Ap, ϕp, and τp for the flattop power pattern of Figure 20.
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on-time of elements can be controlled by using CPLD accurately [41, 42], but to
synthesize a new antenna pattern, by realizing a new set of on-time sequence, the
CPLD must be reprogrammed by completely erasing the previous set of on-time
values. In contrast, the proposed VAS-QOT needs a simple circuitry as shown in
Figure 13, where the new set of on-time sequences according to the need can be
obtained simply by altering the appropriate binary input sequence to the selected
inputs of the multiplexers. Thus, by fabricating the QTM in integrated circuit (IC)
or by using some discrete components on a printed circuit board (PCB), TMAA
switching can be done easily.

9. Conclusions

Introduction of the additional degree of freedom “time” provides flexibility in
synthesizing antenna array patterns and overcomes the shortfalls of realizing the
patterns through conventional array synthesis methods. Among the different time-
modulation strategies, QAS can be realized through a simple digital circuit
consisting of a pulse generator, simple tapped delay line with equal delay at each tap
output, flip-flops, and multiplexers. This circuit can be implemented in either an
integrated circuit (IC) form or in a printed circuit board and can be used as a
discrete component to generate different patterns. However, as far as the
nonuniform period modulation is concerned, the function of the quantized time
modulator (QTM) circuit needs to be investigated, specifically to time modulate the
elements with multiple frequencies which need accommodation of multiple PLLs in
the circuit for the multiple frequencies. Regarding other time-modulation
approaches, complexity in the switching circuit increases as per the sequence, VAS,
pulse shifting, BOTS, SOTS, and NPM, respectively, while their performance in
synthesizing low SLL power patterns with suppressed SBL follows the reverse
order. Thus, for a time-modulation approach, the improved performance in terms
of the capability of synthesizing low side lobe power patterns by suppressing har-
monic signal level is obtained at the cost of complex switching mechanism. How-
ever, due to the advancement in the semiconductor technology, availability of high-
speed semiconductor switches makes it possible to realize such complex switching
mechanism by writing simple program code in complex programmable logic
devices (CPLDs).

In all the time-modulation approaches except NPM, for the desired power pat-
tern, optimization algorithm is required to determine the proper set of on-time
sequence. The construction of suitable cost function with multiple objectives such
as narrow beamwidth; low values of SLL and SBL, etc.; and the selection of
corresponding weighting factors plays an important role to achieve the best possible
power patterns. This chapter gives a brief fundamental insight toward all this issues.
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Convex Optimization and Array
Orientation Diversity-Based
Sparse Array Beampattern
Synthesis
Hui Chen and Qun Wan

Abstract

The sparse array pattern synthesis (APS) has many important implications in
some special situations where the weights, size, and cost of antennas are limited. In
this chapter, the APS with a minimum number of elements problem is investigated
from the perspective of sparseness constrained optimization. Firstly, to reduce the
number of antenna elements in the array, the APS problem is formulated as sparse-
ness constrained optimization problem under compressive sensing (CS) framework
and solved by using the reweighted L1-norm minimization algorithm. Besides, to
address left-right radiation pattern ambiguity problem, the proposed algorithm
exploits the array orientation diversity in the sparsity constraint framework. Simu-
lation results demonstrate the proposed method’s validity of achieving the desired
radiation beampattern with the minimum number of antenna elements.

Keywords: array beampattern synthesis, compressive sensing, array orientation
diversity, convex optimization

1. Introduction

The objective of array pattern synthesis (APS) is to find the excitation of an
array to produce a radiation beampattern which is close to the desired one. Dolph-
Chebyshev method [1, 2] can be used to design an optimal pattern with the mini-
mum sidelobe level and desired mainlobe width for a uniform linear array (ULA)
with isotropic elements. While it is more difficult to solve the APS problem for an
array of arbitrary geometric structures.

For nonuniformly spaced arbitrary arrays, there are several algorithms [3–6]
that have been proposed to synthesize beampatterns. The design of thinned narrow-
beam arrays has been well proposed in [3], which first fix element locations by
eliminating the elements pair by pair according to the smallest possible sidelobe on
the given interval and then optimize the weights via linear programming. For APS
problem, which can also be formulated as a quadratic programming problem [4, 5],
the objective function is to minimize the squared errors between the synthesized
pattern and the desired pattern. Besides, additional linear constraints [4] or
weighting functions [7] are also added to the quadratic objective function to mini-
mize the peaks of the synthesis error. The challenge to weighting functions in the
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mize the peaks of the synthesis error. The challenge to weighting functions in the
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quadratic programming is that it has to be adjusted in an ad hoc manner. Besides, an
inverse matrix has to be computed at each iteration for updating the weighting
functions, which will result in high computation requirements, especially for large
size of the array. The author of [8] proposed a recursive least squares method to
solve the problem. Another kind of evolutionary algorithm, such as simulated
annealing [9], particle swarm optimization [10], and genetic algorithm [11–13], has
also been used for APS problem optimization.

Recently, second-order cone programming (SOCP) and semi-definite program-
ming (SDP), as convex optimization techniques [14, 15], have been proposed to
solve the APS problem readily by using SOCP solver and SDP solver, respectively.
While a general nonuniform APS problem cannot be directly formulated as a con-
vex problem. An iterative procedure [15] was proposed to optimize the array pat-
tern by solving an SDP problem at each iteration. All the abovementioned
approaches to design an optimal nonuniform array are to construct an objective
function of minimizing the synthesis error or peak error. When the positions of
elements are given, the nonuniformly spaced arrays can be optimized using convex
programming like that for uniformly spaced arrays. While it is impossible to solve
the APS problem by complex programming if the positions of the array elements are
unknown. In addition, to solve the problem of occupying more elements to obtain
the desired beampattern, the authors in [16] proposed a matrix pencil-based non-
iterative synthesis algorithm, which can efficiently save the number of elements in a
very short computation time. Zhang et al. [17] formulated the APS problem as a
sparseness constrained optimization problem and solved the problem by using
Bayesian compressive sensing (BCS) inversion algorithm; the authors in [18] pro-
posed an approach for APS of linear sparse arrays, and then the multitask BCS has
been used to design 2D sparse synthesis problem [19], sparse conformal array
synthesis problem [20–22], and another CS-based sparse array synthesis problem
[23–26].

In this chapter, we proposed an array pattern synthesis algorithm [27] by using
reweighted l1-norm minimization [28] and convex optimization [29]. Then we
extended our work to a new version [30] by using reweighted l1-norm minimiza-
tion and array orientation diversity. Merits of the algorithm include the following:
(1) it does not need a thorough search in the multidimensional parameter space, and
(2) it can achieve the same array performance with fewer antenna elements when
the array size is given and thus reduces the array cost significantly. Regarding the
notation of this chapter, �ð ÞT represents the transpose operation of a vector or
matrix, �j j denotes the absolute value operator, and �k k1 and �k k∞ represent the
l1-norm and l∞-norm of a vector or matrix, respectively. And xd e denotes the
smallest integer not less than x, and diag xð Þ means the diagonal matrix with
the main diagonal elements equaled to the vector x.

2. Nonuniform array pattern synthesis using reweighted l1-norm
minimization

2.1 Problem formulation

Consider a narrowband linear array with M isotropic antennas located at
x1,…, xM ∈R2. Assume that a harmonic plane wave with wavelength λ propagates
across the array with incident direction θ. The M signal outputs si are converted to
the baseband, weighted by the weights wi, and summed. Then the array response
can represented as
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G θð Þ ¼
XM
i¼1

wi exp j2πxi sin θ=λð Þ ¼ wTa θð Þ (1)

where ϕi ¼ 2πxi sin θ=λ is the phase delay due to propagation, complex weight
vector w ¼ w1;…;wM½ �T ∈CM, and the steering vector a θð Þ.

Let Gd θð Þ be the desired array response at the direction θ. The APS problem is to
find the complex weight vector w such that G θð Þ ¼ Gd θð Þ for all θ∈ �90∘; 90∘½ �. For
the array described above, how well G θð Þ approximates Gd θð Þ can be measured by
using the peak error across θ, i.e.,

min
w

max
θ∈Θ

G θð Þ � Gd θð Þj j (2)

where Θ∈ �90∘; 90∘½ � is a dense set of arrival angles that we are of interest. The
goal of the proposed algorithm is to find both optimal antenna locations and
corresponding weights that approach the desired array pattern as well as possible.

2.2 The proposed algorithm

The APS problem can be formulated as a following estimation problem:

wTa θð Þ ¼ G θð Þ, ∀θ∈Θ (3)

We try to find w in Eq. (3) such that Eq. (2) is satisfied.
The new solution of Eq. (3) can be summarized as follows:

2.2.1 Creating a virtual array

For a given array size, to obtain more elements than those of a conventional
array with λ=2 inter-element spacing, we first create a dense uniformly spaced
linear array with much smaller inter-element spacing than conventional array and
initialize a weight matrix Q as an identity matrix to create a more sparse array in
subsequent processing.

2.2.2 Finding the sparse weight vector

The specified synthesized pattern G θð Þ is produced by a weight vector. The
weight vector can be obtained by solving the following weighted l1-norm minimi-
zation convex problem Eq. (4), which is subject to minimizing the peak of the error
between the synthesized pattern G θð Þ and the desired pattern Gd θð Þ:

Minimize Qwk k1
Subject to G θð Þ �Gd θð Þk k∞ ≤ ε,∀θ∈ �90∘; 90∘½ � (4)

where ε is the fitting error between the synthesized pattern and desired pattern.
Minimizing Qwk k1 makes the vector Qw sparse, which is useful to create a
nonuniformly spaced array. According to the situation that some weights of the
original weight vector w ¼ w1;w2;…½ �T from Eq. (4) are very small, they can be
deleted without significantly decreasing the array performance. So a sparse weight
vector can be obtained by retuning the small value elements of the original weight
vector, that is, the wi will be retained if wij j= wk k∞ > η i ¼ 1; 2;…ð Þ, otherwise
wi ¼ 0. The η is a designed threshold whose value should make a trade-off between
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Let Gd θð Þ be the desired array response at the direction θ. The APS problem is to
find the complex weight vector w such that G θð Þ ¼ Gd θð Þ for all θ∈ �90∘; 90∘½ �. For
the array described above, how well G θð Þ approximates Gd θð Þ can be measured by
using the peak error across θ, i.e.,

min
w

max
θ∈Θ

G θð Þ � Gd θð Þj j (2)

where Θ∈ �90∘; 90∘½ � is a dense set of arrival angles that we are of interest. The
goal of the proposed algorithm is to find both optimal antenna locations and
corresponding weights that approach the desired array pattern as well as possible.

2.2 The proposed algorithm

The APS problem can be formulated as a following estimation problem:

wTa θð Þ ¼ G θð Þ, ∀θ∈Θ (3)

We try to find w in Eq. (3) such that Eq. (2) is satisfied.
The new solution of Eq. (3) can be summarized as follows:

2.2.1 Creating a virtual array

For a given array size, to obtain more elements than those of a conventional
array with λ=2 inter-element spacing, we first create a dense uniformly spaced
linear array with much smaller inter-element spacing than conventional array and
initialize a weight matrix Q as an identity matrix to create a more sparse array in
subsequent processing.

2.2.2 Finding the sparse weight vector

The specified synthesized pattern G θð Þ is produced by a weight vector. The
weight vector can be obtained by solving the following weighted l1-norm minimi-
zation convex problem Eq. (4), which is subject to minimizing the peak of the error
between the synthesized pattern G θð Þ and the desired pattern Gd θð Þ:

Minimize Qwk k1
Subject to G θð Þ �Gd θð Þk k∞ ≤ ε,∀θ∈ �90∘; 90∘½ � (4)

where ε is the fitting error between the synthesized pattern and desired pattern.
Minimizing Qwk k1 makes the vector Qw sparse, which is useful to create a
nonuniformly spaced array. According to the situation that some weights of the
original weight vector w ¼ w1;w2;…½ �T from Eq. (4) are very small, they can be
deleted without significantly decreasing the array performance. So a sparse weight
vector can be obtained by retuning the small value elements of the original weight
vector, that is, the wi will be retained if wij j= wk k∞ > η i ¼ 1; 2;…ð Þ, otherwise
wi ¼ 0. The η is a designed threshold whose value should make a trade-off between
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APS performance and convergence rate. Because more elements of the original
weight vector will be pruned if the threshold value η is increased, which make us
probably cannot find the optimal array element positions of the array, correspond-
ingly the array synthesis performance is not optimal for a given array element
number. Conversely, if the threshold value is decreased, less elements of the origi-
nal weight vector will be pruned in each iteration, which increases the algorithm
complexity. So we should make a good balance between APS performance and
convergence rate when setting the value of η.

2.2.3 Updating the weight matrix

After obtaining the original weight vector w ¼ w1;w2;…½ �T, the weight matrix Q
is updated as Q ¼ diag w1j j þ δð Þ�p; w2j j þ δð Þ�p; …½ �ð Þ (usually, p is an integer
greater than 1; it was demonstrated experimentally that p ¼ 2 is a better choice for
our APS problem). To ensure that the weight matrix is effectively updated when a
zero-valued component in w, we introduce a parameter δ>0. It is empirically
demonstrated that δ should be set slightly smaller than the expected nonzero mag-
nitudes of w.

2.2.4 Forming the nonuniform array

The sparse weight vector ws is obtained by pruning the original weight vector,
and then the antenna elements corresponding to nonzero-valued indices of ws are
retained to form a nonuniform array with fewer elements.

The above steps (A, B, C) are repeated until the final synthesized array perfor-
mance is satisfactory or the specified maximum number of iterations is attained.

2.2.5 Optimizing the sparse weight vector

After obtaining the array antenna positions by steps (B, C, D), the optimal
weight vector wopt is further obtained by solving following convex optimization
problem, which is to improve the performance of the array beampattern synthe-
sized by the sparse weight vector:

Find wopt

Minimize G θð Þ � Gd θð Þk k∞, θ∈ �90∘; 90∘½ � (5)

2.3 Computer simulation and discussions

Given the array aperture, the objective is to design an array with the
beampattern as shown in Figure 1, where region θj j≤ θs corresponds to the
mainlobe and region θj j≥ θs corresponds to the sidelobe. We set θs ¼ 2:5∘, and the
angle grid of the interval �90∘; 90∘½ � is 1∘. We design a virtual ULA with the array
aperture of 25:5λ having a uniform inter-element spacing of λ=8.

The beampattern of Figure 2 is obtained by using our approach for a 19-element
array, and the optimal beampattern exhibits the maximum sidelobe of �15.46 dB.
The optimal antenna positions and the corresponding weights are displayed in
Table 1. The designs proposed in [3, 17] describe a 25-element and a 29-element
non-ULA with the approximate desired array pattern shown in Figure 2, respec-
tively. The 25-element array beampattern described in [3] by eliminating the ele-
ments pair by pair has a maximum sidelobe�13.75 dB, while the maximum sidelobe
of 29-element array beampattern obtained by the BCS algorithm [17] is �13.165 dB.
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Figure 2.
A “25-element array beampattern obtained by [3] and a 29-element array beampattern obtained by [17]” vs.
“our 19-element array beampattern.”

Element indices Position (λ) Weight value Element indices Position (λ) Weight value

1,19 �10.500 0.2289 6,14 �3.875 0.2677

2,18 �8.625 0.2583 7,13 �2.875 0.2195

3,17 �7.6250 0.2207 8,12 �1.875 0.1813

4,16 �6.750 0.2904 9,11 �1.000 0.2347

5,15 �4.750 0.1567 10 0 0.2427

Table 1.
Our element positions and weights in a 19-element antenna array.

Figure 1.
The desired beampattern.
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APS performance and convergence rate. Because more elements of the original
weight vector will be pruned if the threshold value η is increased, which make us
probably cannot find the optimal array element positions of the array, correspond-
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number. Conversely, if the threshold value is decreased, less elements of the origi-
nal weight vector will be pruned in each iteration, which increases the algorithm
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and then the antenna elements corresponding to nonzero-valued indices of ws are
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problem, which is to improve the performance of the array beampattern synthe-
sized by the sparse weight vector:

Find wopt
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Given the array aperture, the objective is to design an array with the
beampattern as shown in Figure 1, where region θj j≤ θs corresponds to the
mainlobe and region θj j≥ θs corresponds to the sidelobe. We set θs ¼ 2:5∘, and the
angle grid of the interval �90∘; 90∘½ � is 1∘. We design a virtual ULA with the array
aperture of 25:5λ having a uniform inter-element spacing of λ=8.

The beampattern of Figure 2 is obtained by using our approach for a 19-element
array, and the optimal beampattern exhibits the maximum sidelobe of �15.46 dB.
The optimal antenna positions and the corresponding weights are displayed in
Table 1. The designs proposed in [3, 17] describe a 25-element and a 29-element
non-ULA with the approximate desired array pattern shown in Figure 2, respec-
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Figure 2.
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“our 19-element array beampattern.”
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4,16 �6.750 0.2904 9,11 �1.000 0.2347

5,15 �4.750 0.1567 10 0 0.2427

Table 1.
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The desired beampattern.
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The antenna positions and the corresponding weights of the two methods in [3, 17]
are listed in Tables 2 and 3, respectively. Compared with the method in [3], we can
see from Table 1 and Figure 2 that our proposed algorithm saves six elements
without reducing the array performance and the our minimum inter-element spac-
ing of the non-ULA is 0.375λ larger than that of the method of eliminating the
elements pair by pair [3]. Compared with the reference method in [17], our pro-
posed method offers an economization of 10 elements as well as 2.3 dB performance
improvement, and the minimum inter-element spacing of the sparse array designed
by our approach is 0.75λ larger than that of the reference array [17]. We also
emphasize that the reference array [17] has 4.5λ larger array aperture than that of
our array.

The proposed APS algorithm based on convex optimization and reweighted
l1-norm minimization is proven to be effective in reducing array elements,
suppressing the sidelobe, and reducing the aperture. This simple and effective
design method can be extended to solving the 2D array synthesis problem.

Element indices Position (λ) Weight value Element indices Position (λ) Weight value

1,25 �12.0 0.2100 8,18 �4.5 0.1924

2,24 �8.5 0.2605 9,17 �3.5 0.2296

3,23 �8.0 0.2276 10,16 �2.0 0.2282

4,22 �7.5 0.2554 11,15 �1.5 0.0876

5,21 �7.0 0.2103 12,14 �0.5 0.1143

6,20 �6.0 0.200 13 0 0.2084

7,19 �5.0 0.2037

Table 2.
Element positions and weights obtained in a 25-element array [3].

Element indices Position (λ) Weight value

1,2 �1.375, �0.500 0.0876, 0.1178

3,4 0.375, 0.500 0.0532, 0.1025

5,6 1.250, 1.375 0.0497, 0.1844

7,8 2.125, 4.375 0.1895, 0.1086

9,10 4.500, 5.250 0.0778, 0.2679

11,12 6.125, 7.000 0.2440, 0.1098

13,14 7.125, 8.125 0.0643, 0.2400

15,16 8.875, 10.125 0.1953, 0.2249

17,18 11.000, 11.750 0.2297, 0.0720

19,20 12.000, 12.750 0.1480, 0.1810

21,22 13.750, 13.875 0.0761, 0.0554

23,24 14.875, 15.750 0.0840, 0.1833

25,26 16.625, 16.750 0.1860, 0.0516

27,28 17.375, 19.625 0.1625, 0.0745

29 24.125 0.0317

Table 3.
Element positions and weights obtained by the BCS inversion algorithm [17].
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3. Beampattern synthesis using reweighted l1-norm minimization and
array orientation diversity

To address left-right radiation pattern ambiguity problem, we allow exploitation
of the array orientation diversity in the CS framework.

3.1 Problem formulation

We assume that transmit signals and the array are coplanar, so the antenna array
synthesis problem can be described as follows:

min DMð Þ s:t: min
Rαi;dαif g α ¼ 1, :…,D

i ¼ 1, :…,M

Fd θð Þ � F θð Þk kl2

8>><
>>:

9>>=
>>;

≤ ξ (6)

where F θð Þ ¼PD
α¼1
PM

i Rαiejkdαi cos θ�θαð Þ, Fd θð Þ is the desired radiation pattern,M
is the number of identical antenna elements in each linear array, Rαi is the excitation
coefficient of the ith element located at dαi in the αth array, k is the wavenumber in
the free space, and D array orientations θα α ¼ 1;…;Dð Þ. The objective of the prob-
lem is to synthesize the desired radiation pattern Fd θð Þ with the minimum number
of elements under a small tolerance error ξ. For one linear array at orientation θα to
the incident plane wave from the bearing θ, the array factor is given by

Fα θð Þ ¼
XM
i

Rαiejkdαi cos θ�θαð Þ (7)

Suppose that all the antenna elements in each array orientation θα α ¼ 1;…;Dð Þ
are symmetrically distributed within a range of �ds to ds along the array orientation
θα, respectively, the combination pattern of all the linear orientation arrays can be
written as

F θð Þ ¼
XD
α¼1

Fα θð Þ (8)

In order to solve Eqs. (7) and (8), we can assume that all the antenna elements
are equally spaced from�ds to ds with a small inter-element spacing Δd. Although it
is supposed that there is one element at each position, not each antenna element is
necessarily radiating waves or excited with current. All the antenna elements can be
in two states: “on” states (when the element is in the supposed position or has an
excitation) and “off” state (when there is no element in the supposed position or
without an excitation). Through discretization, Eq. (8) can be written in a matrix
form:

F θð Þ½ �h�1 ¼ H½ �h�n r½ �n�1 (9)

where h is the number of sampled antenna radiation pattern, n ¼ D 2ds
Δd

� �
, the

sensing radiation pattern at different angles is contained in vector
F ¼ F θ1ð Þ F θ2ð Þ⋯ F θhð Þ½ �T, overcomplete dictionary H is an h� n matrix whose
i; lð Þth element is Hil ¼ ejkdαi cos θl�θαð Þ, l∈ α� 1ð Þ n

D þ 1; nD α
� �

for α∈ 1;…;Df g, and
h≪ n. r is an excitation vector, Rαi ¼ 0 means the antenna in the lth position of the
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The antenna positions and the corresponding weights of the two methods in [3, 17]
are listed in Tables 2 and 3, respectively. Compared with the method in [3], we can
see from Table 1 and Figure 2 that our proposed algorithm saves six elements
without reducing the array performance and the our minimum inter-element spac-
ing of the non-ULA is 0.375λ larger than that of the method of eliminating the
elements pair by pair [3]. Compared with the reference method in [17], our pro-
posed method offers an economization of 10 elements as well as 2.3 dB performance
improvement, and the minimum inter-element spacing of the sparse array designed
by our approach is 0.75λ larger than that of the reference array [17]. We also
emphasize that the reference array [17] has 4.5λ larger array aperture than that of
our array.

The proposed APS algorithm based on convex optimization and reweighted
l1-norm minimization is proven to be effective in reducing array elements,
suppressing the sidelobe, and reducing the aperture. This simple and effective
design method can be extended to solving the 2D array synthesis problem.
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3. Beampattern synthesis using reweighted l1-norm minimization and
array orientation diversity

To address left-right radiation pattern ambiguity problem, we allow exploitation
of the array orientation diversity in the CS framework.

3.1 Problem formulation
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of elements under a small tolerance error ξ. For one linear array at orientation θα to
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Suppose that all the antenna elements in each array orientation θα α ¼ 1;…;Dð Þ
are symmetrically distributed within a range of �ds to ds along the array orientation
θα, respectively, the combination pattern of all the linear orientation arrays can be
written as
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Fα θð Þ (8)

In order to solve Eqs. (7) and (8), we can assume that all the antenna elements
are equally spaced from�ds to ds with a small inter-element spacing Δd. Although it
is supposed that there is one element at each position, not each antenna element is
necessarily radiating waves or excited with current. All the antenna elements can be
in two states: “on” states (when the element is in the supposed position or has an
excitation) and “off” state (when there is no element in the supposed position or
without an excitation). Through discretization, Eq. (8) can be written in a matrix
form:
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h≪ n. r is an excitation vector, Rαi ¼ 0 means the antenna in the lth position of the
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αth array is absent from the supposed position, and the solution of sparse excitation
vector r can be casted as the following convex optimization problem:

min rk k1
subject to F‐Hrk k∞ ≤ ξ

(10)

In Eq. (10) the smallest number of nonzero elements in the excitation vector r
can be obtained readily by using existing software package, such as CVX [31].

3.2 The proposed algorithm

In this subsection, the new solution of Eq. (6) can be summarized as follows:

3.2.1 Initializing a virtual array and a weight matrix

To place more antenna elements than those of a conventional array with the
same array size, we first createD virtual linear orientation arrays with much smaller
interspacing λ=16 (in general, the inter-element spacing of the conventional ULA is
λ=2). Using the reweighted l1-norm minimization in the following step, we set a
DM�DM dimension weight matrix Q as a unit matrix.

3.2.2 Finding the sparse weight vector

Let F θð Þ be a synthesized beampattern by using a weight vector, and the weight
vector can be obtained by solving the following weighted l1-norm minimization
convex problem which is to try to minimize the peak value of the error between the
synthesized pattern and the desired pattern:

Minimize Qwk k1
Subject to F θð Þ � Fd θð Þk k∞ ≤ ζ, ∀θ∈ �180∘; 180∘½ � (11)

where ζ is the fitting error between the synthesized pattern and the desired one.
Minimizing Qwk k1 makes the vector Qw sparse, which is useful to create D
nonuniformly spaced linear orientation arrays. Here, let the weight vector w ¼
w1;w2;…½ �T obtained from Eq. (11) be the original weight vector for convenience.
The weighted l1-norm minimization will make some weights of the original weight
vector be very small, so they can be adjusted to zero without significantly reducing
the array performance. That is, if the absolute value of an element from the original
weight vector is smaller than a threshold which is set according to the array perfor-
mance requirement, the element will be assigned zero; otherwise, the element will
be retained. Thus the sparse weight vector ws is obtained.

3.2.3 Updating the weight matrix

After obtaining the original weight vector w ¼ w1;w2;…½ �T from step (2), the
weight matrix Q is updated according to Q ¼ diag w1j j þ δð Þ�p, w2j j þ δð Þ�p, …½ �ð Þ
in each iteration; usually, p is an integer greater than 1, while it was demonstrated
experimentally that p ¼ 2 is a better choice for our APS problem. To ensure regular
update Q especially for zero-valued components in w, we bring in the parameter
δ>0 which should be set slightly smaller than the expected nonzero magnitudes of
w. Reweighted l1 minimization can improve the signal reconstruction performance.
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3.2.4 Creating the nonuniform arrays

After obtaining the sparse weight vector ws from step (4), the antenna elements
corresponding to nonzero-valued indices of the sparse weight vector are retained to
create D sparse linear arrays with different orientations.

Repeat steps (2, 3, and 4) until the synthesized array beampattern performance
is satisfactory or the specified maximum number of iterations or minimum antenna
number is attained.

3.2.5 Finding the optimal weight vector

After optimizing the antenna element positions by the above steps, we introduce
convex optimization to obtain the optimal weight vector which can further improve
the performance of the array beampattern synthesized by the sparse weight vector:

Find wopt

Minimize F θð Þ � Fd θð Þk k∞, θ∈ �90∘; 90∘½ � (12)

The optimal sparse weight vector wopt can be obtained from Eq. (12) readily.

3.3 Computer simulations and discussion

The objective is to design an array with the desired beampattern for given the
array physical size, as shown in Figure 1, where region θj j≤ θs belongs to the
mainlobe and region θj j≥ θs corresponds to the sidelobe. We set θs ¼ 2:3∘, and the
angle grid for the search area �180∘; 180∘½ � is 2∘, that is, we take a “dense set” of
�180∘; 180∘½ � with the angles sampled at 2∘ from �180∘ to 180∘ (Figure 3).

To show the performance of our beampattern synthesis, we will consider two
cases, same element number array and same beampattern performance, since all
formulated problems in Eqs. (6), (10), (11), and (12) are convex, so we adopt the
optimization toolbox to solve the formulated problems.

Figure 3.
Desired beampattern.
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αth array is absent from the supposed position, and the solution of sparse excitation
vector r can be casted as the following convex optimization problem:

min rk k1
subject to F‐Hrk k∞ ≤ ξ

(10)

In Eq. (10) the smallest number of nonzero elements in the excitation vector r
can be obtained readily by using existing software package, such as CVX [31].

3.2 The proposed algorithm

In this subsection, the new solution of Eq. (6) can be summarized as follows:

3.2.1 Initializing a virtual array and a weight matrix

To place more antenna elements than those of a conventional array with the
same array size, we first createD virtual linear orientation arrays with much smaller
interspacing λ=16 (in general, the inter-element spacing of the conventional ULA is
λ=2). Using the reweighted l1-norm minimization in the following step, we set a
DM�DM dimension weight matrix Q as a unit matrix.

3.2.2 Finding the sparse weight vector

Let F θð Þ be a synthesized beampattern by using a weight vector, and the weight
vector can be obtained by solving the following weighted l1-norm minimization
convex problem which is to try to minimize the peak value of the error between the
synthesized pattern and the desired pattern:

Minimize Qwk k1
Subject to F θð Þ � Fd θð Þk k∞ ≤ ζ, ∀θ∈ �180∘; 180∘½ � (11)

where ζ is the fitting error between the synthesized pattern and the desired one.
Minimizing Qwk k1 makes the vector Qw sparse, which is useful to create D
nonuniformly spaced linear orientation arrays. Here, let the weight vector w ¼
w1;w2;…½ �T obtained from Eq. (11) be the original weight vector for convenience.
The weighted l1-norm minimization will make some weights of the original weight
vector be very small, so they can be adjusted to zero without significantly reducing
the array performance. That is, if the absolute value of an element from the original
weight vector is smaller than a threshold which is set according to the array perfor-
mance requirement, the element will be assigned zero; otherwise, the element will
be retained. Thus the sparse weight vector ws is obtained.

3.2.3 Updating the weight matrix

After obtaining the original weight vector w ¼ w1;w2;…½ �T from step (2), the
weight matrix Q is updated according to Q ¼ diag w1j j þ δð Þ�p, w2j j þ δð Þ�p, …½ �ð Þ
in each iteration; usually, p is an integer greater than 1, while it was demonstrated
experimentally that p ¼ 2 is a better choice for our APS problem. To ensure regular
update Q especially for zero-valued components in w, we bring in the parameter
δ>0 which should be set slightly smaller than the expected nonzero magnitudes of
w. Reweighted l1 minimization can improve the signal reconstruction performance.
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3.2.4 Creating the nonuniform arrays

After obtaining the sparse weight vector ws from step (4), the antenna elements
corresponding to nonzero-valued indices of the sparse weight vector are retained to
create D sparse linear arrays with different orientations.

Repeat steps (2, 3, and 4) until the synthesized array beampattern performance
is satisfactory or the specified maximum number of iterations or minimum antenna
number is attained.

3.2.5 Finding the optimal weight vector

After optimizing the antenna element positions by the above steps, we introduce
convex optimization to obtain the optimal weight vector which can further improve
the performance of the array beampattern synthesized by the sparse weight vector:

Find wopt

Minimize F θð Þ � Fd θð Þk k∞, θ∈ �90∘; 90∘½ � (12)

The optimal sparse weight vector wopt can be obtained from Eq. (12) readily.

3.3 Computer simulations and discussion

The objective is to design an array with the desired beampattern for given the
array physical size, as shown in Figure 1, where region θj j≤ θs belongs to the
mainlobe and region θj j≥ θs corresponds to the sidelobe. We set θs ¼ 2:3∘, and the
angle grid for the search area �180∘; 180∘½ � is 2∘, that is, we take a “dense set” of
�180∘; 180∘½ � with the angles sampled at 2∘ from �180∘ to 180∘ (Figure 3).

To show the performance of our beampattern synthesis, we will consider two
cases, same element number array and same beampattern performance, since all
formulated problems in Eqs. (6), (10), (11), and (12) are convex, so we adopt the
optimization toolbox to solve the formulated problems.

Figure 3.
Desired beampattern.
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Figure 4.
A 19-element array performance obtained by BCS inversion algorithm [17] and our method with increasing
array orientation diversity. (a) 1 array orientation, (b) 2 array orientations, (c) 3 array orientations, and (d)
4 array orientation.

Figure 5.
Element positions and excitation amplitudes in a 19-element one-array orientation.
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3.3.1 Same element number array with array orientation diversity

In this section, we analyzed the influence of the array orientation diversity on
the beampattern synthesis by simulation results. We initialize four virtual ULAs
(named Array 1, Array 2, Array 3, Array 4, with orientation �10∘,0∘, 10∘, 20∘,
respectively) with each subarray aperture of 25λ owning a uniform interspacing λ=8.
Besides, we initialize Q as a unit matrix and choose δ ¼ 10�4 and p ¼ 2 in our
simulations. Figure 4 shows a 19-element beampattern synthesis performance in
four cases with one-, two-, three-, and four-array orientations. From Figure 4, we
can see that our proposed method and BCS algorithm can improve performance
with increasing array orientation diversity (from 1 to 4); the optimal antenna
positions and the corresponding excitation amplitudes of the four cases are
displayed in Figures 5–8, respectively. Note that for the four cases of Figures 5–8,
the required normalized radiated energies of BCS approach [17] are correspond-
ingly bigger than that of our proposed method.

Figure 6.
Element positions and excitation amplitudes in a 19-element two-array orientation.

Figure 7.
Element positions and excitation amplitudes in a 19-element three-array orientation.
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Figure 8.
Element positions and excitation amplitudes in a 19-element four-array orientation antenna.

Figure 9.
Optimal beampattern of different element number array by using “BCS inversion algorithm [17]” vs. “our
method.” (a) 1 array orientation, (b) 2 array orientations, (c) 3 array orientations, and (d) 4 array
orientations.
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3.3.2 Approximate beampattern performance with array orientation diversity

To demonstrate another advantage of array orientation diversity, we examine
the beampattern synthesis of an 18-element array, 11-element array, 10-element
array, and 10-element array correspondingly with one orientation, two orienta-
tions, three orientations, and four orientations using BCS algorithm and our
method, respectively. The optimal beampatterns exhibit maximal sidelobes of
�7.72, �8.01, �7.59, and �7.88 dB, respectively, which are shown in Figure 9.
Figures 10–13 provide all the corresponding antenna positions and excitation
amplitudes for all the four cases mentioned above. Obviously, given the array size,
using orientation diversity can economize seven (or eight) elements without
reducing the array performance. But more diversity is not always better enough, as
shown in Figures 11–13. Besides, the excitation amplitudes in Figures 10–13 show
that our proposed method needs less radiation energy for all four cases.

Figure 10.
Element positions and excitation amplitudes in an 18-element one-array orientation antenna.

Figure 11.
Element positions and excitation amplitudes in an 11-element two-array orientation antenna.
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The proposed APS algorithm based on reweighted l1-norm minimization and
array orientation diversity is demonstrated to be effective in reducing array ele-
ments, suppressing the sidelobe, and reducing the energy consumption to some
extent.

4. Conclusions

This chapter focuses on the APS problem with sparse antenna array, which has
practical applications, especially for massive antenna array. By using array

Figure 12.
Element positions and excitation amplitudes in a 9-element three-array orientation antenna.

Figure 13.
Element positions and excitation amplitudes in a 10-element four-array orientation antenna.
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orientation diversity and solving reweightedl1-norm minimization convex optimi-
zation problem, the proposed APS algorithm shows the superiority in reducing
array elements, suppressing the sidelobe, and reducing the energy consumption to
some extent, and the robustness of the proposed design tool in real-life application
will also be considered in our further work.
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Chapter 3

Reflectarray Pattern Optimization
for Advanced Wireless
Communications
Daniel Rodríguez Prado, Manuel Arrebola and
Marcos Rodríguez Pino

Abstract

A framework for the design and optimization of large dual-linear polarized,
shaped-beam reflectarrays for advanced wireless communications is presented. The
methodology is based on the generalized intersection approach (IA) algorithm for
both phase-only synthesis (POS) and direct optimization of the reflectarray layout,
as well as on the use of a method of moments in the spectral domain assuming local
periodicity. A thorough description of the design and optimization procedures is
provided. To demonstrate the capabilities of the proposed framework, two exam-
ples are considered. The first example is a shaped-beam reflectarray for future 5G
base stations working in the millimeter waveband, radiating a sectored-beam
pattern in azimuth and squared-cosecant pattern in elevation to provide constant
power in the coverage area. The second example is a very large contoured-beam
reflectarray for direct-to-home (DTH) broadcasting based on real mission require-
ments with Southern Asia coverage.

Keywords: array pattern synthesis, reflectarrays, optimization, wireless
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that need to fulfill increasing tighter requirements with the goal of improving their
performance and quality. In particular, future developments and integration of 5G
technologies for terrestrial and space communications [1] represent a great challenge.
Specifically, the antenna is an important subsystem for wireless communications,
since it is the device that converts the guided waves into propagating waves in free
space and vice versa. Different parameters of the antenna may be optimized
depending on the application, such as size, radiation pattern, matching, etc. In many
cases, a shaped-beam pattern is necessary to adequately redirect power to the desired
area. For instance, direct-to-home (DTH) applications need a contoured-beam foot-
print to match some specific geographic area on the surface of the Earth [2]. Also, an
interesting feature for base stations for wireless communications is to provide con-
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Chapter 3

Reflectarray Pattern Optimization
for Advanced Wireless
Communications
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Abstract

A framework for the design and optimization of large dual-linear polarized,
shaped-beam reflectarrays for advanced wireless communications is presented. The
methodology is based on the generalized intersection approach (IA) algorithm for
both phase-only synthesis (POS) and direct optimization of the reflectarray layout,
as well as on the use of a method of moments in the spectral domain assuming local
periodicity. A thorough description of the design and optimization procedures is
provided. To demonstrate the capabilities of the proposed framework, two exam-
ples are considered. The first example is a shaped-beam reflectarray for future 5G
base stations working in the millimeter waveband, radiating a sectored-beam
pattern in azimuth and squared-cosecant pattern in elevation to provide constant
power in the coverage area. The second example is a very large contoured-beam
reflectarray for direct-to-home (DTH) broadcasting based on real mission require-
ments with Southern Asia coverage.
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squared-cosecant pattern [3]. Traditionally, shaped parabolic reflectors or phased
arrays have been employed for these applications [2, 3]. However, shaped parabolic
reflectors are bulky and expensive to manufacture, while phased arrays require
complex feeding networks which introduce high losses. Nonetheless, with the popu-
larization of the microstrip technology, reflectarray antennas have become a potential
substitute to parabolic reflector dishes and phased arrays.

The concept of reflectarray antenna was first introduced in 1963 [4] as a type of
antenna that combines the simplicity of reflectors and the versatility of arrays,
using waveguides as the reflecting element. This resulted in a bulky and expensive
structure. However, reflectarrays were not widely studied until the development of
low-profile printed antennas in the 1980s, when the printed planar reflectarray was
developed [5]. It consists of an array of radiating elements that are spatially fed by a
primary feed, which is usually a horn antenna. Its working principle is based on
altering the properties of the electromagnetic field impinging from the feed. By
adjusting the dimensions of the reflectarray elements, a phase shift is introduced in
the impinging field [6], allowing to obtain the desired radiation pattern.

Although designing reflectarrays for high-gain pencil beam patterns at a certain
direction may be achieved with analytical equations [5], the synthesis of
noncanonical beams is a challenging task and requires the use of an optimization
algorithm, especially in cases with tight requirements, such as space applications [2].
Since reflectarrays are usually comprised of hundreds or even thousands of elements,
the employed algorithm must be computationally efficient. Until recently, the domi-
nant approach was the phase-only synthesis (POS) [5], which employs a simplified
analysis of the unit cell. This results in an extremely efficient synthesis [7–9] but has
no control over the cross-polarization performance. The first approach to the
crosspolar direct optimization of reflectarray antennas was presented in [10], using a
method of moments based on local periodicity (MoM-LP) for the analysis of the unit
cell. However, the algorithm was slow and only handled 1 polarization and small
reflectarrays (225 elements). Other approaches for the minimization of the crosspolar
component of the far field include a proper arrangement of the elements [11] and the
minimization of the undesired tangential field adjusting the dimensions of the ele-
ment [12] or through rotation [13]. These techniques are faster, but they work at the
element level and thus provide suboptimal results.

In this chapter, we present a general framework for the efficient and accurate
pattern optimization of reflectarray antennas for advanced wireless communica-
tions, including copolar and crosspolar specifications. It is based on the use of the
generalized intersection approach (IA) algorithm [14] for the optimization and a
MoM-LP [15] for the accurate characterization of the reflectarray unit cell. The
design procedure is divided in several stages. First, a phase-only synthesis (POS) is
carried out, to efficiently obtain the desired copolar pattern. Then, by using a zero-
finding routine and the MoM-LP, the layout of the reflectarray is obtained adjusting
the dimensions of each unit cell. Finally, an optional stage to improve the cross-
polarization performance may be carried out. It employs the MoM-LP directly in
the optimization loop to accurately characterize the crosspolar pattern. Both the
POS and direct layout optimization are carried out with the generalized IA, dem-
onstrating the versatility of the algorithm. Two relevant examples are provided to
demonstrate the capabilities of the proposed framework. First, a shaped-beam
reflectarray for future 5G base stations at millimeter waveband is proposed. It
radiates a sectored-beam pattern in azimuth and a squared-cosecant pattern in
elevation. The second example is a very large contoured-beam, spaceborne
reflectarray for direct-to-home (DTH) broadcasting based on a real space mission.

The rest of the chapter is divided as follows. Section 2 introduces the optimiza-
tion framework based on the generalized IA algorithm. Section 3 describes the
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design and optimization methodology using the generalized IA. Section 4 contains
the results regarding the two reflectarray designs for advanced wireless communi-
cations. Finally, Section 5 contains the conclusions.

2. Optimization framework for electrically large reflectarrays

2.1 Pattern requirements in the optimization procedure

Before describing in detail the optimization algorithm, we will establish the
different pattern requirements that can be imposed in the optimization procedure
and how they are implemented in the generalized IA. For the case of radiation
pattern optimization, the requirements may be imposed in the copolar and
crosspolar components. When performing a POS, only copolar requirements are
considered due to the simplifications in the analysis of the unit cell [9]. However, a
direct optimization of the layout may consider both copolar and crosspolar require-
ments. In the generalized IA, the copolar requirements are given by means of two
mask templates, which impose the minimum (Tmin) and maximum (Tmax) values
that the far field must achieve. Thus, if Gcp is the copolar gain, it should fulfil

Tmin u, vð Þ≤Gcp u, vð Þ≤Tmax u, vð Þ, (1)

where u ¼ sin θ cosφ and v ¼ sin θ sinφ are the angular coordinates where the
far field is computed. Figure 1 shows an example of typical copolar requirement
templates for a squared-cosecant pattern and a sectored-beam pattern in a plane,
where Tmin and Tmax are the minimum and maximum specifications between which
the copolar pattern must lie. Alternatively, these requirements can be provided in
terms of minimum gain and maximum ripple.

On the other hand, there are several methodologies to implement crosspolar
requirements. A typical approach is to minimize the crosspolar far field component
by means of templates [16], similarly to the procedure followed with the copolar
pattern. However, the crosspolar pattern does not need a lower bound in the
optimization. Thus, only the maximum mask Txp

max is needed in this case, where the
superscript indicates that the mask is applied to the crosspolar pattern, fulfilling

Gxp u, vð Þ≤Txp
max u, vð Þ: (2)

Figure 1.
Typical requirement templates for (a) squared-cosecant pattern and (b) sectored-beam pattern.
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complex feeding networks which introduce high losses. Nonetheless, with the popu-
larization of the microstrip technology, reflectarray antennas have become a potential
substitute to parabolic reflector dishes and phased arrays.

The concept of reflectarray antenna was first introduced in 1963 [4] as a type of
antenna that combines the simplicity of reflectors and the versatility of arrays,
using waveguides as the reflecting element. This resulted in a bulky and expensive
structure. However, reflectarrays were not widely studied until the development of
low-profile printed antennas in the 1980s, when the printed planar reflectarray was
developed [5]. It consists of an array of radiating elements that are spatially fed by a
primary feed, which is usually a horn antenna. Its working principle is based on
altering the properties of the electromagnetic field impinging from the feed. By
adjusting the dimensions of the reflectarray elements, a phase shift is introduced in
the impinging field [6], allowing to obtain the desired radiation pattern.

Although designing reflectarrays for high-gain pencil beam patterns at a certain
direction may be achieved with analytical equations [5], the synthesis of
noncanonical beams is a challenging task and requires the use of an optimization
algorithm, especially in cases with tight requirements, such as space applications [2].
Since reflectarrays are usually comprised of hundreds or even thousands of elements,
the employed algorithm must be computationally efficient. Until recently, the domi-
nant approach was the phase-only synthesis (POS) [5], which employs a simplified
analysis of the unit cell. This results in an extremely efficient synthesis [7–9] but has
no control over the cross-polarization performance. The first approach to the
crosspolar direct optimization of reflectarray antennas was presented in [10], using a
method of moments based on local periodicity (MoM-LP) for the analysis of the unit
cell. However, the algorithm was slow and only handled 1 polarization and small
reflectarrays (225 elements). Other approaches for the minimization of the crosspolar
component of the far field include a proper arrangement of the elements [11] and the
minimization of the undesired tangential field adjusting the dimensions of the ele-
ment [12] or through rotation [13]. These techniques are faster, but they work at the
element level and thus provide suboptimal results.

In this chapter, we present a general framework for the efficient and accurate
pattern optimization of reflectarray antennas for advanced wireless communica-
tions, including copolar and crosspolar specifications. It is based on the use of the
generalized intersection approach (IA) algorithm [14] for the optimization and a
MoM-LP [15] for the accurate characterization of the reflectarray unit cell. The
design procedure is divided in several stages. First, a phase-only synthesis (POS) is
carried out, to efficiently obtain the desired copolar pattern. Then, by using a zero-
finding routine and the MoM-LP, the layout of the reflectarray is obtained adjusting
the dimensions of each unit cell. Finally, an optional stage to improve the cross-
polarization performance may be carried out. It employs the MoM-LP directly in
the optimization loop to accurately characterize the crosspolar pattern. Both the
POS and direct layout optimization are carried out with the generalized IA, dem-
onstrating the versatility of the algorithm. Two relevant examples are provided to
demonstrate the capabilities of the proposed framework. First, a shaped-beam
reflectarray for future 5G base stations at millimeter waveband is proposed. It
radiates a sectored-beam pattern in azimuth and a squared-cosecant pattern in
elevation. The second example is a very large contoured-beam, spaceborne
reflectarray for direct-to-home (DTH) broadcasting based on a real space mission.

The rest of the chapter is divided as follows. Section 2 introduces the optimiza-
tion framework based on the generalized IA algorithm. Section 3 describes the
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design and optimization methodology using the generalized IA. Section 4 contains
the results regarding the two reflectarray designs for advanced wireless communi-
cations. Finally, Section 5 contains the conclusions.

2. Optimization framework for electrically large reflectarrays

2.1 Pattern requirements in the optimization procedure

Before describing in detail the optimization algorithm, we will establish the
different pattern requirements that can be imposed in the optimization procedure
and how they are implemented in the generalized IA. For the case of radiation
pattern optimization, the requirements may be imposed in the copolar and
crosspolar components. When performing a POS, only copolar requirements are
considered due to the simplifications in the analysis of the unit cell [9]. However, a
direct optimization of the layout may consider both copolar and crosspolar require-
ments. In the generalized IA, the copolar requirements are given by means of two
mask templates, which impose the minimum (Tmin) and maximum (Tmax) values
that the far field must achieve. Thus, if Gcp is the copolar gain, it should fulfil

Tmin u, vð Þ≤Gcp u, vð Þ≤Tmax u, vð Þ, (1)

where u ¼ sin θ cosφ and v ¼ sin θ sinφ are the angular coordinates where the
far field is computed. Figure 1 shows an example of typical copolar requirement
templates for a squared-cosecant pattern and a sectored-beam pattern in a plane,
where Tmin and Tmax are the minimum and maximum specifications between which
the copolar pattern must lie. Alternatively, these requirements can be provided in
terms of minimum gain and maximum ripple.

On the other hand, there are several methodologies to implement crosspolar
requirements. A typical approach is to minimize the crosspolar far field component
by means of templates [16], similarly to the procedure followed with the copolar
pattern. However, the crosspolar pattern does not need a lower bound in the
optimization. Thus, only the maximum mask Txp

max is needed in this case, where the
superscript indicates that the mask is applied to the crosspolar pattern, fulfilling

Gxp u, vð Þ≤Txp
max u, vð Þ: (2)
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55

Reflectarray Pattern Optimization for Advanced Wireless Communications
DOI: http://dx.doi.org/10.5772/intechopen.88909



However, there are applications in which the figure of merit for cross-
polarization performance is not the crosspolar pattern. In particular, some space
missions [2] give the requirements for the crosspolar discrimination (XPD) and/or
crosspolar isolation (XPI).

The XPD is defined for a certain coverage zone as the difference (in logarithmic
scale) point by point of the copolar gain and the crosspolar gain. Mathematically it is
expressed as

XPD u, vð Þ ¼ Gcp u, vð Þ �Gxp u, vð Þ, u, vð Þ∈Ω, (3)

where Ω is the coverage zone, XPD is in dB and Gcp and Gxp are in dBi. Usually,
the minimum XPD is considered, since it is the value limiting the XPD performance
in the coverage zone:

XPDmin ¼ min XPD u, vð Þf g, u, vð Þ∈Ω: (4)

Similarly, the XPI is defined for a certain coverage zone as the difference (in
logarithmic scale) of the minimum copolar gain and the maximum crosspolar gain:

XPI ¼ Gcp, min u, vð Þ � Gxp, max u, vð Þ, u, vð Þ∈Ω, (5)

where XPI is in dB and Gcp, min and Gxp, max are in dBi. Notice that, unlike the
XPD, the XPI is defined as a single value for a given coverage area. Also, the XPI is a
stricter parameter than the XPD. Figure 2 shows graphically how the XPD and XPI
are defined.

The optimization procedure should maximize the XPDmin and/or XPI. Thus, if
TXPDmin and TXPI are the minimum requirement templates for XPDmin and XPI,
respectively, they should fulfill the following condition:

TXPDmin ≤XPDmin, (6)

TXPI ≤XPI: (7)

2.2 Generalized intersection approach

The framework for the optimization of the radiation pattern of reflectarray
antennas is based on the generalized intersection approach (IA) [4]. A flowchart of
the algorithm is shown in Figure 3. It is an iterative algorithm which performs two
operations at each iteration i on the tangential field:

E
!
ref, iþ1 ¼ B ℱ E

!
ref, i

� �h i
, (8)

where E
!
ref is the tangential field on the reflectarray surface, calculated as

E
!
ref xl, yl
� � ¼ Rl E

!
inc xl, yl
� �

, (9)

where xl, yl
� �

are the coordinates of the centre of the reflectarray element l, E
!
inc

is the fixed incident field impinging from the feed and

Rl ¼
ρlxx ρlxy

ρlyx ρlyx

 !
(10)
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is the matrix of reflection coefficients which define the electromagnetic behav-
iour of the unit cell. These coefficients are complex numbers and are computed by a
full-wave analysis tool assuming local periodicity [5]. ρxx and ρyy are known as the
direct coefficients, while ρxy and ρyx are known as the cross-coefficients. In addition,
the copolar pattern mainly depends on the direct coefficients phase, and the
crosspolar pattern depends on all coefficients.

In (8), ℱ is the forward projector. As shown in Figure 3, it is divided into two
steps. First, starting from the tangential field, which depends on the optimizing
variables, either the phases of the direct coefficients in a phase-only synthesis or the
reflectarray element geometry in the case of a direct optimization, it computes the
current far field radiated by the reflectarray. In its second step, it trims the far field
according to the specification masks. For the power pattern synthesis, the specifi-
cations may be given in gain. Thus, if G is the current gain of the reflectarray and G0

the trimmed gain, then

G0 u, vð Þ ¼
Tmax u, vð Þ, Tmax u, vð Þ<G u, vð Þ
Tmin u, vð Þ, G u, vð Þ<Tmin u, vð Þ
G u, vð Þ, otherwise:

8>><
>>:

(11)

This operation is also applied to the crosspolar pattern when performing a direct
optimization of the reflectarray layout. If the cross-polarization performance is

Figure 2.
Graphical definition of the parameters for co- and cross-polarization performance: The crosspolar
discrimination (XPD), which is defined point by point as the difference between the copolar gain and the
crosspolar gain, and the crosspolar isolation (XPI), which is defined for the coverage zone as the difference
between the minimum copolar gain and the maximum crosspolar gain. The copolar and crosspolar patterns are
in dBi, while the XPD and the XPI are in dB.
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However, there are applications in which the figure of merit for cross-
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crosspolar isolation (XPI).

The XPD is defined for a certain coverage zone as the difference (in logarithmic
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expressed as
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where Ω is the coverage zone, XPD is in dB and Gcp and Gxp are in dBi. Usually,
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where XPI is in dB and Gcp, min and Gxp, max are in dBi. Notice that, unlike the
XPD, the XPI is defined as a single value for a given coverage area. Also, the XPI is a
stricter parameter than the XPD. Figure 2 shows graphically how the XPD and XPI
are defined.

The optimization procedure should maximize the XPDmin and/or XPI. Thus, if
TXPDmin and TXPI are the minimum requirement templates for XPDmin and XPI,
respectively, they should fulfill the following condition:

TXPDmin ≤XPDmin, (6)

TXPI ≤XPI: (7)

2.2 Generalized intersection approach

The framework for the optimization of the radiation pattern of reflectarray
antennas is based on the generalized intersection approach (IA) [4]. A flowchart of
the algorithm is shown in Figure 3. It is an iterative algorithm which performs two
operations at each iteration i on the tangential field:
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is the matrix of reflection coefficients which define the electromagnetic behav-
iour of the unit cell. These coefficients are complex numbers and are computed by a
full-wave analysis tool assuming local periodicity [5]. ρxx and ρyy are known as the
direct coefficients, while ρxy and ρyx are known as the cross-coefficients. In addition,
the copolar pattern mainly depends on the direct coefficients phase, and the
crosspolar pattern depends on all coefficients.

In (8), ℱ is the forward projector. As shown in Figure 3, it is divided into two
steps. First, starting from the tangential field, which depends on the optimizing
variables, either the phases of the direct coefficients in a phase-only synthesis or the
reflectarray element geometry in the case of a direct optimization, it computes the
current far field radiated by the reflectarray. In its second step, it trims the far field
according to the specification masks. For the power pattern synthesis, the specifi-
cations may be given in gain. Thus, if G is the current gain of the reflectarray and G0

the trimmed gain, then

G0 u, vð Þ ¼
Tmax u, vð Þ, Tmax u, vð Þ<G u, vð Þ
Tmin u, vð Þ, G u, vð Þ<Tmin u, vð Þ
G u, vð Þ, otherwise:
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This operation is also applied to the crosspolar pattern when performing a direct
optimization of the reflectarray layout. If the cross-polarization performance is
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discrimination (XPD), which is defined point by point as the difference between the copolar gain and the
crosspolar gain, and the crosspolar isolation (XPI), which is defined for the coverage zone as the difference
between the minimum copolar gain and the maximum crosspolar gain. The copolar and crosspolar patterns are
in dBi, while the XPD and the XPI are in dB.
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improved bymeans of the XPDmin or XPI optimization, a similar expression to Eq. (11)
is used but only taking into account theminimummasks, as in Eqs. (6) and (7).

The second operation of the generalized IA, denoted by B in Eq. (8), is the
backward projector. It minimizes the distance between the trimmed gain and the
current gain radiated by the antenna (see Figure 3), obtaining a reflected tangential
field that generates a radiation pattern that is closer to fulfil specifications:

E
!
ref, iþ1 ¼ B ℱ E

!
ref, i

� �h i
¼ min dist Gi,ℱ E

!
ref, i

� �h i
: (12)

The latter operation is performed by a general minimizing algorithm [14]. In
addition, as a distance definition, we employ the Euclidean norm for square-
integrable functions [8], which is implemented by the weighted Euclidean metric:

di ¼ dist2 ℱ E
!
ref, i

� �
, Gi u, vð Þ

� �
¼
ðð

Λ
w u, vð Þ G0

i u, vð Þ � Gi, uvð Þ� �2du dv, (13)

where it was taken into account that the result of the forward projection is the
trimmed gain in Eq. (11); w u, vð Þ is a weighting function; and Λ is a subset of the
visible region (u2 þ v2 ≤ 1) where the radiation pattern is optimized. The integral in
Eq. (13) can be approximated by a sum for the points u, vð Þ that belong to Λ:

di ¼
X

u, v∈Λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w u, vð ÞΔuΔv

p
G0

i u, vð Þ � Gi, uvð Þ� �h i2
: (14)

This sum can be minimized by the Levenberg-Marquardt algorithm (LMA) [9].

Figure 3.
Flowchart of the generalized intersection approach algorithm as applied to the far field in gain.
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Finally, the generalized IA can be applied to perform a phase-only synthesis
(POS), where the optimizing variables are the phase shift introduced by each
reflectarray element corresponding to the phases of the direct coefficients in
Eq. (10), or a direct layout optimization, where the optimizing variables are the
geometrical features of the unit cell.

3. Design and optimization methodology

This section briefly describes the design methodology employing the optimiza-
tion framework presented in the previous section. It is applied to a reflectarray in
single-offset configuration, as shown in Figure 4. The procedure is divided into
three stages: first, a phase-only synthesis to obtain the desired radiation pattern;
then, a design procedure to adjust the element dimensions yielding a reflectarray
layout; and the last and optional stage is the optimization of the cross-polarization
performance of the reflectarray antenna.

3.1 Phase-only synthesis for the copolar pattern

The first step in the design of a shaped-beam reflectarray antenna is a phase-
only synthesis (POS). The aim of the POS is to obtain a phase-shift distribution that
generates the desired shaped radiation pattern, which in general cannot be obtained
through analytical means since that approach presents some limitations [9]. Since
we are interested in dual-linear polarized reflectarrays, two phase-shift distribu-
tions are necessary, one for each linear polarization. In addition, the generalized IA
is a local search algorithm. Thus, a good starting point is of utmost importance.

Figure 4.
Diagram of the planar reflectarray antenna optics and the considered unit cell based on two sets of parallel and
coplanar dipoles. © 2018 IEEE. Reprinted, with permission, from [17].

59

Reflectarray Pattern Optimization for Advanced Wireless Communications
DOI: http://dx.doi.org/10.5772/intechopen.88909
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is used but only taking into account theminimummasks, as in Eqs. (6) and (7).
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Finally, the generalized IA can be applied to perform a phase-only synthesis
(POS), where the optimizing variables are the phase shift introduced by each
reflectarray element corresponding to the phases of the direct coefficients in
Eq. (10), or a direct layout optimization, where the optimizing variables are the
geometrical features of the unit cell.

3. Design and optimization methodology

This section briefly describes the design methodology employing the optimiza-
tion framework presented in the previous section. It is applied to a reflectarray in
single-offset configuration, as shown in Figure 4. The procedure is divided into
three stages: first, a phase-only synthesis to obtain the desired radiation pattern;
then, a design procedure to adjust the element dimensions yielding a reflectarray
layout; and the last and optional stage is the optimization of the cross-polarization
performance of the reflectarray antenna.

3.1 Phase-only synthesis for the copolar pattern

The first step in the design of a shaped-beam reflectarray antenna is a phase-
only synthesis (POS). The aim of the POS is to obtain a phase-shift distribution that
generates the desired shaped radiation pattern, which in general cannot be obtained
through analytical means since that approach presents some limitations [9]. Since
we are interested in dual-linear polarized reflectarrays, two phase-shift distribu-
tions are necessary, one for each linear polarization. In addition, the generalized IA
is a local search algorithm. Thus, a good starting point is of utmost importance.

Figure 4.
Diagram of the planar reflectarray antenna optics and the considered unit cell based on two sets of parallel and
coplanar dipoles. © 2018 IEEE. Reprinted, with permission, from [17].
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It has been demonstrated that a properly focused pattern is sufficient for the
POS [7]. In that case, the initial phase distribution for the POS may be obtained
analytically [5]:

∠ρ xl, yl
� � ¼ k0 dl � xl cosφ0 þ yl sinφ0

� �
sin θ0

� �
, (15)

where ∠ρ xl, yl
� �

is the phase of a direct reflection coefficient (ρxx or ρyy, for
linear polarizations X and Y, respectively); dl is the distance from the feed to the lth
element (see Figure 4); and θ0,φ0ð Þ is the pointing direction of the focused beam.
The angle θ0,φ0ð Þ is usually selected in a direction where the desired shaped beam
has maximum gain.

Then, the generalized IA is employed to synthesize the desired pattern. For the
POS, the elements are modelled as ideal phase shifters, in which there are no losses
(∣ρxx∣ ¼ ∣ρyy∣ ¼ 1) and no cross-polarization (ρxy ¼ ρyx ¼ 0). Thus, the matrix of
reflection coefficients in (11) is simplified to

Rl ¼
exp jϕl

xx

� �
0

0 exp jϕl
yy

� �

0
B@

1
CA, (16)

where ϕl is the phase of the corresponding reflection coefficient. Thus, the
optimizing variables are the phases of the direct coefficients. In addition, the POS is
carried out in several steps, gradually increasing the number of optimizing variables
as suggested in [14] to further improve the convergence of the algorithm. Once the
desired phase-shift distributions are obtained, the following step is to obtain the
reflectarray layout.

3.2 Obtaining a reflectarray layout from a phase-shift distribution

The procedure to obtain a reflectarray layout from the two phase-shift
distributions obtained after the POS is summarized in the flowchart of Figure 5.

Figure 5.
Flowchart of the procedure to obtain a reflectarray layout from the synthesized phase-shift distribution for two
linear polarizations.
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It requires the use of a full-wave technique based on local periodicity (FW-LP)
to analyse the unit cell. Here, we employ the MoM-LP described in [18] to analyse
the unit cell shown in Figure 4. In this step, a common procedure in the literature
is to use a design curve obtained at normal incidence to seek the size of the
reflectarray element that matches the required phase shift. However, it is
recommended to consider the real angle of incidence to increase accuracy,
especially for very large reflectarray antennas, since the phase shift varies with the
angle of incidence [5].

This procedure is divided into three steps. Firstly, a phase-shift table is gener-
ated, increasing the size of the element (for instance, the patch size or dipole
length) in little intervals. For the case at hand and using the unit cell based on two
sets of parallel dipoles of Figure 4, two variables,Tx and Ty, are defined that allow
to control the phase shift for linear polarizations X and Y, respectively. Thus, the
phase-shift table is generated modifying at the same time Tx and Ty. Then, we select
two sizes of the element that provide a phase shift a little above and below the exact
value. This is done independently for the two linear polarizations. Next, a linear
equation is used to approximate the value of the element size that provides the
required phase shift. Finally, by using a zero-finding routine (for instance, the
Newton-Raphson method as indicated in Figure 5), the exact value for both polar-
izations is sought at the same time, taking into account the coupling between
polarizations. This is done for every reflectarray element, obtaining a layout which
generates the desired radiation pattern obtained in the POS of the first stage.

3.3 Improvement of the cross-polarization performance through direct
optimization

The third and final stage is optional and consists in improving the cross-
polarization performance of the synthesized reflectarray by directly optimizing its
layout using a FW-LP tool. This is especially important for applications with tight
cross-polarization requirements, such as space missions [2], since the layout
obtained in the previous stage most likely will only comply with copolar specifica-
tions. As a starting point, the layout obtained in the previous stage is employed.
Also, the copolar specification masks are maintained to keep the copolar pattern
within specifications while the cross-polarization performance is improved.

There are a number of approaches that can be followed in this stage depending
on the application. A common approach in the literature is to directly minimize the
crosspolar component of the far field [19, 20]. This is done by applying Eq. (2) for
the crosspolar pattern masks in the forward projector of the generalized IA. Another
approach is to impose Eqs. (6) and (7) in order to maximize the XPDmin or the XPI.
This is especially convenient for space applications in which cross-polarization
requirements are specified by those parameters [17].

Nevertheless, this stage requires the use of a FW-LP tool to obtain the full matrix
of reflection coefficients in Eq. (10) in order to correctly characterize the crosspolar
radiation pattern. Thus, the improvement in cross-polarization performance will be
slower than the POS in the first stage.

4. Examples of application

Here, we present two examples of application of the optimization framework
presented in the previous sections. First, a medium-sized reflectarray is designed
to work in a base station for future 5G application in the millimeter band at
28 GHz. The second example is a very large contoured-beam reflectarray for
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direct-to-home broadcasting in the Ku-band at 12.5 GHz, based on a real mission
with Southern Asia coverage.

4.1 Reflectarray for 5G base station

4.1.1 Antenna specifications

For the first example, the considered reflectarray is circular and comprised of
912 unit cells (34 elements in the main axes). The periodicity is 5.36 mm in both
axes, which is half a wavelength at the working frequency, 28 GHz, in order to
avoid grating lobes [5]. The feed is placed at (�79.3, 0.0, 200.2) mm with regard to
the centre of the reflectarray (see Figure 4), and it is modelled as a cos q θ function,
with q ¼ 20:6, generating an illumination taper of �14.6 dB at the reflectarray
edges.

The unit cell shown in Figure 4 is used here. The separation between dipoles is
set to Sai ¼ Sbi ¼ 1mm (i ¼ 1, 2), while the width of all dipoles is set to 0.3 mm.
Variables Tx and Ty are defined as

La4 ¼ Tx; Lb1 ¼ Lb3 ¼ 0:63Tx; Lb2 ¼ 0:93Tx

Lb4 ¼ 0:95Ty; La1 ¼ La3 ¼ 0:58Ty; La2 ¼ Ty:
(17)

The same substrate is used in both layers of the unit cell, with εr ¼ 3:0 and
tan δ ¼ 0:0010, which corresponds to the commercially available Rogers R3003. In
addition, the bottom layer has a height of hA ¼ 30mil ¼ 0:762mm, while the top
layer has a height of hB ¼ 20mil ¼ 0:508mm. Figure 6 presents a unit cell study at
central frequency, showing the phase shift produced by the reflectarray element as
well as the losses. As it can be seen, the angular stability is good while having low
losses better than �0.3 dB. Furthermore, the phase shift provided by the unit cell is
more than 720°, which is more than enough for a reflectarray design and subse-
quent optimization.

Regarding the far field specifications, the chosen pattern for the 5G base station
has a 30° sectored beam in azimuth and a squared-cosecant beam in elevation to
provide constant power flux in an elevation span of 50°.

4.1.2 Results of the antenna design

The starting point for the POS is a pencil beam pointing at θ ¼ 10:4°,φ ¼ 0ð Þ.
This direction corresponds to a region of the specification masks with high gain. To
obtain this radiation pattern, the phase-shift distribution calculated with Eq. (15) is
employed, and it is shown in Figure 7a for polarization X, that is, for the direct

Figure 6.
Unit cell study for the reflectarray for 5G base station at 28 GHz showing the phase shift (left) and the
magnitude (right) for several angles of incidence. Unit cell presents a good angular stability with low losses.
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reflection coefficient ρxx (the phase shift for polarization Y is the same). After the
POS, the synthesized phase shift of Figure 7b is obtained, which generates the
desired radiation pattern. Then, by using the procedure summarized in Figure 5,
the reflectarray layout is found.

The obtained layout was simulated with a MoM-LP [18], and the resulting
radiation pattern for polarization X is shown in Figure 8, where the copolar and
crosspolar components of the far field are shown in the u� v plane for the whole
visible region. In this representation, it can be seen the sectored beam is along the v
axis for constant u, while along u the squared-cosecant beam reduces the gain of the
antenna from a maximum of 19.6 dBi to roughly 5 dB. This represents a dynamic
range of almost 15 dB in which the shaped beam has to smoothly decrease over an
angular span of 50°, making it challenging pattern to synthesize. In fact, it is very
easy to obtain nulls in this region that penalize performance, even in simulations
[21], and they have been avoided with success in the present example. Similar
results were obtained for polarization Y.

On the other hand, Figure 9 represents the main cuts in elevation and azimuth
for both linear polarizations along with the mask requirements. Here, it can be

Figure 7.
For polarization X: (a) starting phase distribution (in degrees) obtained with Eq. (15) for the POS and
(b) synthesized phase distribution (in degrees) after the POS with the generalized IA.

Figure 8.
Radiation pattern in the whole visible region radiated by the reflectarray designed for a 5G base station for
polarization X. (a) Copolar component of the far field. (b) Crosspolar component of the far field.
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reflection coefficient ρxx (the phase shift for polarization Y is the same). After the
POS, the synthesized phase shift of Figure 7b is obtained, which generates the
desired radiation pattern. Then, by using the procedure summarized in Figure 5,
the reflectarray layout is found.

The obtained layout was simulated with a MoM-LP [18], and the resulting
radiation pattern for polarization X is shown in Figure 8, where the copolar and
crosspolar components of the far field are shown in the u� v plane for the whole
visible region. In this representation, it can be seen the sectored beam is along the v
axis for constant u, while along u the squared-cosecant beam reduces the gain of the
antenna from a maximum of 19.6 dBi to roughly 5 dB. This represents a dynamic
range of almost 15 dB in which the shaped beam has to smoothly decrease over an
angular span of 50°, making it challenging pattern to synthesize. In fact, it is very
easy to obtain nulls in this region that penalize performance, even in simulations
[21], and they have been avoided with success in the present example. Similar
results were obtained for polarization Y.

On the other hand, Figure 9 represents the main cuts in elevation and azimuth
for both linear polarizations along with the mask requirements. Here, it can be

Figure 7.
For polarization X: (a) starting phase distribution (in degrees) obtained with Eq. (15) for the POS and
(b) synthesized phase distribution (in degrees) after the POS with the generalized IA.

Figure 8.
Radiation pattern in the whole visible region radiated by the reflectarray designed for a 5G base station for
polarization X. (a) Copolar component of the far field. (b) Crosspolar component of the far field.
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better appreciated how the specifications are met, with side lobes lower than �2 dB,
which represent a SLL better than 20 dB for this shaped pattern. In addition,
Figure 10 shows the radiation pattern in 3D perspective, along with a sketch of the
reflectarray panel.

Regarding the cross-polarization performance, the initial design presents maxi-
mum crosspolar values of �6.1 and �6.8 dBi for polarizations X and Y, respectively,
while the maximum copolar gain is 19.6 dBi for both polarizations. This gives a
maximum copolar gain/maximum crosspolar gain ratio (CPmax/XPmax from here
on) of 25.7 and 26.4 dB for polarizations X and Y, respectively. The following step
will be to improve the ratio CPmax/XPmax by minimizing the crosspolar component
of the far field while keeping the copolar pattern within specifications and
maintaining the maximum copolar gain. To this end, a direct optimization layout
will be performed using the generalized intersection approach. Now, the optimizing
variables will be variables Tx and Ty as defined in Eq. (17), instead of the phases of
the reflection coefficients. In addition, since the starting point already complies
with the copolar requirements, all variables will be optimized at the same time.

Figure 9.
Main cuts for both linear polarizations in (a) elevation and (b) azimuth with the mask requirements for the
reflectarray designed for a 5G base station.

Figure 10.
3D representation of the copolar component of the radiation pattern for a 5G base station.
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Thus, a total of 1824 variables will be considered. The copolar requirements are the
same, while for the crosspolar pattern, a constant template Txp

max 40 dB below the
maximum copolar gain is imposed for both linear polarizations. The goal is to
minimize the crosspolar pattern as much as possible.

After the crosspolar optimization, the radiation pattern shown in Figure 11 was
obtained for polarization X. When compared with the far field of Figure 8, it can be
seen how the crosspolar pattern maximum value has been considerably reduced
while keeping the copolar pattern within specifications. In fact, the maximum
copolar gain is now 19.7 dBi and 19.6 dBi for polarizations X and Y, respectively. At
the same time, the maximum crosspolar values are �15.7 and �15.4 dBi, with
CPmax�XPmax values of 35.4 and 35.0 dB for polarizations X and Y, respectively.
This represents an improvement of 9.7 and 8.6 dB for both linear polarizations. This
information is summarized in Table 1. Finally, Figure 12 shows the layout of the
optimized reflectarray for both layers.

4.2 Reflectarray for direct-to-home satellite application

4.2.1 Antenna specifications

For the second example, an elliptical reflectarray with axes 1128mm� 1080mm
and comprised of 6640 elements, is considered. The reflectarray cells are arranged
in a rectangular grid of 94� 90 elements for polarization X and 93� 89 elements
for polarization Y, with a periodicity of 12 mm in both axes. The working frequency

Figure 11.
Radiation pattern in the whole visible region radiated by the reflectarray designed for 5G base station for
polarization X after the optimization to improve the cross-polarization performance: (a) copolar component of
the far field and (b) crosspolar component of the far field.

Polarization X Polarization Y

CPmax XPmax CPmax�XPmax CPmax XPmax CPmax�XPmax

Initial design 19.6 �6.12 25.7 19.6 �6.84 26.4

Optimized design 19.7 �15.75 35.4 19.6 �15.40 35.0

CPmax and XPmax are in dBi, while CPmax�XPmax is in dB.

Table 1.
For the reflectarray for 5G base station, summary of the performance of the initial and optimized designs
regarding the maximum copolar gain (CPmax), the maximum crosspolar gain (XPmax) and the difference
between them (CPmax-XPmax) for both linear polarizations.
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is 12.5 GHz. The feed is placed at �352:9,0:0, 1061:7ð Þmm with regard to the
reflectarray centre and is modeled as a cos qθ with q ¼ 18, which generates an
illumination taper of �17:9dB.

A similar unit cell as in the previous example is used with different dimensions
and materials. The separation between dipoles is now set to Sai ¼ Sbi ¼ 2:5mm
(i ¼ 1, 2), while the width of all dipoles is set to 0.5 mm and Tx and Ty are defined in
Eq. (17). Commercial substrates were chosen for both layers, the Arlon AD255C for
the top layer, with hA ¼ 2:363mm and εr ¼ 2:17 � j0:0020, and DiClad 880 for the
bottom layer, with hB ¼ 1:524mm and εr ¼ 2:55� j0:0036. Figure 13 presents a
unit cell study at central frequency, showing the phase shift produced by the
reflectarray element as well as the losses. As it can be seen, the angular stability is
good while having low losses better than �0:3dB. The phase shift provided by the
cell is slightly larger than 600°.

Figure 14 shows the contour requirements for the Southern Asia mission, simi-
lar to that provided by the SES-12 satellite. Zone 1 includes India, Nepal, Bhutan,
Bangladesh and Sri Lanka, while zone 2 includes Pakistan and Afghanistan.
According to the official specifications [22], the satellite provides an EIRP of 52

Figure 12.
Layout of the reflectarray designed for 5G base station that generates a radiation pattern with a 30° sectored
beam in azimuth and a squared-cosecant beam in elevation: (a) bottom layer and (b) upper layer.

Figure 13.
Unit cell study for the reflectarray for DTH at 12.5 GHz showing the phase shift (left) and the magnitude
(right) for several angles of incidence. Unit cell presents a good angular stability with low losses while providing
more than 600° of linear phase shift.
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dBW for zone 1 and 48 dBW for zone 2. The EIRP can be converted into gain using
the following expression:

G dBið Þ ¼ EIRP dBWð Þ � Pt dBWð Þ, (18)

where Pt is the power of the transponder. Assuming Pt ¼ 150W, it gives a gain
specification of 30 dBi for zone 1 and 26 dBi for zone 2. In addition, the design
process will take into account typical pointing errors (0.1° in roll and pitch and 0.5°
in yaw). The design will be carried out in dual-linear polarization, imposing the
same specifications in both polarizations.

4.2.2 Results of the antenna design

For the first step, a POS is carried out to obtain the desired copolar pattern in
dual-linear polarization. Figure 15a shows the initial phase shift for the POS

Figure 14.
Footprint of the southern Asia coverage for direct-to-home broadcasting application. Zone 1 includes India,
Nepal, Bhutan, Bangladesh and Sri Lanka, while zone 2 includes Pakistan and Afghanistan. This coverage
mimics the one provided by the SES-12 satellite, placed in geostationary orbit at 95°E. (u,v) coordinates are in
the satellite coordinate system.

Figure 15.
For polarization X: (a) starting phase distribution (in degrees) obtained with Eq. (15) for the POS and
(b) synthesized phase distribution (in degrees) after the POS with the generalized IA.
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lar to that provided by the SES-12 satellite. Zone 1 includes India, Nepal, Bhutan,
Bangladesh and Sri Lanka, while zone 2 includes Pakistan and Afghanistan.
According to the official specifications [22], the satellite provides an EIRP of 52

Figure 12.
Layout of the reflectarray designed for 5G base station that generates a radiation pattern with a 30° sectored
beam in azimuth and a squared-cosecant beam in elevation: (a) bottom layer and (b) upper layer.

Figure 13.
Unit cell study for the reflectarray for DTH at 12.5 GHz showing the phase shift (left) and the magnitude
(right) for several angles of incidence. Unit cell presents a good angular stability with low losses while providing
more than 600° of linear phase shift.
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dBW for zone 1 and 48 dBW for zone 2. The EIRP can be converted into gain using
the following expression:

G dBið Þ ¼ EIRP dBWð Þ � Pt dBWð Þ, (18)

where Pt is the power of the transponder. Assuming Pt ¼ 150W, it gives a gain
specification of 30 dBi for zone 1 and 26 dBi for zone 2. In addition, the design
process will take into account typical pointing errors (0.1° in roll and pitch and 0.5°
in yaw). The design will be carried out in dual-linear polarization, imposing the
same specifications in both polarizations.

4.2.2 Results of the antenna design

For the first step, a POS is carried out to obtain the desired copolar pattern in
dual-linear polarization. Figure 15a shows the initial phase shift for the POS

Figure 14.
Footprint of the southern Asia coverage for direct-to-home broadcasting application. Zone 1 includes India,
Nepal, Bhutan, Bangladesh and Sri Lanka, while zone 2 includes Pakistan and Afghanistan. This coverage
mimics the one provided by the SES-12 satellite, placed in geostationary orbit at 95°E. (u,v) coordinates are in
the satellite coordinate system.

Figure 15.
For polarization X: (a) starting phase distribution (in degrees) obtained with Eq. (15) for the POS and
(b) synthesized phase distribution (in degrees) after the POS with the generalized IA.
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obtained with Eq. (15). It generates a focused beam in the direction θ ¼ 16:5°,ð
φ ¼ 0:0°Þ, which corresponds to a high-gain area in India. After the synthesis, the
phases shown in Figure 15b were obtained for polarization X. The phases for
polarization Y are similar. Once the layout has been obtained, the radiation patterns
were computed using a MoM-LP tool. The copolar and crosspolar components for
this initial design are shown in Figure 16 for polarization X. In this case, the
minimum copolar gain is 31.5 and 28.6 dBi for zones 1 and 2, respectively. Similar
results were obtained for polarization Y. Thus, the initial design complies with the
requirements in both linear polarizations.

Space missions usually impose very stringent cross-polarization requirements in
the form of crosspolar discrimination (XPD) and crosspolar isolation (XPI) for the
transmit and receive bands, respectively. Notice that according to the definitions of
minimum XPD in Eq. (4) and the XPI in Eq. (5), the XPI is a more stringent
parameter than the XPDmin. The first row of Table 2 shows the values of XPDmin

and XPI for both coverage zones and polarizations. The initial design presents
values of those parameters between 29.5 and 33.0 dB. The goal is thus to improve
the cross-polarization performance of this reflectarray by performing a direct opti-
mization of the layout. As in the previous case,Tx and Ty are considered as optimi-
zation variables. Thus, a total of 13,097 variables will be considered. In addition,
instead of minimizing the crosspolar pattern as in the previous example, now the
XPDmin and XPI will be optimized as detailed in [17]. To that end, minimum masks
of 37 dB are imposed for both parameters. The goal is to increase as much as possible
the XPDmin and XPI while keeping the minimum copolar gain for both coverage
zones within specifications.

After the direct layout optimization, the cross-polarization performance of
the reflectarray antenna significantly improved. The worst parameter is the XPI
for zone 1 and polarization X, which has a value of 37.5 dB. It improved to 8 dB
over the value for the initial design. The minimum improvement was 6 dB for the
XPI for zone 1 and polarization X and XPDmin for zone 2 and polarization X. At
the same time, the copolar minimum gain still complies with the specifications of
30 dBi for zone 1 and 26 dBi for zone 2. A summary of the performance of the
initial and optimized layout may be found in Table 2. In addition, Figure 17 shows
the copolar and crosspolar pattern for polarization X of the optimized layout.
Since the optimization has maximized the cross-polarization performance in the
two coverage areas, the maximum crosspolar values are outside both of them.

Figure 16.
Radiation pattern of the initial layout with southern Asia coverage for polarization X: (a) copolar pattern and
(b) crosspolar pattern.

68

Advances in Array Optimization

Z
on

e
1

Z
on

e
2

P
ol
ar
iz
at
io
n
X

P
ol
ar
iz
at
io
n
Y

P
ol
ar
iz
at
io
n
X

P
ol
ar
iz
at
io
n
Y

C
P

X
P
D

m
in

X
P
I

C
P

X
P
D

m
in

X
P
I

C
P

X
P
D

m
in

X
P
I

C
P

X
P
D

m
in

X
P
I

In
it
ia
ld

es
ig
n

31
.5
2

32
.5
0

32
.0
8

31
.3
6

30
.5
1

29
.5
6

28
.6
3

32
.9
9

31
.1
3

28
.9
1

31
.7
6

29
.8
7

O
pt
im

iz
ed

de
si
gn

30
.0
7

38
.9
9

38
.1
1

30
.0
4

39
.7
7

37
.5
1

29
.1
5

39
.0
1

37
.5
3

29
.1
7

39
.7
9

38
.2
3

C
P
is
th
e
m
in
im

um
co
po
la
r
ga
in

in
dB

ii
n
a
co
ve
ra
ge

ar
ea
,X

PD
m
in
is
th
e
m
in
im

um
cr
os
sp
ol
ar

di
sc
ri
m
in
at
io
n
in

dB
,a

nd
X
PI

is
th
e
cr
os
sp
ol
ar

iso
la
tio

n
in

dB
.

T
ab

le
2.

Fo
r
th
e
re
fle
ct
ar
ra
y
w
ith

so
ut
he
rn

A
sia

co
ve
ra
ge
,
co
m
pa

ri
so
n
of

th
e
pe
rf
or
m
an

ce
of

th
e
in
iti
al

de
sig

n
af
te
r
th
e
PO

S
an

d
th
e
op
tim

iz
ed

la
yo
ut

fo
r
im

pr
ov
ed

cr
os
s-
po
la
ri
za
tio

n
pe
rf
or
m
an

ce
.

69

Reflectarray Pattern Optimization for Advanced Wireless Communications
DOI: http://dx.doi.org/10.5772/intechopen.88909



obtained with Eq. (15). It generates a focused beam in the direction θ ¼ 16:5°,ð
φ ¼ 0:0°Þ, which corresponds to a high-gain area in India. After the synthesis, the
phases shown in Figure 15b were obtained for polarization X. The phases for
polarization Y are similar. Once the layout has been obtained, the radiation patterns
were computed using a MoM-LP tool. The copolar and crosspolar components for
this initial design are shown in Figure 16 for polarization X. In this case, the
minimum copolar gain is 31.5 and 28.6 dBi for zones 1 and 2, respectively. Similar
results were obtained for polarization Y. Thus, the initial design complies with the
requirements in both linear polarizations.

Space missions usually impose very stringent cross-polarization requirements in
the form of crosspolar discrimination (XPD) and crosspolar isolation (XPI) for the
transmit and receive bands, respectively. Notice that according to the definitions of
minimum XPD in Eq. (4) and the XPI in Eq. (5), the XPI is a more stringent
parameter than the XPDmin. The first row of Table 2 shows the values of XPDmin

and XPI for both coverage zones and polarizations. The initial design presents
values of those parameters between 29.5 and 33.0 dB. The goal is thus to improve
the cross-polarization performance of this reflectarray by performing a direct opti-
mization of the layout. As in the previous case,Tx and Ty are considered as optimi-
zation variables. Thus, a total of 13,097 variables will be considered. In addition,
instead of minimizing the crosspolar pattern as in the previous example, now the
XPDmin and XPI will be optimized as detailed in [17]. To that end, minimum masks
of 37 dB are imposed for both parameters. The goal is to increase as much as possible
the XPDmin and XPI while keeping the minimum copolar gain for both coverage
zones within specifications.

After the direct layout optimization, the cross-polarization performance of
the reflectarray antenna significantly improved. The worst parameter is the XPI
for zone 1 and polarization X, which has a value of 37.5 dB. It improved to 8 dB
over the value for the initial design. The minimum improvement was 6 dB for the
XPI for zone 1 and polarization X and XPDmin for zone 2 and polarization X. At
the same time, the copolar minimum gain still complies with the specifications of
30 dBi for zone 1 and 26 dBi for zone 2. A summary of the performance of the
initial and optimized layout may be found in Table 2. In addition, Figure 17 shows
the copolar and crosspolar pattern for polarization X of the optimized layout.
Since the optimization has maximized the cross-polarization performance in the
two coverage areas, the maximum crosspolar values are outside both of them.

Figure 16.
Radiation pattern of the initial layout with southern Asia coverage for polarization X: (a) copolar pattern and
(b) crosspolar pattern.
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Nevertheless, even its value has decreased, as it can be seen by comparing the
crosspolar pattern of Figures 16 and 17.

5. Conclusions

A framework for the design and optimization of large dual-linear polarized
reflectarray antennas has been presented. It is based on the generalized intersection
approach (IA) algorithm, which is used for both a phase-only synthesis to obtain the
initial design and a direct optimization of the reflectarray layout for a subsequent
optimization of the cross-polarization performance. The IA employs the Levenberg-
Marquardt algorithm in the backward projector and a method of moments based on
local periodicity (MoM-LP) to accurately characterize the electromagnetic response
of the unit cell.

In order to demonstrate the capabilities of the proposed framework, two exam-
ples for advanced wireless communication applications are provided. For the two
designs, a unit cell that consists in two sets of parallel dipoles is employed. Each set
of dipoles controls the phase shift of a linear polarization. The first example is a
shaped-beam reflectarray for future 5G base stations, radiating a sectored beam in
azimuth and a squared-cosecant beam in elevation. A circular reflectarray with a
diameter of 182 mm and comprised of 912 elements was proposed. The shaped-
beam reflectarray achieves a maximum gain of 19.6 dBi and a SLL better than 20 dB.
In addition, the gain smoothly decreases its value in elevation a total of 15 dB over a
tilt of 50°. This feature makes the synthesis of a squared-cosecant pattern a chal-
lenging task. Finally, the maximum value of the crosspolar pattern was reduced
more than 8.5 dB for both linear polarizations after a direct layout optimization
using MoM-LP directly in the optimization loop, while maintaining the copolar
pattern within requirements.

The second example consists of a 1.1-metre reflectarray for direct-to-home
(DTH) broadcasting application. A Southern Asia coverage footprint that emulates
the requirements of the SES-12 satellite has been selected. This coverage presents
two zones with different gain requirements: one comprising India, Nepal, Bhutan
and Bangladesh with a 30 dBi of minimum copolar gain requirement and another
for Pakistan and Afghanistan with a requirement of 26 dBi. After a phase-only

Figure 17.
Radiation pattern of the optimized layout with southern Asia coverage for polarization X with improved
cross-polarization performance: (a) copolar pattern and (b) crosspolar pattern.

70

Advances in Array Optimization

synthesis, the layout of the reflectarray was obtained using a zero-finding routine
and simulated with a MoM-LP tool. The minimum copolar gain achieved in both
linear polarizations is better than 31 dBi for zone 1, while it is better than 28 dBi for
zone 2. Then, a direct optimization of the layout with MoM-LP was carried out to
improve the cross-polarization performance. Both the minimum crosspolar dis-
crimination and crosspolar isolation improved at least 6 dB for both zones and linear
polarizations while keeping the minimum copolar gain within requirements.

The results shown here demonstrate the versatility of the proposed framework
for the design and optimization of reflectarrays, as well as the feasibility of this type
of antenna for advanced wireless communications.

Acknowledgements

This work was supported in part by the Ministerio de Ciencia, Innovación y
Universidades under the project TEC2017-86619-R (ARTEINE); by the Ministerio
de Economía, Industria y Competitividad under the project TEC2016-75103-C2-1-R
(MYRADA); by the Gobierno del Principado de Asturias/FEDER under the project
GRUPIN-IDI/2018/000191; by the Gobierno del Principado de Asturias through the
Programa “Clarín” de Ayudas Postdoctorales/Marie Curie COFUND under the pro-
ject ACA17-09; and by Ministerio de Educación, Cultura y Deporte/Programa de
Movilidad “Salvador de Madariaga” (Ref. PRX18/00424).

Thanks

The authors would like to thank Dr. R. Florencio, Prof. R. R. Boix and Prof. J. A.
Encinar for providing the MoM-LP software for the analysis of the reflectarray cell.

Author details

Daniel Rodríguez Prado1, Manuel Arrebola2* and Marcos Rodríguez Pino2

1 Institute of Sensors, Signals and Systems, School of Engineering and Physical
Sciences, Heriot-Watt University, Edinburgh, UK

2 Department of Electrical Engineering, Group of Signal Theory and
Communications, Universidad de Oviedo, Gijón, Spain

*Address all correspondence to: arrebola@uniovi.es

© 2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

71

Reflectarray Pattern Optimization for Advanced Wireless Communications
DOI: http://dx.doi.org/10.5772/intechopen.88909



Nevertheless, even its value has decreased, as it can be seen by comparing the
crosspolar pattern of Figures 16 and 17.

5. Conclusions

A framework for the design and optimization of large dual-linear polarized
reflectarray antennas has been presented. It is based on the generalized intersection
approach (IA) algorithm, which is used for both a phase-only synthesis to obtain the
initial design and a direct optimization of the reflectarray layout for a subsequent
optimization of the cross-polarization performance. The IA employs the Levenberg-
Marquardt algorithm in the backward projector and a method of moments based on
local periodicity (MoM-LP) to accurately characterize the electromagnetic response
of the unit cell.

In order to demonstrate the capabilities of the proposed framework, two exam-
ples for advanced wireless communication applications are provided. For the two
designs, a unit cell that consists in two sets of parallel dipoles is employed. Each set
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synthesis, the layout of the reflectarray was obtained using a zero-finding routine
and simulated with a MoM-LP tool. The minimum copolar gain achieved in both
linear polarizations is better than 31 dBi for zone 1, while it is better than 28 dBi for
zone 2. Then, a direct optimization of the layout with MoM-LP was carried out to
improve the cross-polarization performance. Both the minimum crosspolar dis-
crimination and crosspolar isolation improved at least 6 dB for both zones and linear
polarizations while keeping the minimum copolar gain within requirements.

The results shown here demonstrate the versatility of the proposed framework
for the design and optimization of reflectarrays, as well as the feasibility of this type
of antenna for advanced wireless communications.
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Chapter 4

Antenna Pattern Multiplexing for
Enhancing Path Diversity
Masato Saito

Abstract

In this chapter, we show the concept of antenna pattern multiplexing (APM),
which enhances path diversity gain and antenna pattern diversity reception in
multipath rich fading environment. We discuss the types of antennas that achieve
the APM, i.e., generating time-varying antenna pattern and the benefits of reducing
antenna size and hardware cost. When electronically steerable passive array radia-
tor (ESPAR) antenna is used, the benefits can be maximised. A model of receiving
process is proposed for analysing the ergodic capacity of multiple-input multiple-
output (MIMO) systems using APM. We derive a model of received signals to
analyse the system performance. The received signal in matrix form includes an
equivalent channel matrix, which is a product of antenna pattern matrix, the chan-
nel coefficient vector for each output. Numerical results in terms of ergodic capac-
ity show the comparable performances of the proposed MIMO with APM to the
conventional MIMO systems; in particular, the number of arrival paths and the
number of antenna pattern are sufficiently large. Also the ergodic capacity can be
equivalent to that of the conventional MIMO systems when the average SNR per
antenna pattern is constant among the virtual antennas.

Keywords: antenna pattern multiplexing, path diversity, single-input
multiple-output, multiple-input multiple-output, capacity, multipath fading

1. Introduction

Multiple-input multiple-output (MIMO) systems have attracted much attention
as a means to improve the capacity of wireless communications by increasing the
number of antennas. However, implementing multiple antennas can be a problem,
particularly in mobile terminals due to their space limitation. In this study, we focus
on array antennas at the receiver to enhance the capacity.

To resolve the problem, several methods have been proposed to achieve multiple
separate received signal components by using a single radio frequency (RF) front-
end with electronically steerable passive array radiator (ESPAR) antennas [1]. The
modulated scattering array antenna was proposed for diversity and MIMO receivers
[2–6]. The antenna consists of an antenna element for receiving signals and several
modulated scattering elements (MSEs) like ESPAR antennas. The impedance of an
MSE can be modulated or changed by with an applied sinusoidal voltage of
frequency f s to the variable reactance element connected to the MSEs. Then, the
antenna patterns can vary also in a sinusoidal manner and can make the received
signal frequency-shift by � f s. The frequency-shifted components can be used for
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diversity reception. The virtually rotating antenna was proposed also to diversify
the received signal components in the frequency domain [7, 8]. The principle of
setting diversity branches in this domain is similar to that of the modulated scatter-
ing array antenna. In the rotating antenna, a combination of reactance values,
which generates a desired antenna pattern, is applied sequentially to the multiple
reactance elements of the antenna to rotationally change the directivity of the
antenna. Also investigated was an ESPAR antenna based on the diversity receiver
whose antenna patterns are time variable in a sinusoidal manner and are suitable for
the MIMO-orthogonal frequency-division multiplexing (OFDM) receiver [9].
Other researches have been studied on diversity and MIMO receivers with ESPAR
antennas having periodically variable antenna patterns by both theoretical and
experimental investigations [10–14]. They also investigated the reactance time
sequence, which generates sinusoidal antenna patterns with suppressed higher-
order harmonics [15, 16].

In the studies shown above, it can be seen that, instead of using a fixed antenna
pattern that may satisfy some criteria, they constantly changed the antenna pattern
to generate multiple received signal components in the frequency domain. In this
study, we propose a concept of antenna pattern multiplexing (APM) for setting
multiple virtual antennas at the same location without additional physical antenna
elements. Since the proposed APM also periodically varies antenna patterns to build
multiple diversity branches or virtual antennas, it may be possible to consider the
APM as a generalised method of the previously mentioned related studies. In APM,
instead of sinusoidal waveforms or a sum of sinusoidal waveforms with different
frequencies, we apply the sum of a set of orthogonal code sequences as the wave-
form to change antenna patterns. Therefore, the received signal can be separated
into code domains to exploit path diversity instead of using only the narrow fre-
quency domain, which is the case for the previous studies.

We introduce an antenna pattern matrix that consists of coefficients for each
code sequence for each direction of received paths. With the matrix, we can derive
the received signals of MIMO systems that use APM-based receivers in a form
similar to the signals of the conventional MIMO systems. The ergodic capacity for
the MIMO systems with APM technique is also derived1. Numerical results show
that the capacity can be improved by increasing the number of arrival paths and the
number of virtual antennas when the coefficients of APM are randomly distributed.

2. Types of antennas to achieve APM

Before mathematically analysing APM, we discuss the antennas that could real-
ise the proposed APM concept. In APM, several antenna patterns, which are
orthogonal to each other in time domain, should be multiplexed in similar manner
to code-division multiplexing (CDM) or OFDM. To do so, it is essential that such
antennas can generate time-varying antenna patterns. As such antennas, we con-
sider array antennas or ESPAR antennas are good candidates because both antennas
can change the antenna pattern from moment to moment.

We show a conceptual figure illustrating conventional array antenna, array
antenna with APM, and ESPAR antenna with APM from left to right for compara-
tive purposes in Figure 1. In the figure, we set the number of antenna elements at
three as an example. Each antenna model consists of four parts: antenna elements,

1 A part of the derivation is given in the our previous papers for limited cases of antenna pattern

multiplexing [11, 17].
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antenna pattern hanging units, cables between antenna elements and receivers, and
receivers which receive signals through the cables.

In the part of antenna elements, the array antennas have three antenna elements
connected to receivers, while ESPAR antenna has an element connected to the
corresponding receiver and two parasitic elements which are connected to variable
reactance components. In the figure, the shaded elements in ESPAR antenna show
parasitic elements. In this part, the distance between neighbouring elements should
be more than a half wavelength λ=2 for array antennas to reduce the correlation
between the received signals obtained by the elements. On the other hand, since
ESPAR antennas form antenna patterns by exploiting mutual coupling between
antenna elements, the neighbouring elements need to be sufficiently close to each
other. A study on ESPAR antenna with six parasitic elements describes that λ=4 is an
appropriate distance [18]. In our previous work on two-element ESPAR antenna,
appropriate distances between the elements are around λ=8 [16]. Hence, ESPAR
antennas can reduce the space required for antenna elements less than a half of the
space of array antennas in the case of three antenna elements. The increase in the
number of antenna elements provides more gains in terms of reducing antenna sizes
for ESPAR antennas.

The antenna elements are connected to AP changing units, which are weight
multiplication for array antennas and variable reactance elements (VREs) for
ESPAR antennas. In the conventional array antenna, constant weights w1, w2, and
w3 are multiplied to form an antenna pattern based on a criteria such as maximising
the signal-to-interference-plus-noise ratio (SINR) or minimising the interference.
In array antenna with APM, the weights are functions of time w1 tð Þ, w2 tð Þ, and
w3 tð Þ, which form multiplexed AP and make the received signals travelling through
antenna elements separable. Thus, we can add the signals and carry them to the
receiver by a single cable. That is, the array antenna with APM can reduce the
number of cables between antenna elements and the receiver and decrease their
calibration cost. Since the parasitic elements do not connect to the receiver in
ESPAR antenna, the cable cost can be also minimised. In ESPAR antenna, the
antenna pattern or the directivity can be changed by the reactance values contrib-
uted by the parasitic elements. The reactance values of VREs can be changed by the

Figure 1.
The receiver models employing the conventional array antenna, array antenna with APM, and ESPAR antenna
with APM of three antenna elements.
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voltage applying to the VREs. Thus, multiplexed antenna patterns can be generated
by changing the reactance values jX1 tð Þ and jX2 tð Þ which are both time-varying
functions. Since the relationship between reactance values and generated antenna
patterns is nonlinear, even two reactance functions can make several or more than
three multiplexed antenna patterns.

Note that, in this study, the objective of varying the weights of the antennas is
not to control the antenna pattern or form a pattern that satisfies some criteria. We
need to simply have the functionality of periodically time-varying antenna patterns.

As can be seen from the figure, by ESPAR antennas, we can reduce the size
related to antenna elements and the number of cables. Hence, we have selected the
ESPAR antennas as a good candidate for utilising APM [10–13, 15, 16]. However,
one of the problems relevant to using ESPAR antennas is in its difficulty of design-
ing antenna patterns and time-varying voltage waveform applying to VREs. The
difficulty comes from the nonlinear processes of the conversions from voltage to
reactance and from reactance to antenna pattern and their time-varying properties.
Therefore, to find the optimal set of voltage waveform applying to VREs is an open
problem.

3. Modelling of antenna pattern multiplexing

In this section, we build a model of the receiver with APM and mathematically
derive the received signals in MIMO applications.

3.1 Signals to change antenna pattern

As we mentioned in the previous section, the antenna patterns can be changed
by applying periodically time variable voltages to the VREs connected to parasitic
antenna elements. Since the applied voltages are periodic function of time, we
assume that the appeared antenna patterns are also periodic functions of time.

We define a periodic function of time, am tð Þ, whose period is Ts. The function
is assumed to be the weight for m-th antenna element for array antenna implemen-
tation and the reactance values of m-th VREs for ESPAR antenna implementation
(see Figure 1). The function for a duration of the period 0≤ t<Ts is given by

am tð Þ ¼
XNa

k¼1

bm, k � f k tð Þ, (1)

where f k tð Þ is the k-th function of a set of Na orthonormal functions and bm, k is a
complex-valued coefficient of f k tð Þ for m-th element. Since the functions f k tð Þ are
orthogonal to each other, they have the following property:

1
Ts

ðTs

0

f k tð Þ � f ∗
l tð Þdt ¼ 1 k ¼ lð Þ

0 k 6¼ lð Þ

�
(2)

where f ∗
l tð Þ is the complex conjugate of f l tð Þ. From the orthogonality shown in

Eq. (2), we can derive another property for k ¼ l and assume a property for k 6¼ l as

f k tð Þ � f ∗
l tð Þ ¼ 1 k ¼ lð Þ

exp jΘ tð Þf g k 6¼ lð Þ
�

, (3)
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where Θ tð Þ is a uniform random process in the interval ½0, 2πÞ. The conventional
APM methods use the DC and sinusoids of one or several frequencies as f k tð Þ in
Eq. (1). In comparison, in this study, we consider the function f k tð Þ to be a signal
that is spread by using the spreading code sequence used in direct-sequence spread
spectrum (DSSS) systems or code-division multiple access (CDMA) systems. Thus,
we assume the function f k tð Þ can be expressed as

f k tð Þ ¼
XNc

l¼1

clk � g t� l� 1ð ÞTcð Þ, (4)

where clk is the l-th chip of the waveform; f k tð Þ is assumed to have a complex
value with a constant amplitude, clkj j ¼ 1=

ffiffiffiffiffiffi
Nc

p
; Nc is the number of chips in a

period Ts; and g tð Þ is the pulse waveform of a chip. In this paper, we assume that
g tð Þ is a rectangular pulse with duration Tc for simplicity. That is, g tð Þ is shown as
follows:

g tð Þ ¼ 1 0≤ t<Tcð Þ
0 otherwise

�
(5)

The product of two functions in Eq. (3) for 0≤ t<Ts can be rewritten as follows:

f k tð Þ � f ∗
l tð Þ ¼

XNc

m¼1

cmk � c ∗ml � g t� m� 1ð ÞTcð Þ � g ∗ t� m� 1ð ÞTcð Þ (6)

¼ 1 k ¼ lð ÞPNc
m¼1 cmk � c ∗ml � g t� m� 1ð ÞTcð Þ k 6¼ lð Þ

(
(7)

As we can see from Eq. (7), the product can be shown by the product of only
chips consisting of f k tð Þ and f l tð Þ. Then, we consider a discrete time expression of
f k tð Þ by introducing vector ck whose components are the chips of f k tð Þ. The vector
can be given as

ck ¼ c1k c2k ⋯ cNckð ÞT, (8)

where T is a transpose operator. Then, we obtain a code matrix, C, by aligning
the vectors as follows:

C ¼ c1 c2 ⋯ cNað Þ (9)

¼

c11 c12 ⋯ c1Na

c21 c22 ⋯ c2Na

⋮ ⋮ ⋱ ⋮
cNc1 cNc2 ⋯ cNcNa

0
BBB@

1
CCCA (10)

Since the orthogonality between two functions shown in Eq. (2) is satisfied, the
following property of C can be derived:

CHC ¼ INa (11)

where H is an Hermitian transpose operator and INa is the identity matrix of size
Na �Na.
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that is spread by using the spreading code sequence used in direct-sequence spread
spectrum (DSSS) systems or code-division multiple access (CDMA) systems. Thus,
we assume the function f k tð Þ can be expressed as

f k tð Þ ¼
XNc

l¼1

clk � g t� l� 1ð ÞTcð Þ, (4)

where clk is the l-th chip of the waveform; f k tð Þ is assumed to have a complex
value with a constant amplitude, clkj j ¼ 1=

ffiffiffiffiffiffi
Nc

p
; Nc is the number of chips in a

period Ts; and g tð Þ is the pulse waveform of a chip. In this paper, we assume that
g tð Þ is a rectangular pulse with duration Tc for simplicity. That is, g tð Þ is shown as
follows:

g tð Þ ¼ 1 0≤ t<Tcð Þ
0 otherwise

�
(5)

The product of two functions in Eq. (3) for 0≤ t<Ts can be rewritten as follows:

f k tð Þ � f ∗
l tð Þ ¼

XNc

m¼1

cmk � c ∗ml � g t� m� 1ð ÞTcð Þ � g ∗ t� m� 1ð ÞTcð Þ (6)

¼ 1 k ¼ lð ÞPNc
m¼1 cmk � c ∗ml � g t� m� 1ð ÞTcð Þ k 6¼ lð Þ

(
(7)

As we can see from Eq. (7), the product can be shown by the product of only
chips consisting of f k tð Þ and f l tð Þ. Then, we consider a discrete time expression of
f k tð Þ by introducing vector ck whose components are the chips of f k tð Þ. The vector
can be given as

ck ¼ c1k c2k ⋯ cNckð ÞT, (8)

where T is a transpose operator. Then, we obtain a code matrix, C, by aligning
the vectors as follows:

C ¼ c1 c2 ⋯ cNað Þ (9)

¼

c11 c12 ⋯ c1Na

c21 c22 ⋯ c2Na

⋮ ⋮ ⋱ ⋮
cNc1 cNc2 ⋯ cNcNa

0
BBB@

1
CCCA (10)

Since the orthogonality between two functions shown in Eq. (2) is satisfied, the
following property of C can be derived:

CHC ¼ INa (11)

where H is an Hermitian transpose operator and INa is the identity matrix of size
Na �Na.
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The waveform am tð Þ of Eq. (1) can be shown in a discrete time expression in
matrix form as Cb by setting a vector, b ¼ b0 b1⋯bNað ÞT.

3.2 Received signals at receiver with APM

In the proposed APM, we apply signal am tð Þ given in Eq. (1) to the antenna
pattern changing units. Here, we assume that the mapping from the signals am tð Þ
to the antenna patterns is a linear map2. In other words, the generated antenna
patterns can be shown in a linear combination of f l tð Þ for l ¼ 1,…,Na.

Then, we consider the antenna pattern for a given direction. Suppose that a ball
surrounds the entire receive antenna. On the ball, the p-th received signal path sent

by l-th transmit antenna arrives at point ϕlp, θlp
� �

, where ϕlp is an azimuth and θlp

is an elevation from the origin of the ball, respectively. We assume that a periodi-

cally time-varying far-field antenna pattern, dlp ϕlp, θlp, t
� �

, which the arrival path

experiences, in an equivalent baseband expression can be given as

dlp ϕlp, θlp, t
� �

¼
XNa

k¼1

dklp ϕlp, θlp
� �

� bk � f k tð Þ, (12)

where dklp ϕlp, θlp
� �

is the complex-valued coefficient of f k tð Þ for the direction of

arrival path, which could be determined by the direction of the received signal, the
structure of the antenna, and the waveforms applied to the antenna. Since the

direction can change for each received signal, we assume dklp ϕlp, θlp
� �

is a random

variable, whose amplitude and phase follow a distribution that can be determined
by the structure of the antenna and the waveforms applied to the antenna. In
discrete time matrix form, Eq. (12) can be shown as CBdlp, where

B ¼ diag bð Þ (13)

and diag bð Þ is a diagonal matrix whose diagonal components are given by b and

dlp ¼ d0lp ϕlp, θlp
� �

d1lp ϕlp, θlp
� �

… d Nc�1ð Þlp ϕlp, θlp
� �� �T

.

The receiving process of the proposed MIMO receiver with APM is illustrated in
Figure 2. We consider that the number of transmit antennas at the transmitter is
Nt. Suppose that the channel coefficient is constant during a transmitted symbol. In
addition, we assume that the signals transmitted from Nt antennas suffer indepen-
dent fading. Also, the transmitter is assumed to have no channel state information.
Thus, the average transmit power of each transmitted symbol is assumed to be
equivalent to each other. When we show the transmitted symbol from the l-th

transmit antenna as sl (Figure 2), then, we can have E slj j2
h i

¼ 1 for l ¼ 1,…,Nt

without loss of generality. Besides, the symbol is assumed to be an independent and
identically distributed (i.i.d.) random variable. The number of arrival paths per
transmit antenna is Np.

2 In particular, in the case of the ESPAR antenna, the conversions from the applied voltage to the

reactance and from the reactance to the antenna pattern could be nonlinear. Then, the assumption might

be optimistic in reality. However, in some cases, we have shown for the conversion from the reactance to

the antenna pattern that the effect of the nonlinearity can be suppressed by considering the conversion

characteristics [15, 16].
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The p-th path sent from l-th transmit antenna received at the direction of

ϕlp, θlp
� �

is given as follows:

rpl ¼ hpl � sl (14)

where hpl means a channel coefficient of a link between the l-th transmit
antenna and p-th direction for the antenna and is a complex Gaussian random
variable with zero mean and variance of unity.

Now we consider the received signals from Nt transmit antennas. Since Np paths
per transmit antenna arrive at the receiver, the output from the antenna with APM
can be shown as follows:

x tð Þ ¼
XNt

l¼1

XNp

p¼1

dlp ϕlp, θlp, t
� �

� rpl þ n tð Þ (15)

¼
XNt

l¼1

XNp

p¼1

XNa

k¼1

dklp ϕlp, θlp
� �

� bk � f k tð Þ � hpl � sl þ n tð Þ (16)

where n tð Þ is an additive white Gaussian noise (AWGN) component. As shown
in Figure 2, the received signal rpl is multiplied by Na multiplexed antenna patterns

dklp ϕlp, θlp
� �

. Since Np paths are transmitted from the transmit antenna and

antenna patterns are orthogonal to each other, the received components for Np

paths are added in each antenna pattern domain separately.
Replacing x tð Þ with the corresponding vector x, we have the received signal in

matrix form as

x ¼
XNt

l¼1

XNp

p¼1

CBdlphplsl þ n (17)

Figure 2.
Receiving process of the receiver with APM.
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is given as follows:
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where hpl means a channel coefficient of a link between the l-th transmit
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. Since Np paths are transmitted from the transmit antenna and
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¼
XNt

l¼1

CBDlhlsl þ n (18)

where Dl is an antenna pattern matrix for l-th transmitted symbol whose size is
Na �Np and is given as

Dl ¼ dl1 dl2 … dlNp

� �
, (19)

and hl shows a channel vector whose length is Np and can be given as

hl ¼ h1l h2l … hNpl

� �T
, (20)

and n is a noise vector whose length is Nc and whose element nk is an i.i.d.
white Gaussian random variable with zero mean and variance σ2n=Nc. Then, the
autocorrelation matrix of n can be defined as follows:

E nnH� � ¼ σ2n
Nc

INc (21)

Eq. (18) can be further simplified as

x ¼ CBDHsþ n, (22)

by introducing the antenna pattern matrix D defined as

D ¼ D1 D2 … DNtð Þ, (23)

and the channel matrix H, which is a block matrix of hl, defined as

H ¼

h1 0 … 0
0 h2 ⋱ ⋮
⋮ ⋱ ⋱ 0
0 … 0 hNt

0
BBB@

1
CCCA, (24)

where 0 is a zero and column vector of length Np and s is a vector of transmitted
symbols defined as

s ¼ s1 s2 … sNtð ÞT, (25)

and its autocorrelation function is given as follows from the assumption:

E ssH
� � ¼ INt (26)

The output signal x of the antenna is multiplied by the complex conjugate of the
applied waveform. This signal process can be achieved by multiplying B�1CH by x
from the left-hand side, that is, from Eq. (22) to Eq. (11) as

y ¼ B�1CHx (27)

¼ B�1CH CBDHsþ nð Þ (28)
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¼ B�1CHCBDHsþ B�1CHn (29)

¼ DHsþ n0 (30)

where n0 ¼ B�1CHn. The autocorrelation matrix of n0 can be derived as follows;

E n0n0H
h i

¼ E B�1CHn B�1CHn
� �Hh i

(31)

¼ E B�1CHnnHCB�1H� �
(32)

Here, since the code set C and the matrix B are fixed, and from Eq. (21), we have

E n0n0H
h i

¼ B�1CHE nnH� �
CB�1H (33)

¼ σ2n
Nc

B�1CHCB�1H (34)

¼ σ2n
Nc

B�1B�1H (35)

where B�1 is a diagonal matrix because B is a diagonal matrix. If we use bk whose
absolute value is unity as bkj j ¼ 1, the k-th diagonal element of B�1 is b ∗

k . Therefore,
we can derive the relation B�1H ¼ B. With the relation between B�1H and B, we can
modify Eq. (35) as

E n0n0H
h i

¼ σ2n
Nc

B�1B�1H (36)

¼ σ2n
Nc

B�1B (37)

¼ σ2n
Nc

INc : (38)

Thus, the autocorrelation matrix of n0 is equivalent to that of n.
The process of Eq. (27) can be implemented by multiplying bkf k tð Þ by x tð Þ in

parallel and integrating them over the interval Ts or with a correlator as shown in
Figure 2. Since Nt transmit antennas are assumed, Nt components are added in
each antenna pattern domain. Note that the process divides a single signal output
into Na outputs or Na antenna pattern domains.

If we recognise the matrix DH in Eq. (30) as an equivalent channel matrix
G ¼ DH that is equivalent to that of the conventional MIMO systems, we can
rewrite Eq. (30) as

y ¼ Gsþ n0 (39)

Since the length of y is Na, the proposed MIMO with APM seems equivalent to
conventional Nt �Na MIMO systems [19]. The number Na shows the number of
orthogonal antenna patterns in time domain3. However, the number corresponds to
the number of virtual receive antennas in the context of MIMO receivers. The

3 The orthogonality in time domain does not guarantee the orthogonality in space domain or in terms of

directivity. It is a challenging problem to develop a set of orthogonal functions in both time and space

domains.
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equation above realises that the received components obtained by the receiver with
APM are similar to those of the conventional MIMO systems. We assume that the
receiver has perfect knowledge of the equivalent channel matrix G. Note that the
receiver does not need to know every element of D or H for decoding. In practice, it
may even be impossible to separately evaluate the components of D and H.

3.3 Capacity of MIMO systems with APM

From the received signal in Eq. (39) and the autocorrelation matrix of the
transmitted symbols in Eq. (26), we can derive the ergodic capacity C4 as

C ¼ E log 2det INt þ
γ

Nt
GHG

� �� �
(40)

where det is the determinant of a matrix and γ is the average signal-to-noise ratio
(SNR) per transmit antenna and is defined as γ ¼ 1=σ2n. As we can see from
Eq. (40), the capacity depends on the property of the equivalent channel matrix G
or DH. Here, the matrix G satisfies the following properties which are similar to the
channel matrix of the conventional MIMO systems:

E GGH� � ¼ NtINa , (41)

E GHG
� � ¼ NaINt (42)

4. Numerical results

In this section, we show the ergodic capacity of a MIMO system whose receiver
uses the proposed APM technique. Through the section the number of transmit
antennas is Nt ¼ 2. The capacity C (40) of the proposed MIMO system is shown in
Figure 3. We assume that the coefficients of the matrix D are denoted as
exp jΘð Þ= ffiffiffiffiffiffiffi

Np
p

where Θ is a uniform random variable in the interval 0, 2π½ Þ. In the
figure, the number of antenna patterns or virtual antenna outputs Na ¼ 8. If the
channel coefficient is constant while a symbol is transmitted, the code set satisfying
Eq. (11) could not affect on the performance. Thus, we do not specify the code set in
this study. We evaluate the capacities for the number of arrival paths Np ¼ 1, 2, 4,
8, 16, and 32 and show them with solid lines. For comparison, we also show the
ergodic capacity of the conventional MIMO systems with black dashed lines marked
with dots (‘�’). The pairs of transmit and receive antennas are 2� 1 MIMO and 2� 2
MIMO systems.

The capacities of the MIMO systems with APM are between those of the con-
ventional 2� 1 and 2� 2 MIMO systems. In lower SNR region, the capacity of
MIMOwith APM for variousNp is close to that of the conventional 2� 1 MIMO. On
the other hand, in higher SNR region, the values and also the slopes of the capacities
converge to those of the conventional 2� 2 MIMO. When the number of arrival
paths Np increases, the capacities also increased and converged towards the
capacity of the conventional 2� 2 MIMO system. Since the slope of the capacity
relates to diversity order, the proposed APM technique can achieve the same order
as the conventional 2� 2 MIMO systems even if Np ¼ 1. Because of the increased

4 We use the same variable character as code matrix. Since they are used in different contexts, they

might be easily distinguishable.
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capacity due to the increase in the number of arrival paths, it can be recognised that
the proposed APM obtains path diversity gain. As mentioned in Section 2, APM
technique can reduce the antenna size and hardware cost. Thus, we can find that the
proposed technique can provide similar capacities with reduced size and less hard-
ware cost.

We show the ergodic capacities versus average SNR of the proposed MIMO
systems with APM for fixed number of arrival paths Np ¼ 16 and various number
of antenna patterns, i.e., Na ¼ 1, 2, 4, 8, and 16, in Figure 4. The number Np ¼ 16
might be sufficiently large to obtain the path diversity gain according to Figure 3.
For comparison purposes, the performances of the conventional 2� 1 and 2� 2
MIMO systems are also drawn.

The capacities for APM techniques increase in the number of antenna patterns
Na and converge to those of the conventional 2� 1 MIMO systems in lower SNR
region and the 2� 2 MIMO systems in higher SNR region. When Na ¼ 16, the
capacity almost overlaps the capacity of the conventional 2� 2 MIMO systems in
the region average SNR, which is more than 20 dB. In the case Na ¼ 1, the capacity

Figure 3.
Ergodic capacity of MIMO systems with APM technique versus average SNR for various number of arrival
paths Np. (Nt ¼ 2, Na ¼ 8).

Figure 4.
Ergodic capacity of MIMO systems using receiver with APM technique for various number of orthogonal
antenna patterns. Antenna pattern matrix has constant amplitude and random phase with uniform
distribution. (Nt ¼ 2, Np ¼ 16).
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might be easily distinguishable.
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capacity due to the increase in the number of arrival paths, it can be recognised that
the proposed APM obtains path diversity gain. As mentioned in Section 2, APM
technique can reduce the antenna size and hardware cost. Thus, we can find that the
proposed technique can provide similar capacities with reduced size and less hard-
ware cost.

We show the ergodic capacities versus average SNR of the proposed MIMO
systems with APM for fixed number of arrival paths Np ¼ 16 and various number
of antenna patterns, i.e., Na ¼ 1, 2, 4, 8, and 16, in Figure 4. The number Np ¼ 16
might be sufficiently large to obtain the path diversity gain according to Figure 3.
For comparison purposes, the performances of the conventional 2� 1 and 2� 2
MIMO systems are also drawn.

The capacities for APM techniques increase in the number of antenna patterns
Na and converge to those of the conventional 2� 1 MIMO systems in lower SNR
region and the 2� 2 MIMO systems in higher SNR region. When Na ¼ 16, the
capacity almost overlaps the capacity of the conventional 2� 2 MIMO systems in
the region average SNR, which is more than 20 dB. In the case Na ¼ 1, the capacity

Figure 3.
Ergodic capacity of MIMO systems with APM technique versus average SNR for various number of arrival
paths Np. (Nt ¼ 2, Na ¼ 8).

Figure 4.
Ergodic capacity of MIMO systems using receiver with APM technique for various number of orthogonal
antenna patterns. Antenna pattern matrix has constant amplitude and random phase with uniform
distribution. (Nt ¼ 2, Np ¼ 16).
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of the proposed MIMO systems with APM is equivalent to that of the conventional
2� 1 MIMO system. Hence, diversity gain cannot be obtained even if the number of
arrival paths is sufficiently large.

Then we consider the case that the average SNR per antenna pattern or virtual
antenna is given as γ. In this case, the coefficients in the matrix D are random
variables shown as exp jΘð Þ where Θ is a uniform random variable in the interval
0, 2π½ Þ. The ergodic capacities of the proposed MIMO systems with APM are shown
for Na ¼ 1, 2, 4, and 8 for Np ¼ 16 in Figure 5. In the figure, we also illustrate the
capacities of the conventional MIMO systems for 2� 1, 2� 2, 2� 4, and 2� 8 in
terms of the numbers of transmit and receive antennas. As we can see from the
figure, the capacities are equivalent to each other betweenNa for APM and the same
number of receive antennas for the conventional MIMO. For example, when
Na ¼ 8, the capacity is the same as that of 2� 8 MIMO systems. Therefore, when
the average SNR per antenna pattern is same as the average SNR per the number
of receive antennas, the proposed APM-based MIMO systems with Na antenna
patterns achieve almost equivalent capacity to the conventional Nt �Na MIMO
systems.

5. Conclusions

In this chapter we propose a concept of APM for MIMO receiver to reduce the
antenna size and hardware cost with keeping the availability of diversity gain. We
discuss the types of antennas which achieve the APM, i.e., generating time-varying
antenna pattern. Also, we discuss the benefits of the antennas, in particular, for
ESPAR antenna-based structure. The number of virtual antennas or antenna pat-
terns can be increased with the number of multiplexed orthogonal signals used to
change the antenna patterns. A model of receiving process is proposed for analysing
the capacity of systems using APM.We derive a model of received signals to analyse
the system performance. The received signal in matrix form includes an equivalent
channel matrix, which is a product of antenna pattern matrix, the channel coeffi-
cient vector for each output.

When the number of arrival paths and the number of antenna pattern are
sufficiently large, the ergodic capacity approaches to that of 2� 2 MIMO systems.

Figure 5.
Ergodic capacity of MIMO systems with APM technique for various number of orthogonal antenna patterns.
Average SNR per antenna pattern is a constant (Nt ¼ 2, Np ¼ 16).
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The property deduces the proposed APM, which can obtain diversity gain from
path diversity and diversity reception based on the virtual antennas.

On the other hand, numerical results show that the ergodic capacity is equiva-
lent to that of the conventional MIMO systems when the average SNR per antenna
pattern is constant. Then, the proposed APM-based receiver can exploit path diver-
sity gain and antenna pattern diversity maximally without additional physical
antenna elements.

Future work is a development of efficient multiplexed antenna patterns, which
have larger number of orthogonal antenna patterns than the number of antenna
elements equipped with a cable.
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Chapter 5

Broadside Pattern Correction 
Techniques for Conformal 
Antenna Arrays
Irfan Ullah, Shahid Khattak and Benjamin D. Braaten

Abstract

Phase compensation techniques based on projection method and convex 
optimization (phase correction only) for comparing the maximum gain of a 
phase-compensated conformal antenna array have been discussed. In particular, 
these techniques are validated with conformal phased array antenna attached to a 
cylindrical-shaped surface with various radii of curvatures. These phase compen-
sation techniques are used to correct the broadside radiation pattern. It is shown 
that the maximum broadside gain compensated is still less than the gain of a linear 
flat array for any surface deformation. This fundamental maximum compensated 
gain limitations of the phase compensation techniques can be used by a designer to 
predict the maximum broadside obtainable theoretical gain on a conformal antenna 
array for a particular deformed surface.

Keywords: conformal antennas, phased arrays, antenna radiation patterns, convex 
optimization, microstrip arrays

1. Introduction

Conformal antenna arrays are beneficial for applications that need an antenna 
to be placed on a non-flat surface, for example, on the fuselage of a UAV/airplane in 
the aerospace industry [1–3], implantable sensors in wearable networks [4–8], and 
satellite communications [9–11]. One of the main advantages of using conformal 
antenna is its structural integration ability on singly curved (e.g., a wedge/cylinder) 
[12–15] and doubly curved (like a sphere) surfaces [16]. This can be very useful in 
applications where using definite flat surface may not be a practical design choice. 
Another exciting application of conformal antenna array is at the base station 
in a cellular mobile communication system. Today, mobile service providers are 
utilizing three separate antenna panels (dipole or monopole array) in a cell for a 
120° sector coverage. What about, if one cylindrical array is used instead of three 
dipole arrays [17]? This can result in a much smaller transmitter requirement with 
360° azimuthal coverage plus reduced base station size at a lower cost (specifically 
beneficial in crowded residential areas where cellular companies have to rent the 
space for base station installation).

On the other hand, these curved surfaces may be subjected to intentional (e.g., 
flexing wings of a UAV/aircraft) and/or unintentional (bending of aircraft wings 
due to severe weather conditions/vibrations) forces that change the shape of the 
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surface [12]. As a result, the radiation pattern of the conformal antenna array is 
changed as shown in Figure 1. The results in [18] indicate that directivity of confor-
mal antenna array can be reduced by 5–15 dB. In the literature, various methods have 
been proposed to compensate the reduction in directivity and to improve/correct 
the radiation pattern of a conformal antenna array. In [1–3, 11, 19–21], mechanical 
calibration techniques have been used to steer the main beam on a conformal surface 
in the desired direction. In [12, 13, 15, 16, 22–25], projection method of [26] is used 
to correct the main beam direction of a deformed/flex surface. In [27–30], various 
optimization algorithms have been used to control the radiation pattern of confor-
mal antenna arrays. In summary, it has been shown that the radiation pattern of a 
conformal antenna array can be improved with different calibration techniques, sig-
nal processing algorithms, sensor circuitry, and phase and amplitude adjustments.

This chapter will focus on phase compensation of four-element conformal 
cylindrical antenna array using (1) projection method and (2) convex optimization 
method. First, a brief introduction and working principle of phase compensation is 
presented using projection method. Then, array factor expression will be derived to 
compensate the radiation pattern of conformal cylindrical array. Then, the convex 
optimization algorithm will be discussed to compute the array weights for pattern 
recovery of conformal cylindrical array. Then, compensated gain using both the 
methods will be compared to linear flat array to explore the gain limitations of these 
compensated techniques for conformal antenna arrays. Finally, conclusion and 
future work are presented.

2. Projection method for pattern recovery of conformal antenna array

The projection method in [26] and its further exploration in [12, 15, 22] are 
adopted here to describe the behavior of the conformal antenna array shown in 
Figure 2. For discussion, consider the problem where the flat antenna array is 
placed on the singly curved surface shaped as a cylinder with radius r as shown 
in Figure 2. The position of each antenna element on the cylinder is represented 

Figure 1. 
Array on a conformal surface.

93

Broadside Pattern Correction Techniques for Conformal Antenna Arrays
DOI: http://dx.doi.org/10.5772/intechopen.90957

as   A  ±n   ,  n = 1, 2  (for four antenna elements on the cylindrical surface). If each 
antenna element on the cylindrical surface is excited with uniform amplitudes and 
phases, that is, if excitation weights   w  n   = 1  e   j 0   °    put on all elements, then the E-fields 
radiated from the antenna elements will arrive at the reference plane with differ-
ent phases. This phase difference is due to the different path lengths experienced 
by the radiated E-fields in the z direction while reaching to the reference plane. 
Because phases of E-fields radiated from   A  ±1    are not the same as those radiated 
by   A  ±2   , the radiation may not necessarily be constructively added broadside to 
the array (i.e., with   ϕ  s   =  90   °  ). If the E-fields   E  ±n    e   j ϕ  ±n     from antenna elements are 
ensured to arrive at the reference plane with the same phase, then constructive 
interference will result in a broadside radiation pattern and therefore pattern 
recovery toward the broadside is possible. The delayed phase of E-fields due to 
free-space propagation   (− k  ∆  ±n  )   from antenna elements on the conformal surface 
to the reference plane can be compensated (corrected) by exciting the elements 
with phase advance   (+ k  ∆  ±n  )  . This will cause the E-fields from antenna elements to 
arrive at the reference plane with same phase and will cause constructive broadside 
radiation pattern in the +z direction.

To compute this compensated phase, the antenna elements are projected on the 
reference plane and then the distances from antenna elements on cylindrical surface 
(shown as black dots) to the projected elements on the reference plane (shown as 
dashed circles) are calculated. Suppose   ∆  −1   ,   ∆  −2   ,   ∆  2,    and   ∆  1    denote the distances 
from the elements  A  −1   ,   A  −2   ,   A  2  ,  and   A  1   , respectively, to the reference plane (or the 
projected elements on the reference plane).

2.1 Computing the distance to the projected elements

The distance from the antenna elements on the cylinder to the projected ele-
ments on the reference plane can be computed using:

   ∆  ±n   = r − rsin  ϕ  ±n    (1)

where  r  is the radius of the cylinder and   𝝓𝝓  ±n    is the angular position of antenna 
elements on the cylinder. Using the relation of  L = r𝛉𝛉 , the angular positions of 
antenna elements can be calculated, where  L = 𝛌𝛌 / 2  is the inter-element distance on 
the cylindrical surface.

Figure 2. 
Phase compensation of a conformal cylindrical antenna array.
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surface [12]. As a result, the radiation pattern of the conformal antenna array is 
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calibration techniques have been used to steer the main beam on a conformal surface 
in the desired direction. In [12, 13, 15, 16, 22–25], projection method of [26] is used 
to correct the main beam direction of a deformed/flex surface. In [27–30], various 
optimization algorithms have been used to control the radiation pattern of confor-
mal antenna arrays. In summary, it has been shown that the radiation pattern of a 
conformal antenna array can be improved with different calibration techniques, sig-
nal processing algorithms, sensor circuitry, and phase and amplitude adjustments.

This chapter will focus on phase compensation of four-element conformal 
cylindrical antenna array using (1) projection method and (2) convex optimization 
method. First, a brief introduction and working principle of phase compensation is 
presented using projection method. Then, array factor expression will be derived to 
compensate the radiation pattern of conformal cylindrical array. Then, the convex 
optimization algorithm will be discussed to compute the array weights for pattern 
recovery of conformal cylindrical array. Then, compensated gain using both the 
methods will be compared to linear flat array to explore the gain limitations of these 
compensated techniques for conformal antenna arrays. Finally, conclusion and 
future work are presented.

2. Projection method for pattern recovery of conformal antenna array

The projection method in [26] and its further exploration in [12, 15, 22] are 
adopted here to describe the behavior of the conformal antenna array shown in 
Figure 2. For discussion, consider the problem where the flat antenna array is 
placed on the singly curved surface shaped as a cylinder with radius r as shown 
in Figure 2. The position of each antenna element on the cylinder is represented 

Figure 1. 
Array on a conformal surface.
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as   A  ±n   ,  n = 1, 2  (for four antenna elements on the cylindrical surface). If each 
antenna element on the cylindrical surface is excited with uniform amplitudes and 
phases, that is, if excitation weights   w  n   = 1  e   j 0   °    put on all elements, then the E-fields 
radiated from the antenna elements will arrive at the reference plane with differ-
ent phases. This phase difference is due to the different path lengths experienced 
by the radiated E-fields in the z direction while reaching to the reference plane. 
Because phases of E-fields radiated from   A  ±1    are not the same as those radiated 
by   A  ±2   , the radiation may not necessarily be constructively added broadside to 
the array (i.e., with   ϕ  s   =  90   °  ). If the E-fields   E  ±n    e   j ϕ  ±n     from antenna elements are 
ensured to arrive at the reference plane with the same phase, then constructive 
interference will result in a broadside radiation pattern and therefore pattern 
recovery toward the broadside is possible. The delayed phase of E-fields due to 
free-space propagation   (− k  ∆  ±n  )   from antenna elements on the conformal surface 
to the reference plane can be compensated (corrected) by exciting the elements 
with phase advance   (+ k  ∆  ±n  )  . This will cause the E-fields from antenna elements to 
arrive at the reference plane with same phase and will cause constructive broadside 
radiation pattern in the +z direction.

To compute this compensated phase, the antenna elements are projected on the 
reference plane and then the distances from antenna elements on cylindrical surface 
(shown as black dots) to the projected elements on the reference plane (shown as 
dashed circles) are calculated. Suppose   ∆  −1   ,   ∆  −2   ,   ∆  2,    and   ∆  1    denote the distances 
from the elements  A  −1   ,   A  −2   ,   A  2  ,  and   A  1   , respectively, to the reference plane (or the 
projected elements on the reference plane).

2.1 Computing the distance to the projected elements

The distance from the antenna elements on the cylinder to the projected ele-
ments on the reference plane can be computed using:

   ∆  ±n   = r − rsin  ϕ  ±n    (1)

where  r  is the radius of the cylinder and   𝝓𝝓  ±n    is the angular position of antenna 
elements on the cylinder. Using the relation of  L = r𝛉𝛉 , the angular positions of 
antenna elements can be calculated, where  L = 𝛌𝛌 / 2  is the inter-element distance on 
the cylindrical surface.

Figure 2. 
Phase compensation of a conformal cylindrical antenna array.
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2.2 Computing the compensated phase

The required compensated phase to correct the broadside radiation pattern of a 
conformal cylindrical antenna array in Figure 2 is then given by:

    δ  ±n     c  = + k  ∆  ±n    (2)

where  k  is the free-space wave number.

2.3 Array factor expression

To analytically compute the corrected (compensated) radiation pattern and validate 
with simulation results, the following compensated array factor   AF  c    is used [18, 31]:

   AF  c   = AF  e   j  δ  ±n     c  ,  (3)

where    δ  ±n     c   can be computed using Eq. (2) and the array factor ( AF ) expression 
for antennas on conformal surfaces is [18]:

  AF =  ∑ n=1  N     F  n   (θ, ϕ)   w  n    e   jk [ x  n  sinθ+ z  n  cosθ]  ,  (4)

where  k  is the free space wave number,  N  is number of antenna elements,   ( x  n  ,  z  n  )   is 
the location of nth antenna element on the conformal surface, and   F  n   (θ, ϕ)   is the individ-
ual element pattern in Figure 2.   w  n   =  I  n    e   j∆ϕ   is the complex weighting function required to 
drive the nth antenna element.

For this work, the phase difference  ∆ ϕ  between adjacent antenna elements was 
made zero, and the amplitude tapering coefficient   I  n    was kept equal to 1 (uniform 
excitation). Using Eqs. (1)–(4), the expression for corrected array factor is given by:

  AF  c   =  F  1   (θ, ϕ)   e   jk ∆  −1     e   jk [ x  1  sinθ+ z  1  cosθ]   +  F  2   (θ, ϕ)   e   jk ∆  −2     e   jk [ x  2  sinθ+ z  2  cosθ]    
+  F  3   (θ, ϕ)   e   jk ∆  +2     e   jk [ x  3  sinθ+ z  3  cosθ]   +  F  4   (θ, ϕ)   e   jk ∆  +1     e   jk [ x  4  sinθ+ z  4  cosθ]    (5)

  F  1   (θ, ϕ)  = cos  (θ +  ϕ  −1  )   and   F  2   (θ, ϕ)  = cos  (θ +  ϕ  −2  )   are the element patterns for the 
two left antenna elements and   F  3   (θ, ϕ)  = cos  (θ −  ϕ  +1  )   and   F  4   (θ, ϕ)  = cos  (θ −  ϕ  +2  )   are 
the element patterns for the two right antenna elements on the cylindrical surface 
in Figure 2. It should be noted that for linear array, the element pattern is  cos  (θ)   as 
all the elements are pointing towards zenith (that is towards   ϕ  s   =  0   °  ). However on 
conformal surfaces, the individual element patterns become geometry dependent. 
For example, as can be seen in Figure 2, the look directions of antenna elements   A  −1    
and   A  −2    are towards the angular directions   ϕ  −1    and   ϕ  −2    respectively, while the look 
directions of antenna elements   A  1    and   A  2    are towards the angular directions   ϕ  1    and   
ϕ  2    respectively. Therefore, the element patterns are  cos  (θ +  ϕ  −1  )  ,  cos  (θ +  ϕ  −2  )  ,  cos  
(θ −  ϕ  1  )  , and  cos  (θ −  ϕ  2  )   respectively.

3. Convex optimization for pattern recovery of conformal antenna array

The broadside gain maximization problem of a conformal antenna array in Figure 2 
can be formulated as a linear constrained quadratic programming problem [32], i.e.,

  Minimize  ‖ w  n  ‖ ,  
Subject to  
  AF  target   = 1,   (6)
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where   w  n   ∈  ℂ    [N×1]    is the complex weighing vector, which gives the objective 
function  2N  degrees of freedom. In Figure 3(a) the objective function plotted for 
the two component dimensions of the first antenna weight   w  1    clearly indicates its 
convex form in the vicinity of the origin. The contour plots in the considered two 
dimensions are also presented in Figure 3(b). The aspect of the contour lines along 
these two dimensions suggests low condition number. This well condition behavior 
also exists among the other degrees of freedom and results in a reduced convergence 
time to find the minimum within the search space.

Iterative optimization algorithms are normally adopted to find this minimum. 
Although second-order Newton method is able to find the solution in fewer steps, 
it requires evaluation of complex quadratic norm defined as the Hessian matrix  
  ∇   2  ‖ w  n  ‖ ,  which is quite complex. Since the problem is well-conditioned, even the 
low complexity first-order Gradient decent method can find the solution quickly. 
If the iteration number is represented as superscript  k , then the weights update in 
the  k th iteration for Gradient descent method is given as

   w    (k+1)   =  w    (k)   +  t    (k)   ∆  w   k ,  (7)

where   t    (k)    is the scalar step size obtained through backtracking method which 
reduces as one gets closer to the global minimum.  ∆  w   k   is the step direction, which 
is chosen to maximize the negative gradient  ∇  ‖ w  n   (k)  ‖   at each step. The method 
descends in each step such that   ‖ w  n   (k+1)  ‖  ≤  ‖ w  n   (k)  ‖  , until the optimum minimum is 
reached, and the slope becomes positive. Since the objective function is trying to 
minimize the norm, the number of steps required for convergence is reduced if the 
starting point is chosen close to the origin. It should be noted that in this work, the 
algorithm was used to calculate the required compensated phases only (with uniform 
amplitudes). Computing the weights for phase correction using Eq. (7) to maximize 
the broadside gain of conformal antenna array in Figure 2 are used in Eq. (5) to plot 
the corrected radiation pattern.

4. Analytical and simulation results

To analytically compute the corrected (compensated) radiation pattern and 
validate with simulation results, the compensated array factor   AF  c    in Eq. (5) 
was used for different radii of curvatures of the cylindrical surface in Figure 2. 

Figure 3. 
(a) 3D plot of the objective function plotted as a function of real   ( w  1  )   and imaginary   ( w  1  ) .  (b) the contour 
plot of the objective function with illustration of gradient descent method.
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Figure 3. 
(a) 3D plot of the objective function plotted as a function of real   ( w  1  )   and imaginary   ( w  1  ) .  (b) the contour 
plot of the objective function with illustration of gradient descent method.
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The compensated (corrected) weights were computed using projection method in 
Section 2 and convex optimization in Section 3. The analytical results using Eq. (5) 
and CST simulation results using Figure 2 are discussed next.

4.1 Cylindrical surface with radius of curvature  r = 8  cm

The four-element microstrip patch antenna array on a cylindrical surface with 
radius  r = 8  cm in Figure 2 was simulated in CST simulator. The inter-element 
spacing was  L = λ / 2  at  f = 2.45  GHz. The compensated phases for broadside pattern 
recovery were computed using Eq. (2) for projection method, and are tabulated in 
Table 1. For uncorrected pattern, the complex weights   w  n   = 1∠ 0   °   were applied on 
all antenna elements in CST simulator. Next, the weights (phase correction only) 
for broadside pattern recovery were calculated using the optimization algorithm 
in Section 3 and are also tabulated in Table 1. The analytical and CST simula-
tion results for  r = 8  cm are shown in Figure 4. Next, the difference in gain (  G  ref   ) 
between flat array and compensated gain of conformal array were calculated and 
are also given in Table 1. It can be seen from Figure 4 and Table 1 that the broad-
side compensated gain   G  c    of conformal antenna array is greater than the uncor-
rected gain and is less than the gain of flat array using both projection and convex 
optimization (phase correction only) methods. This is the fundamental limitation 
of both the compensation methods for broadside pattern recovery of conformal 
antenna arrays and should be kept in mind while designing conformal antenna 
array. It should be noted that convex optimization has more degrees of freedom 
than projection method in the sense that convex optimization gives complex 
weights (amplitude tapering plus phase correction), while projection method gives 
only phase correction (one degree of freedom). However, for broadside pattern 
recovery, convex optimization gives uniform amplitudes (equal to 1) and compen-
sated phases and thus its performance is equal to projection method for broadside 
pattern recovery.

 r  (cm) Parameter Projection method Convex optimization

8   δ   c   (deg) [121.67,0,0,121.67] [−89.49,146.95,146.95,-89.49]

  G  c    (dB) 6.17 6.17

  G  ref    (dB) 0.8 0.8

10   δ   c   (deg) [101.84,0,0,101.84] [−170.44,85.95,85.95,−170.44]

  G  c    (dB) 4

  G  ref    (dB) 0.53

12   δ   c   (deg) [86.95,0,0,86.95] [114.61,26.05,26.05,114.61]

  G  c    (dB) 2.74

  G  ref    (dB) 0.4

15   δ   c   (deg) [70.95,0,0,70.95] [9.66,−62.66,−62.66,9.66]

  G  c    (dB) 1.765

  G  ref    (dB) 0.24

30   δ   c   (deg) [36.42,0,0,36.42] [−102.2,−139.3,−139.3,−102.2]

  G  c    (dB) 0.5

  G  ref    (dB) 0

Table 1. 
Computed parameters of conformal cylindrical array for various radii of curvatures.
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4.2 Cylindrical surface with radii of curvatures  r = 10, 12, 15  cm

When radii of curvatures of cylindrical surface array increase (less deforma-
tion), both the projection and convex optimization (phase correction only) meth-
ods recover the broadside radiation pattern with decreasing gap between corrected 
and uncorrected gains as shown in Figures 5–7 and are also tabulated in Table 1. 
The gain   G  c    (between uncorrected and corrected) and   G  ref    (between corrected 
and linear) decreases with increase in  r . However, it is obvious that in all cases, the 

Figure 4. 
(a) Analytical results for phase compensation of a conformal cylindrical antenna array with  r = 8  cm. (b) CST 
simulation results for phase compensation of a conformal cylindrical antenna array with  r = 8  cm.
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4.2 Cylindrical surface with radii of curvatures  r = 10, 12, 15  cm

When radii of curvatures of cylindrical surface array increase (less deforma-
tion), both the projection and convex optimization (phase correction only) meth-
ods recover the broadside radiation pattern with decreasing gap between corrected 
and uncorrected gains as shown in Figures 5–7 and are also tabulated in Table 1. 
The gain   G  c    (between uncorrected and corrected) and   G  ref    (between corrected 
and linear) decreases with increase in  r . However, it is obvious that in all cases, the 

Figure 4. 
(a) Analytical results for phase compensation of a conformal cylindrical antenna array with  r = 8  cm. (b) CST 
simulation results for phase compensation of a conformal cylindrical antenna array with  r = 8  cm.
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compensated gain is less than the ideal gain (linear array) for both projection and 
convex optimization methods. This is an important finding and must be kept in 
design stages of conformal antenna arrays.

4.3 Cylindrical surface with radii of curvatures  r = 30  cm

In the limiting case, when the radius of curvature of conformal cylindrical array 
increases up to 30 cm and above (approaching flat array), the compensated gains 

Figure 5. 
(a) Analytical results for phase compensation of a conformal cylindrical antenna array with  r = 10  cm.  
(b) CST simulation results for phase compensation of a conformal cylindrical antenna array with  r = 10  cm.
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achieved from both projection and convex optimization methods nearly reaches the 
linear flat array gain, which is demonstrated in Figure 8 and is shown in Table 1.

5. Conclusion

In this chapter, phase compensation techniques based on projection method 
and convex optimization (phase correction only) have been discussed for recovery 

Figure 6. 
(a) Analytical results for phase compensation of a conformal cylindrical antenna array with  r = 12  cm.  
(b) CST simulation results for phase compensation of a conformal cylindrical antenna array with  r = 12  cm.
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of broadside radiation pattern on a conformal cylindrical-shaped antenna array. 
The compensated gains of both the methods have been compared with linear flat 
antenna array. It is shown that the maximum broadside gain recovered with both 
the methods is less than the linear antenna array for severe deformation cases and 
approaches the gain of linear antenna array for less conformal deformation surfaces. 
The analytical expressions and convex optimization algorithm used can be used 
by a designer to predict the maximum possible compensated gain of conformal 
antenna array.

Figure 7. 
(a) Analytical results for phase compensation of a conformal cylindrical antenna array with  r = 15  cm.  
(b) CST simulation results for phase compensation of a conformal cylindrical antenna array with  r = 15  cm.
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6. Future work

The proposed techniques can be extended for broadside pattern correction of 
conformal antenna arrays on other deformed surfaces (spherical nose of plane, 
flexing wings of UAV, etc.). Another interesting research can be to extend these 
techniques for beamforming on conformal deformed surfaces (e.g., on base station/
tower of cellular companies) to improve the signal-to-noise ratio (SNR) and its 

Figure 8. 
(a) Analytical results for phase compensation of a conformal cylindrical antenna array with  r = 30  cm.  
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of broadside radiation pattern on a conformal cylindrical-shaped antenna array. 
The compensated gains of both the methods have been compared with linear flat 
antenna array. It is shown that the maximum broadside gain recovered with both 
the methods is less than the linear antenna array for severe deformation cases and 
approaches the gain of linear antenna array for less conformal deformation surfaces. 
The analytical expressions and convex optimization algorithm used can be used 
by a designer to predict the maximum possible compensated gain of conformal 
antenna array.

Figure 7. 
(a) Analytical results for phase compensation of a conformal cylindrical antenna array with  r = 15  cm.  
(b) CST simulation results for phase compensation of a conformal cylindrical antenna array with  r = 15  cm.
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capacity. In this work, convex optimization is used to compute the compensated 
phases (with uniform amplitudes constraint) for recovery of broadside radiation 
pattern only. In practice, the technique is robust and can be used to calculate com-
plex weights (amplitude tapering as well as phase correction), which can be further 
explored for beamforming applications and side lobe level control of conformal 
antenna arrays.
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Chapter 6

Design of Reconfigurable
Multiple-Beam Array Feed
Network Based on Millimeter-
Wave Photonics Beamformers
Mikhail E. Belkin, Dmitriy A. Fofanov,
Tatiana N. Bakhvalova and Alexander S. Sigov

Abstract

In this chapter, elaborating the direction of designing photonics-based
beamforming networks (BFN) for millimeter-wave (mmWave) antenna arrays, we
review the worldwide progress referred to designing multiple-beam photonics BFN
and highlight our last simulation results on design and optimization of millimeter-
photonics-based matrix beamformers. In particular, we review the specialties of
mmWave photonics technique in 5G mobile networks of Radio-over-Fiber (RoF)
technology based on fiber-wireless architecture. In addition, the theoretical back-
ground of array antenna multiple-beam steering using ideal models of matrix-based
phase shifters and time delay lines is presented including a general analysis of
radiation pattern sensitivity to compare updated photonics beamforming networks
produced on phase shifter or true-time delay approach. The principles and ways to
optimized photonics BFN design are discussed based on the study of photonics BFN
scheme including integrated 8�8 optical Butler matrix (OBM). All schemes are
modeled using VPIphotonics Design Suite and MATLAB software tools. In the
result of simulation experiments, the outcome is obtained that both the integrated
optical Butler matrix itself and the BFN based on it possess an acceptable quality of
beams formation in a particular 5G pico-cell.

Keywords: 5G mobile communication network, small cell, wideband millimeter-
wave antenna array, photonics-based beamforming network, computer-aided design

1. Introduction

Generally, antenna unit is a requisite of any on-air radio frequency system
forming its service area and bandwidth capability. At present, implementing an
active phased array antenna (PAA) [1] results in remarkably increased footprint
and operation flexibility thanks to electronic beam steering function, which is
realized by a beamforming network (BFN). Today, the global telecommunications
industry is experiencing a stage of violent development associated with the becom-
ing of the fifth-generation mobile communication networks (5G NR) [2–6], and it is
planned that one of the milestones for 5G NR compared to available 4G LTE
networks should be millimeter-wave (mmWave) communication with mobile radio
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terminals [7, 8]. This approach should lead to a newer network design technology
using Radio-over-Fiber (RoF) building concept as well as PAA-assisted remote
stations (RS) and user terminals (UT) [8, 9]. On this way, integrated and
millimeter-wave (mmWave) photonics are extremely attractive technologies for
realizing a PAA’s interactive optical BFN due to its superior instantaneous operating
bandwidth, immunity to electromagnetic interference, lightweight, and
reconfigurability [3].

Following it, recently we designed photonics-based BFNs for ultrawide band-
width mmWave (57–76 GHz) antenna arrays [10]. Elaborating the direction, in this
chapter, we review the worldwide progress referred to designing multiple-beam
photonic BFN and highlight our last simulation results on design and optimization
of millimeter-photonics-based matrix beamformers. Thus, in the rest of the sec-
tions, the following topics are under consideration. In particular, Section 2 reviews
the specialties of mmWave photonics technique in 5G mobile networks of RoF
technology based on fiber-wireless (FiWi) architecture. In addition, Section 3
presents theoretical background of array antenna multiple-beam steering using
ideal models of matrix-based phase shifters and time delay lines. Section 4
includes a general analysis of radiation pattern sensitivity to compare updated
photonics beamforming networks produced on phase shifter or true-time delay
(TTD) approach. The principles and ways to optimized photonics BFN design
are discussed in Section 5 based on the photonics BFN scheme including
integrated 8�8 optical Butler matrix (OBM). All schemes are modeled using
VPIphotonics Design Suite and MATLAB software tools. Finally, Section 6
concludes the chapter.

2. Millimeter-wave photonics technique in 5G fiber-wireless networks

Based on 4G LTE progress [3], 5G NR is in principle a novel stage of unprece-
dented technological innovation with ubiquitous speed connectivity. As a result, it
is expected that 5G NR will radically transform a number of industries and will
provide direct, super-speed connections between any users and any sensors and
devices. By now, several reviews to analyze significant changes in the 5G NR
approaches as compared to the existing 4G LTE networks have been published
[8, 11] denoting a series of milestones. Developing this topic, Table 1 summarizes
the results of the advanced analysis focusing on the investigations referred to a
fronthaul network with mobile communication in mmWave-band.

The review of the current R&Ds in 5G NR area convincingly demonstrates the
consistent achievement of the designated in Table 1 milestones, which is reflected
in a vast number of publications and emergence of commercial products. Among
them, much attention is paid to radically expanding the available spectral bands up
to mmWaves (see item 1 of Table 1) to promote the throughput of mobile com-
munication system. Following this tendency, currently, the local telecommunica-
tions commissions of various countries are proposing and harmonizing the plans of
frequency allocation in mmWave-band, which will be reviewed this year at the
World Radio Conference (WRC-2019). Currently, for the 5G NR networks, it is
planned to allocate two frequency bands (see Figure 1), coexisting with available
4G LTE systems in the 1–6 GHz band (the so-called “low range” (LR)) and new one
in the mmWaves within the range of 24.5–86 GHz according to [12] (the so-called
“high range” (HR)).

Based on various investigations, let us review the key advantages and disadvan-
tages of the mobile communication system operation in the millimeter range. The
following are the advantages of the 5G mmWave mobile communication:
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• It provides larger bandwidth, and hence, more number of UT can be
accommodated.

• Its coverage is not limited to the line of sight (LoS) as first-order scatter paths
are viable.

• Channel sounding feature is employed to take care of different types of losses
at mmWave frequencies so that 5G network operates satisfactorily thanks to
the measurement or estimation of channel characteristics, which helps in
successful design, development, and deployment of 5G network with necessary
quality requirements.

• Antenna size is physically small, and hence, a large number of antennas are
packed in small volume. This leads to the use of massive multiple input,
multiple output (MIMO), or beam-steerable PAA in RS to enhance the capacity
(see item 2 of Table 1).

No. Designation Short description

1 Radically expanding the
available spectral bands

Some superwide bandwidth cases in 5G access networks will
require contiguous carrier bandwidths. To support them,
additional carrier frequencies (below 6 GHz), as well as
mmWave RF carriers will be required

2 Using active antenna systems in
mmWave communication

Following the tendencies of expanding the available spectral
bands and increasing user densification, mmWave 5G wireless
network infrastructure can be erected with a lot of small cell
sites controlled by the corresponding RSs. In order to avoid
inter-interference inside these cells, one of the promising
approaches is to equip the RS with beam-steerable PAA using
hundreds of antenna elements to form multiple directional
beams in omnidirectional space

3 Establishing optimized access
network architecture

Following the milestone of item 1, it is necessary to optimize
the access network architecture so that at the same time it will
provide high-quality communication with fixed and mobile
users subject to low charges for the building and maintenance
of networks. A promising candidate for solving the problem is
a RoF’s FiWi architecture, already tested in 4G LTE systems

Table 1.
The milestones in the way to transform 4G LTE to 5G NR.

Figure 1.
Planned 5G NR spectrum allocations [12].
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• Dynamic beamforming is employed, and hence, it mitigates higher path loss at
mmWave frequencies.

• 5G mmWave networks support multi-gigabit backhaul up to 400 m and
cellular access up to 200–300 m [13].

Due to these benefits, 5G mmWave is suitable for mobile communication over
sub-6 GHz wireless technologies. The main disadvantages of 5G mmWave commu-
nication are the next:

• Millimeter-wave goes through different severe losses such as penetration, rain
attenuation, and even foliage. This limits distance coverage requirement in 5G-
based cellular mobile deployment. Moreover, path loss is proportional to the
frequency squared. It supports about 200–300 m in outdoors based on channel
conditions and RS antenna height above the ground.

• It supports only LoS that limits the cell coverage.

• Power consumption is higher due to the greater number of RF modules and
antennas. To avoid this drawback, hybrid architecture, which has fewer RF
chains than the number of antennas, needs to be used at the RS receiver chain.

These disadvantages must be considered during 5G mmWave link budget cal-
culation.

The drawbacks mentioned above led to the need for a radical change in the
architecture of access networks compared to 4G LTE. In particular, instead of
macro-cells, a multistage configuration was introduced, additionally containing
micro-cells and pico-cells [3, 14]. In this direction, a newer RoF-based access net-
works of FiWi architecture is considered as the most promising approach (see item
3 of Table 1) ([9, 11]). The reason is that the important drawback for the imple-
mentation of the wired links, for example, of Fiber-to-the-Home (FTTH) architec-
ture is feasible for fixed UTs only. In contrast, current wireless access networks of
4G LTE that provide a flexible communication with a relatively simple infrastruc-
ture cannot meet growing in geometric progression demands to increase the capac-
ity of mobile systems. The most promising technique to meet it, which is actively
discussed in the referred publications, is to expand the operating frequency band
and to apply multi-position digital modulation of a radio frequency (RF) carrier
through fiber fronthaul to simplify pico-cell RS layout. Figure 2 illustrates a
typical pico-cell in a large city. The mmWave wireless network is managed
from a remote station including one unidirectional PAA for downlink and uplink
channels.

2.1 The outcome

The source data for posterior calculations of multi-beam PAA in a pico-cell are:

• The base station is located on a separate mast of 3 m high in the geometric
center of the service area (see Figure 2).

• The overall azimuth angle for the PAA under study is 360°.

• The elevation angle for the PAA under study must be such that the dead area
around the mast does not exceed 1 m.
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• The service radius of the pico-cell under investigation is 50 m.

• The operating frequency band is 37.0–43.5 GHz (see Figure 1).

3. Theoretical background of multiple-beam array antenna beam
steering

As noted in chapter 2, mmWave array antennas capable of operating in
ultrawide frequency range are considered as one of the key enabling technologies
for designing RS of 5G NR network. There, a formation of a narrow steered beam by
means of a PAA makes it possible to increase the directive gain to compensate for
the excessive loss in the mmWave-band. Besides, the use of narrow beams would
reduce the interference effects from other closely spaced mobile terminals and pro-
vides the possibility of spatial multiplexing to increase throughput while simulta-
neously exchanging information with several RSs.

Generally, electronic scanning in the PAA is provided by a beamforming net-
work, which includes phase shifters or delay lines [1]. The BFN supports a contin-
uous or discrete beam movement in space due to phase control or signal delay
between the array elements. In our previous work devoted to the study of the PAA
BFN [10], a single-beam PAA with electron scanning of the radiation pattern was
considered. Nevertheless, for 5G pico-cells in conditions of simultaneous commu-
nication with a large number of terminal units, using a set of multiple-beam
antenna (MBA) is considered to be a more practical way. PAAs based on MBA have
greater functionality, but they are very complex, bulky, energy-consuming, and
expensive devices. These factors limit their use to date mainly in special-purpose
radars and unique satellite communication stations, for example, in satellite arrays
of the iridium global mobile communication system [15]. There, PAA of the tran-
sponder has 106 channels and forms 16 fixed beams covering the contour-shaped

Figure 2.
Sketch of a typical wireless pico-cell for 5G access network.

113

Design of Reconfigurable Multiple-Beam Array Feed Network Based on Millimeter-Wave…
DOI: http://dx.doi.org/10.5772/intechopen.89076



• Dynamic beamforming is employed, and hence, it mitigates higher path loss at
mmWave frequencies.

• 5G mmWave networks support multi-gigabit backhaul up to 400 m and
cellular access up to 200–300 m [13].

Due to these benefits, 5G mmWave is suitable for mobile communication over
sub-6 GHz wireless technologies. The main disadvantages of 5G mmWave commu-
nication are the next:

• Millimeter-wave goes through different severe losses such as penetration, rain
attenuation, and even foliage. This limits distance coverage requirement in 5G-
based cellular mobile deployment. Moreover, path loss is proportional to the
frequency squared. It supports about 200–300 m in outdoors based on channel
conditions and RS antenna height above the ground.

• It supports only LoS that limits the cell coverage.

• Power consumption is higher due to the greater number of RF modules and
antennas. To avoid this drawback, hybrid architecture, which has fewer RF
chains than the number of antennas, needs to be used at the RS receiver chain.

These disadvantages must be considered during 5G mmWave link budget cal-
culation.

The drawbacks mentioned above led to the need for a radical change in the
architecture of access networks compared to 4G LTE. In particular, instead of
macro-cells, a multistage configuration was introduced, additionally containing
micro-cells and pico-cells [3, 14]. In this direction, a newer RoF-based access net-
works of FiWi architecture is considered as the most promising approach (see item
3 of Table 1) ([9, 11]). The reason is that the important drawback for the imple-
mentation of the wired links, for example, of Fiber-to-the-Home (FTTH) architec-
ture is feasible for fixed UTs only. In contrast, current wireless access networks of
4G LTE that provide a flexible communication with a relatively simple infrastruc-
ture cannot meet growing in geometric progression demands to increase the capac-
ity of mobile systems. The most promising technique to meet it, which is actively
discussed in the referred publications, is to expand the operating frequency band
and to apply multi-position digital modulation of a radio frequency (RF) carrier
through fiber fronthaul to simplify pico-cell RS layout. Figure 2 illustrates a
typical pico-cell in a large city. The mmWave wireless network is managed
from a remote station including one unidirectional PAA for downlink and uplink
channels.

2.1 The outcome

The source data for posterior calculations of multi-beam PAA in a pico-cell are:

• The base station is located on a separate mast of 3 m high in the geometric
center of the service area (see Figure 2).

• The overall azimuth angle for the PAA under study is 360°.

• The elevation angle for the PAA under study must be such that the dead area
around the mast does not exceed 1 m.

112

Advances in Array Optimization

• The service radius of the pico-cell under investigation is 50 m.

• The operating frequency band is 37.0–43.5 GHz (see Figure 1).

3. Theoretical background of multiple-beam array antenna beam
steering

As noted in chapter 2, mmWave array antennas capable of operating in
ultrawide frequency range are considered as one of the key enabling technologies
for designing RS of 5G NR network. There, a formation of a narrow steered beam by
means of a PAA makes it possible to increase the directive gain to compensate for
the excessive loss in the mmWave-band. Besides, the use of narrow beams would
reduce the interference effects from other closely spaced mobile terminals and pro-
vides the possibility of spatial multiplexing to increase throughput while simulta-
neously exchanging information with several RSs.

Generally, electronic scanning in the PAA is provided by a beamforming net-
work, which includes phase shifters or delay lines [1]. The BFN supports a contin-
uous or discrete beam movement in space due to phase control or signal delay
between the array elements. In our previous work devoted to the study of the PAA
BFN [10], a single-beam PAA with electron scanning of the radiation pattern was
considered. Nevertheless, for 5G pico-cells in conditions of simultaneous commu-
nication with a large number of terminal units, using a set of multiple-beam
antenna (MBA) is considered to be a more practical way. PAAs based on MBA have
greater functionality, but they are very complex, bulky, energy-consuming, and
expensive devices. These factors limit their use to date mainly in special-purpose
radars and unique satellite communication stations, for example, in satellite arrays
of the iridium global mobile communication system [15]. There, PAA of the tran-
sponder has 106 channels and forms 16 fixed beams covering the contour-shaped

Figure 2.
Sketch of a typical wireless pico-cell for 5G access network.

113

Design of Reconfigurable Multiple-Beam Array Feed Network Based on Millimeter-Wave…
DOI: http://dx.doi.org/10.5772/intechopen.89076



the Earth’s area. Each satellite has three such PAA, each of which forms its own
sector. Thus, a set of 48 fixed satellite beams covers the Earth’s area of about
4000 km in diameter.

As noted in [10], an appropriate beamforming scheme focusing the transmitted
and/or received signal in a desired direction in order to overcome the unfavorable
path loss is one of the key enablers for cellular communications in mmWave fre-
quency bands. Depending on its layout, the beamforming weights required to form
the directive beam could be applied in the digital or analog domain. Generally,
digital beamforming provides a higher degree of freedom and offers better perfor-
mance at the expense of increased complexity and cost because separate digital-to-
analog converters, and analog-to-digital converters are required per each RF chain.
Analog beamforming, on the other hand, is a simple and effective method of
generating high beamforming gains from a large number of antennas but less
flexible than digital counterpart.

For analog MBAs, BFN on the basis of multipole microwave circuits are usually
applied. In particular, multipoles based on the Butler and Blass schemes are in
common use since they are more compact than quasi-optical BFNs. In addition,
they can be performed on printed circuit boards decreasing BFN’s cost, size, weight,
and power (C-SWaP) characteristics that are critical challenges in communication
system design. For example, Butler matrix-based BFNs are exploited in the
abovementioned iridium system. Currently, fixed-beam PAAs that use matrix BFNs
based on a parallel circuitry (Butler matrix) and a serial circuitry (Blass matrix) [1]
are being developed for photonics compatible mmWave small cell RSs of incoming
5G NR mobile communication networks.

Following this, below, a short theoretical study using ideal models is presented
pursuing the goal to define the optimum RS’s omnidirectional antenna construction,
type, and configuration of multi-beam matrix for its BFN and the input data for the
posterior design and optimization of the specific photonics-based BFN for the
mmWave-band PAA exploiting widespread computer-aided design (CAD) tools.

First, following [1], the schematics and characteristics of Butler and Blass
matrixes are discussed below.

3.1 Butler matrix

The traditional RF-band layout of Butler matrix consists of quadrature hybrids,
fixed phase shifters, and transmission lines between them. A matrix can be used to
feed a PAA; the number of elements of which is a multiple of degree 2. Figure 3

Figure 3.
(a) Block diagram of 8�8 traditional Butler matrix and (b) corresponding BFN beam rosette.
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demonstrates the block diagram (a) and BFN beam rosette (b) of the 8-element
Butler matrix.

The number of inputs of the matrix is equal to the number of outputs. The
amplitude-phase distribution at the outputs of the Butler matrix is described by the
following formula:

An ¼ 1ffiffiffiffi
N

p
XN
m¼1

e�j2πN m�1ð Þ n�1ð Þ (1)

where N is the number of channels; m and n are the number of the inputs and
outputs, respectively. It should be noted that Eq. (1) is essentially a fast Fourier
transform.

When connected to a linear equidistant PAA of N omnidirectional element, the
Butler matrix forms N orthogonal beams, symmetrically located relative to the
normal, with maxima in the azimuth directions φi measured from the PAA broad-
side and determined by the formula:

cosφi ¼ i�N þ 1
2

� �
λ

L
, i ¼ 1::N, (2)

where λ is the operating wavelength and L is the PAA aperture. Moreover, the
beams intersect each other at a level of �4 dB. As it follows from Eq. (2), the
direction of the beams deviates when λ varies, that is, a so-called squint effect is
observed. Besides, the fan of orthogonal beams shrinks with decreasing λ/L that is
clearly seen in Figure 4 illustrating the normalized radiation patterns (NRP) for
4�4 (a) and 8�8 (b) Butler matrix calculated by MATLAB software.

Thus, due to the simplicity of the design and a relatively small number of elements,
the Butlermatrix is used in tasks that do not require the possibility of arbitrarily setting
beam directions, for example, in covering the wide service sector of a wireless system.

3.2 Blass matrix

The Blass matrix consists of directional couplers connected to the inputs and
outputs using transmission lines with different fixed delays. The matrix can be used
to supply signals to the PAA with an arbitrary number of elements; the number of

Figure 4.
Examples of the normalized radiation patterns for 4�4 (a) and 8�8 (b) Butler matrix.
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inputs can also be arbitrary and is determined by the required number of beams to
be formed. The block diagram of the Blass matrix for three inputs and eight outputs,
as well as the BFN beam rosette is shown in Figure 5.

The amplitude-phase distribution at the outputs of the Blass matrix with N
inputs is determined by the delays of the transmission lines τmn and the levels of the
signals branched off each of the directional couplers amn according to the formula:

An ¼
XN
m¼1

amne�jωτmn , (3)

where m is the input number n is the output number.
Due to the fact that the RF signal from the input port sequentially passes through

several directional couplers for feeding all the PAAelements, each coupler in thematrix
must has the strictly defined value of the branch ratio, which greatly complicates the
design. The configuration of the Blass matrix requires a larger number of directional
couplers than Butler matrix, which increases its cost and often degrades the C-SWAP
characteristics. However, due to the use of delay lines, the beams do not deviate from
their position when the wavelength λ varies as it happens using the Butler matrix (see
Eq. (2)). For this reason, the Blass matrix is better feasible for ultrawide band systems
with a fractional bandwidth of more than 20%, as well as in systems requiring specific
beam placement, for example, in satellite broadcasting equipment. Based on this out-
come, in the course of further consideration of 5GmmWaveMBA beam steering, only
the BFN based on the Butler matrix will be studied.

3.3 Antenna system for a mmWave pico-cell remote station of 5G mobile
communication network

From the outcome of Section 1, it follows that using an antenna’s installation
height of 3 m and a coverage radius of 50 m, the elevation angle of 78°, provided by
a half-wave dipole in the E-plane, is sufficient to provide a radius of not more than
0.5 m for the dead zone in the immediate vicinity of the mast (see Figure 6).

As can be seen in Figure 4, the extreme beams generated by the Butler matrix
have a significantly greater width and less directivity than the others do. Their use

Figure 5.
Block diagram of the 3�8 Blass matrix (bottom) and corresponding BFN beam rosette (top).
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should be abandoned in order to avoid creating significant interference outside the
service sector. Thus, the 4�4 matrix makes it possible to effectively exploit only
two beams, which is not enough for spatial multiplexing of communication chan-
nels under the conditions illustrated in Figure 2; it is necessary to use an 8�8 matrix
with six active channels. A fan using six beams allows covering a sector of the order
of 50° for the �4 dB level (see Figure 4), which provides a full 360° coverage with
four PAAs mounted at 90° relative to each other, as shown in Figure 7.

According to [1], the radiation pattern of a PAA D θ,φð Þ is determined by the
radiation pattern of a single antenna element f (θ,φ) and the array factor F(θ,φ) by
the formula

D θ,φð Þ ¼ f θ,φð Þ ∗F θ,φð Þ, (4)

where θ is an elevation angle and φ is an azimuth.
For a half-wave dipole,

f θ,φð Þ ¼ f θð Þ ∗ f φð Þ
f φð Þ ¼ const,

f θð Þ ¼ 1þ cos π cos θð Þ
sin θ

(5)

For a one-dimensional linear equidistant 8�1 PAA with a distance between
elements d = λ0/2

F θ,φð Þ ¼ F θð Þ ∗ F φð Þ
F θð Þ ¼ const,

F φð Þ ¼
X8
n¼1

Anej
2πf
c n

λ0
2 cosφ,

(6)

Figure 6.
Calculation of the radiation pattern in the elevation plane for one-dimensional PAA.

Figure 7.
Configuration of the antenna system for the mmWave pico-cell remote station under study.
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inputs can also be arbitrary and is determined by the required number of beams to
be formed. The block diagram of the Blass matrix for three inputs and eight outputs,
as well as the BFN beam rosette is shown in Figure 5.
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XN
m¼1

amne�jωτmn , (3)

where m is the input number n is the output number.
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Figure 5.
Block diagram of the 3�8 Blass matrix (bottom) and corresponding BFN beam rosette (top).
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should be abandoned in order to avoid creating significant interference outside the
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of 50° for the �4 dB level (see Figure 4), which provides a full 360° coverage with
four PAAs mounted at 90° relative to each other, as shown in Figure 7.
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where f is the signal frequency inside the operating frequency range of
37–43,5 GHz, c is the light speed in vacuum, λ0 is the wavelength corresponding
to the center frequency of the operating frequency range, and An is amplitude-
phase distribution generated by the Butler matrix and determined according to
Eq. (2). Thus, the six-beam radiation pattern of single PAA is described by the
formula:

D θ,φð Þ ¼ 1þ cos π cos θð Þ
sin θ

∗
X8
n¼1

1ffiffiffi
8

p
X6
m¼1

e�j2πN m�1ð Þ n�1ð Þ
" #

ej
2πf
c n

λ0
2 cosφ (7)

Equation (7) is fundamental for further modeling.
Note that to ensure the required coverage in the elevation plane, the PAA panels

have to be tilted to the ground at an angle near 45°. The unidirectional coverage
provided in the azimuth plane by four sub-arrays of antenna system is illustrated in
Figure 8.

To summarize, the following outcomes could be concluded:

• The Butler matrix is more suitable for the formation of a multipath radiation
pattern in comparison with the Blass matrix because of its simpler design,
fewer components, and better C-SWAP characteristics.

• The use of six central beams, generated by the eight-channel Butler matrix,
provides a coverage sector of about 50° and does not create a significant level
of interference beyond its limits.

• The omnidirectional coverage of the service area is provided by using half-
wave dipoles as elements of the one-dimensional PAA, providing coverage of
78° in elevation angle and an antenna system of four linear PAA, providing
overall coverage of 360° in azimuth.

Figure 8.
Radiation pattern of RS antenna system in the azimuth plane.
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4. A general analysis of radiation pattern sensitivity

Due to the difficulty in providing time delays between PAA elements, phase
shifters usually control the steering signal instead of using actual time delays,
because their realization in RF band is much simpler, especially in the case of
limited bandwidth. However, a phenomenon called “beam squint” leads to an error
in the direction of the maximum of the PAA pattern and also to a certain increase in
the level of the side lobes. Nevertheless, as known, a BFN based on phase shifters
has become widespread in relatively narrowband RF-band PAAs with a fractional
bandwidth, commonly not exceeding 10%, depending on the criterion used [16].
Though, the development of a key trend for 5G NR networks associated with the
implementing the mmWave in the wireless frontend has led to a change in the
design principle of the access network’s RS, whose antenna pattern was steered
using photonics technique. At the same time, due to the more complexity for the
implementation of fundamentally narrowbandwidth phase shifters in the optical
range, the so-called true -time delay (TTD) concept based on wideband optical
delay lines has been widely used [17–20].

Thus, when the fractional bandwidth of the BFN under design exceeds the 10%
as noted above, it is required to determine the optimal approach by analyzing the
sensitivity of the radiation pattern to the frequency change in the entire specific RF
range. We previously performed this procedure for the mmWave PAA with single-
beam photonics BFN operating in the 57–76 GHz RF band (fractional bandwidth of
28.6%) [10]. As a result of the direct comparison, the TTD approach was unambig-
uously selected, since using phase shifters in the BFN produced more than 10% shift
in the azimuth angle for the main lobe of the NRP, as well as increase in the side
lobes level by almost 10 dB. This chapter discusses a mmWave multiple-beam
photonics BFN operating in the 37–43.5 GHz band (fractional bandwidth of 16%),
for the implementation of which the Butler matrix (see Figure 3) is preselected (see
section 3). In its scheme, to ensure the required phase shifts, optical delay lines of
constant length are usually used [21]; therefore, prior to designing the specific BFN,
the sensitivity analysis is also necessary.

In the process of simulation using MATLAB software, the sensitivity of the
PAA’s NRP is examined for the example of a linear equidistant array of eight ideal
isotropic elements designed for operation at the center (40.25 GHz) and two
extreme (37.0 and 43.5 GHz) frequencies of the specified RF range. The BFN
diagram was drawn based on the 8�8 Butler matrix according to Figure 3 with the
replacement of phase shifters with ideal equivalent delay circuits, in which the
constant delay Δt was calculated at the center RF frequency fc using the following
well-known formula:

Δt ¼ Δφ= 360f c
� �

(8)

where Δφ is the phase shift in degrees.
Table 2 lists the calculation results for phase shift (see Figure 3).
The results for MATLAB calculations of NRP using Eq. (7) at the center RF,

lower RF, and upper RF in the azimuth angles range of �50° from PAA broadside
are shown in Figures 9–11, correspondingly.

Phase shift 22.5° 45.0° 67.5° 90.0°

Time delay 1.55 ps 3.1 ps 4.65 ps 6.2 ps

Table 2.
Time delays of the equivalent delay circuits of 8�8 Butler matrix.

119

Design of Reconfigurable Multiple-Beam Array Feed Network Based on Millimeter-Wave…
DOI: http://dx.doi.org/10.5772/intechopen.89076



where f is the signal frequency inside the operating frequency range of
37–43,5 GHz, c is the light speed in vacuum, λ0 is the wavelength corresponding
to the center frequency of the operating frequency range, and An is amplitude-
phase distribution generated by the Butler matrix and determined according to
Eq. (2). Thus, the six-beam radiation pattern of single PAA is described by the
formula:

D θ,φð Þ ¼ 1þ cos π cos θð Þ
sin θ

∗
X8
n¼1

1ffiffiffi
8

p
X6
m¼1

e�j2πN m�1ð Þ n�1ð Þ
" #

ej
2πf
c n

λ0
2 cosφ (7)

Equation (7) is fundamental for further modeling.
Note that to ensure the required coverage in the elevation plane, the PAA panels

have to be tilted to the ground at an angle near 45°. The unidirectional coverage
provided in the azimuth plane by four sub-arrays of antenna system is illustrated in
Figure 8.

To summarize, the following outcomes could be concluded:

• The Butler matrix is more suitable for the formation of a multipath radiation
pattern in comparison with the Blass matrix because of its simpler design,
fewer components, and better C-SWAP characteristics.

• The use of six central beams, generated by the eight-channel Butler matrix,
provides a coverage sector of about 50° and does not create a significant level
of interference beyond its limits.

• The omnidirectional coverage of the service area is provided by using half-
wave dipoles as elements of the one-dimensional PAA, providing coverage of
78° in elevation angle and an antenna system of four linear PAA, providing
overall coverage of 360° in azimuth.

Figure 8.
Radiation pattern of RS antenna system in the azimuth plane.

118

Advances in Array Optimization

4. A general analysis of radiation pattern sensitivity

Due to the difficulty in providing time delays between PAA elements, phase
shifters usually control the steering signal instead of using actual time delays,
because their realization in RF band is much simpler, especially in the case of
limited bandwidth. However, a phenomenon called “beam squint” leads to an error
in the direction of the maximum of the PAA pattern and also to a certain increase in
the level of the side lobes. Nevertheless, as known, a BFN based on phase shifters
has become widespread in relatively narrowband RF-band PAAs with a fractional
bandwidth, commonly not exceeding 10%, depending on the criterion used [16].
Though, the development of a key trend for 5G NR networks associated with the
implementing the mmWave in the wireless frontend has led to a change in the
design principle of the access network’s RS, whose antenna pattern was steered
using photonics technique. At the same time, due to the more complexity for the
implementation of fundamentally narrowbandwidth phase shifters in the optical
range, the so-called true -time delay (TTD) concept based on wideband optical
delay lines has been widely used [17–20].

Thus, when the fractional bandwidth of the BFN under design exceeds the 10%
as noted above, it is required to determine the optimal approach by analyzing the
sensitivity of the radiation pattern to the frequency change in the entire specific RF
range. We previously performed this procedure for the mmWave PAA with single-
beam photonics BFN operating in the 57–76 GHz RF band (fractional bandwidth of
28.6%) [10]. As a result of the direct comparison, the TTD approach was unambig-
uously selected, since using phase shifters in the BFN produced more than 10% shift
in the azimuth angle for the main lobe of the NRP, as well as increase in the side
lobes level by almost 10 dB. This chapter discusses a mmWave multiple-beam
photonics BFN operating in the 37–43.5 GHz band (fractional bandwidth of 16%),
for the implementation of which the Butler matrix (see Figure 3) is preselected (see
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Figure 9.
NRP at the center RF of 40.25 GHz using phase matrix (top) or time delay matrix (bottom).

Figure 10.
NRP at the lower RF of 37.0 GHz using phase matrix (top) or time delay matrix (bottom).

120

Advances in Array Optimization

To summarize, the following outcomes could be concluded.

• According to [1], a Butler matrix provides a predetermined phase distribution at
its outputs within the operating frequency band of its constituent components,
such as quadrature hybrids andphase shifters. In it, when theRFdeviates from the
central one, the effect of beam squint is observed. The set of the beams narrows at
the upper frequency and expands at the lower one, but the intersection point of
the neighboring beams still remains at�4 dB from themaximum.

• When used in the matrix, some delay elements with the values given in Table 2,
the effect of the beam squint is not observed, and the positions of the maxima do
not change with RF, but the radiation patterns lose orthogonality, and the beams
have a greater overlap at the lower frequency and less at the highest one.

• Despite visible deviations in the shape of radiation patterns, the simulation
results demonstrate the possibility of using delay elements in the Butler matrix
to ensure uniform coverage of the sector �50° in the 37–43.5 GHz operating
frequency range when the antenna elements are spaced through half the
wavelength corresponding to the center frequency.

5. Design principles and ways of integrated photonics-based
millimeter-wave array beamformers

In general, photonics-based BFNs for PAAs have many potential advantages
over their electrical counterparts [18, 19, 22], such as small size, low weight, no

Figure 11.
NRP at the upper RF of 43.5 GHz using phase matrix (top) or time delay matrix (bottom).
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susceptibility to electromagnetic interference, and, especially, wide instantaneous
bandwidth, and squint-free array steering while using TTD concept. This section
first reviews the state of the art in mmWave photonic beamforming concepts and
technologies and their potential application in multiple-beam antennas. Following it
an updated schematic of multiple-beam mmWave array feed networks using pho-
tonics integrated circuit (PIC) of optical Butler matrix is proposed and modeling by
well-known software tool VPIphotonics Design Suite [23].

To date several optical beamforming architectures have been proposed using
different technological implementations [10] such as free-space optics, fiber optics,
or integrated optics. Among them, integrated photonic beamformers (IPBF) are of
particular interest from the point of view of compactness and moderate implemen-
tation costs [21, 24–28]. In addition, their attractiveness is expected to increase as
the RF signal frequency increases up to mmWave. Today, a number of reviews and
research papers are devoted to the study of building principles for 5G NR small cells
in the mmWave band [13, 21, 29, 30]. Table 3 highlights the main design principles
and ways for mmWave IPBF.

The review of the referred sources allows us to conclude the following:

• The direction of mmWave IPBF is at the initial stage of its development. There
are a small number of publications related to the research and development of
IPBF in the field of telecommunications.

• There are two approaches to ensuring delays in an IPBF. The first is based on
the transit time through the planar waveguide. The disadvantage of this
method is the relatively large length of the waveguide, which leads to an
attenuation of the signal and an increase in the dimensions of the beamformer.
However, this method is often used due to the ease of implementation.

• The second approach involves the use of optical ring resonators. Its main
disadvantage is narrowing the bandwidth with increasing group delay time,
which leads to the necessity of cascading elements to obtain feasible delays.
Nevertheless, with the help of ring resonators, it is possible to obtain an order
of magnitude larger delay values.

No. Time delay
unit

Scheme Bandwidth Steering
method,

settling time

Delay
range

Source

1 Integrated
waveguide

Binary with 2�2 switches Narrowband
42.7 GHz

Switchable,
4 bit, 20 ns

15.7 ps [31]

2 Optical ring
resonator

1�4 TTD binary tree 8.7 GHz at
90 GHz

Thermal tuning 172.4 ps [32]

3 Integrated
waveguide

2�2 Butler matrix Approximately
200 MHz

Fixed 100 ps [21]

4 Optical ring
resonator

16�1 TTD binary tree 2.5 GHz Thermal tuning 1200 ns [33]

5 Integrated
waveguide

8�8 Blass matrix — — — [33]

6 Integrated
PLC

waveguide

Independent phase and
amplitude control, four

channels

Narrowband,
60.8 GHz

Thermo-optic
effect

�45° [34]

Table 3.
Examples of mmWave IPBF.
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• One of the most promising techniques for designing an RS’s PAA is to use
IPBFs based on a multiple-beam Butler matrix.

Analysis of the publications referenced in Table 3 allows us to draw a general-
ized block diagram of photonics-based mmWave multiple-beam array feed network
for downlink channel of RS, which is shown in Figure 12.

As follows from the Figure, the principal units are the laser sources (LS), optical
modulators (OMs) performing the operation of electro-optical conversion, and the
intensity of the output signal for which is controlled by the mmWave transmitter
(TX). The output optical signals of the OMs are fed to a spatial distribution unit
based on 8�8 optical Butler matrix. A photoreceiver unit (PRU) is connected to its
outputs performing the operations of reverse optical-to-electrical conversion and
amplification of the mmWave electrical signal to a level sufficient for reliable radio
communication within the pico-cell of Figure 2, which is performed using the array
antenna (AA). Note that the uplink channel between UT and RS is designed in a
similar way and can be simplified using the reciprocity property of the Butler
matrix.

5.1 Reference data for the simulation

In this work, the subject of the study is a mmWave multiple-beam array feed
network, and the device of the study is an integrated optical Butler matrix. A tool
for the computer simulation is the well-known commercial software VPIphotonics
Design Suite™. In the course of the research, first of all, the accuracy of creating a
mmWave 8�8 integrated OBM is checked. Then, the transmission quality of a
mmWave multiple-beam array feed network using this OBM through the downlink
channel for one of four sectors of the pico-cell RS (see Figures 2 and 7) is analyzed
by the simulation in VPI and MATLAB software. Table 4 lists the reference data for
the integrated OBM under study and the setup for its characterization. In addition,
Table 5 lists the reference data for the array feed network under analysis.

5.2 CAD models and setups

According to the outcomes in the previous section, when analyzing with the help
of MATLAB software, before modeling the integrated OBM using VPIphotonics
Design Suite environment, it is worth checking the phase shifts provided by the
equivalent delay elements based on integrated waveguides. Figure 13 depicts the
model that consists of one delay-less arm and the four arms with library models of
TriPleX-based integrated waveguides (ng = 2.016) providing phase shift of 22.5°,
45°, 67.5°, and 90°, correspondingly (see Figure 3a for the reference), and setup for
the simulation experiments. In addition, there are two instrumental library models
in the setup. The first one imitates optical transmitting module including library

Figure 12.
Generalized block diagram of photonics-based mmWave multiple-beam array feed network.
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models of laser source and optical modulator EA controlled by RF generator tuning
in the band of 37.5–41.0 GHz. The second one imitates optical receiving module
including library models of PIN photodiode and RF network analyzer recording
amplitude and phase RF signal distribution at the photodiode output. One can see
their relevant parameters in Table 4.

Then, Figure 14 depicts the model and setup of 8�8 OBM that in according to
Figure 3a contains the models of quadrature optical hybrids (QOH) and library
models of the straight waveguide as a phase shifter.

Due to the lack of a suitable library model in this software tool, QOH is designed
as a so-called “galactic”module G, containing, in accordance with a typical circuitry
of an electrical analog, library models of two optical X-couplers and two optical
straight waveguides with 90° phase shift. Both elements are carried out based on

Parameter Value

Number of optical inputs 8

Number of optical outputs 8

Band of RF carrier frequencies 37.5–41.0 GHz

Input RF power �11 to �26 dBm

Material platform for IPBF TriPleX (Si3N4/SiO2) [35]

PIN photodiode Responsivity 0.92 A/W

Dark current 100 nA

3 dB bandwidth 50 GHz

Optical input power <3 mW

Laser source Optical carrier 193.1 THz

Average power 50 mW

Linewidth 10 kHz

Optical modulator Principle Electro-absorption

Modulation type Intensity, double sideband

Spectral range C band

Modulation index 0.5

Chirp factor 0

Table 4.
The reference data for the OBM under study and the setup for its characterization.

Parameter Value

Overall number of mobile UTs in the pico-cell 72

Number of mobile UTs in one sector 18

Number of PAA sectors 4 (see Figure 7)

Number of PAA beams in one sector 6

Number of RF carrier frequencies 6

Band of RF carrier frequencies 38.0–40.5

Spacing of RF carrier frequencies 0.5 GHz
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The reference data for the array feed network under analysis.
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TriPleX technology. The internal scheme of the galactic module is presented in
Figure 15. In addition, the setup of Figure 14 includes two instrumental library
models, which are the same as in Figure 13.

Figure 13.
Equivalent delay elements of integrated OBM.

Figure 14.
The model and setup for simulation of 8�8 PIC-based OBM.

Figure 15.
The internal scheme for the galactic module G of a quadrature optical hybrid.
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models of laser source and optical modulator EA controlled by RF generator tuning
in the band of 37.5–41.0 GHz. The second one imitates optical receiving module
including library models of PIN photodiode and RF network analyzer recording
amplitude and phase RF signal distribution at the photodiode output. One can see
their relevant parameters in Table 4.
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The module of Figure 15 contains a set of PIC library models, such as two
Y-branches (YB), four straight waveguides (SW) including two SW for 90° phase
shift, and two compensating SW with equivalent phase shift of 360°, six 90°
waveguide bends (WB), one waveguide crossing element (WC), and two
X-couplers (XC).

Finally, Figure 16 depicts the model and setup for the mmWave multiple-beam
array feed network under study that contains the model of 8�8 OBM (see
Figure 14) with six inputs because as shown in subsection 3.1, the extreme beams
generated by the Butler matrix (A2 and A7 in Figure 3) have a significantly greater
width and less directivity than the others do (see Figure 4). In addition, there are
two instrumental library models in the setup. The first one imitates optical trans-
mitting module including library models of laser source and six optical modulators
controlled by six RF generators, the RF carriers of which are allocated in the band of
38.0–40.5 GHz. The second one imitates optical receiving module including library
models of eight PIN photodiodes and eight RF network analyzers recording ampli-
tude and phase RF signal distributions at the photodiode outputs. One can see their
relevant parameters in Tables 4 and 5.

5.3 Simulation results

First, a simulation experiment for the delay elements of PIC-based OBM (see
Figure 13) was carried out. Table 6 lists the results of phase error values for the
center and two extreme frequencies of the RF generator.

Then, a simulation experiment for the PIC-based 8�8 OBM (see Figure 14) was
carried out when the output of EA was alternately connected to each input of OBM,
and at each point, the RF generator was sequentially tuned to the frequency of each

Figure 16.
The model and setup for simulation of mmWave multiple-beam array feed network.

Reference phase shift �22.5° �45° �67.5° �90°

Equivalent lengths (mm) 0.215 0.437 0.662 0.883

Error value At the center RF �0.1° �0.2° �0.4° �0.5°

At the lowest RF �1° �2° �3° �4°

At the upper RF 1° 2° 3.1° 4.1°

Table 6.
The simulation results of phase error values at the outputs of OBM under test.
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downlink channel. Table 7 exemplifies the simulation results of phase error values
for channel A6 (see Figure 16) at the corresponding outputs.

Finally, a simulation experiment for the mmWave multiple-beam array feed
network of Figure 16 was carried out. Figure 17 exemplifies the calculation results
of the back-baffled normalized radiation patterns generated at the central and two
extreme frequencies of the input RF band based on the data for the amplitude and

Figure 17.
Normalized radiation patterns for the mmWave multiple-beam array feed network under test (a) at 39.5 GHz
(b) at 38 GHz (c) at 40.5 GHz.
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phase distribution of the waveforms at the outputs of the OBM, previously obtained
using the calculation in the VPI software.

The following outputs can be derived from our study:

• According to Table 6, the phase error values for the tested delay elements of
PIC-based OBM are not more than �4°.

• According to Table 7, the phase error values for 8�8 PIC-based OBM under
test are not more than +10°/�13°.

• The assessment showed that the approximate area of the PIC is near
270 mm2, which is approximately 50 times less than the size of the electronic
counterpart [36].

• According to Figure 17, the replacement of phase shifters with TTD elements
led to a change in the position of the main lobe maximum and an increase in
the relative level of side lobes. However, in comparison with the ideal radiation
patterns of Figures 9–11, the azimuth position change does not exceed �2°,
and the increase in the level is not more than 2 dB.

6. Conclusion

In the chapter, we explored and demonstrated the effectiveness of using
reconfigurable multiple-beam array feed network based on millimeter-wave inte-
grated photonics beamformers for the phased array antennas, which were known
for a long time in the radar technique, in the small cells of the incoming fifth-
generation mobile communication systems. The study was carried out using a
specific example of designing an 8�8 optical Butler matrix-based photonics-steered
beamforming network of a transmitting phased array antenna for a pico-cell remote
station operating in the Ka/V-band with a 16% fractional bandwidth allocated as a
promising one for future 5G systems. For this goal, we firstly reviewed the special-
ties of millimeter-wave photonics technique in 5G wireless networks of Radio-over-
Fiber architecture. Then, to determine the input data for subsequent design, a
theoretical background of array antenna beam steering using ideal models of phase
shifters and true-time delay lines was presented. Comparison of the two most
frequently used approaches to the design of multiple-beam antenna arrays based on
Butler or Blass matrices showed the advantage of the first option for operation in
the remote station of a 5G pico-cell.

A brief analysis of the available integrated millimeter-wave optical beamforming
networks showed that the direction is at the initial stage of its development. A
distinctive feature of the optical Butler matrix for designing beamformers is the

Input RF (GHz) Output

B1 B5 B2 B6 B3 B7 B4 B8

39.0 10.4 9.5 9.1 8.3 7 6.1 5.6 4.8

38.0 0 0 0.5 0.5 0 0 0.4 0.5

40.5 �13.2 �12.7 �11 �9.8 �9.2 �8 �6.5 �5.2

Table 7.
The phase error values for the center and two extreme frequencies of the RF generators.
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simple possibility of reconfiguring the antenna system in two directions: frequency
reconfiguration due to the rearrangement of the RF synthesizer and spatial
reconfiguration due to the introduction of a multichannel optical switch at the
input. As a result of the simulation experiments performed using VPIphotonics
Design Suite and MATLAB software, for both the integrated optical Butler matrix
itself and the beamformer based on it, an acceptable quality of beams formation in a
particular 5G pico-cell was obtained.

Acknowledgements

This work was supported by the Russian Foundation for Basic Research, Grants
No. 17-57-10002 and No. 18-29-20083.

Conflict of interest

The authors declare the lack of “conflict of interest.”

Author details

Mikhail E. Belkin*, Dmitriy A. Fofanov, Tatiana N. Bakhvalova and
Alexander S. Sigov
Scientific and Technological Center “Integrated Microwave Photonics”,
MIREA—Russian Technological University, Moscow, Russia

*Address all correspondence to: belkin@mirea.ru

©2019 TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms
of theCreativeCommonsAttribution License (http://creativecommons.org/licenses/
by/3.0),which permits unrestricted use, distribution, and reproduction in anymedium,
provided the original work is properly cited.

129

Design of Reconfigurable Multiple-Beam Array Feed Network Based on Millimeter-Wave…
DOI: http://dx.doi.org/10.5772/intechopen.89076



phase distribution of the waveforms at the outputs of the OBM, previously obtained
using the calculation in the VPI software.

The following outputs can be derived from our study:

• According to Table 6, the phase error values for the tested delay elements of
PIC-based OBM are not more than �4°.

• According to Table 7, the phase error values for 8�8 PIC-based OBM under
test are not more than +10°/�13°.

• The assessment showed that the approximate area of the PIC is near
270 mm2, which is approximately 50 times less than the size of the electronic
counterpart [36].

• According to Figure 17, the replacement of phase shifters with TTD elements
led to a change in the position of the main lobe maximum and an increase in
the relative level of side lobes. However, in comparison with the ideal radiation
patterns of Figures 9–11, the azimuth position change does not exceed �2°,
and the increase in the level is not more than 2 dB.

6. Conclusion

In the chapter, we explored and demonstrated the effectiveness of using
reconfigurable multiple-beam array feed network based on millimeter-wave inte-
grated photonics beamformers for the phased array antennas, which were known
for a long time in the radar technique, in the small cells of the incoming fifth-
generation mobile communication systems. The study was carried out using a
specific example of designing an 8�8 optical Butler matrix-based photonics-steered
beamforming network of a transmitting phased array antenna for a pico-cell remote
station operating in the Ka/V-band with a 16% fractional bandwidth allocated as a
promising one for future 5G systems. For this goal, we firstly reviewed the special-
ties of millimeter-wave photonics technique in 5G wireless networks of Radio-over-
Fiber architecture. Then, to determine the input data for subsequent design, a
theoretical background of array antenna beam steering using ideal models of phase
shifters and true-time delay lines was presented. Comparison of the two most
frequently used approaches to the design of multiple-beam antenna arrays based on
Butler or Blass matrices showed the advantage of the first option for operation in
the remote station of a 5G pico-cell.

A brief analysis of the available integrated millimeter-wave optical beamforming
networks showed that the direction is at the initial stage of its development. A
distinctive feature of the optical Butler matrix for designing beamformers is the

Input RF (GHz) Output

B1 B5 B2 B6 B3 B7 B4 B8

39.0 10.4 9.5 9.1 8.3 7 6.1 5.6 4.8

38.0 0 0 0.5 0.5 0 0 0.4 0.5

40.5 �13.2 �12.7 �11 �9.8 �9.2 �8 �6.5 �5.2

Table 7.
The phase error values for the center and two extreme frequencies of the RF generators.

128

Advances in Array Optimization

simple possibility of reconfiguring the antenna system in two directions: frequency
reconfiguration due to the rearrangement of the RF synthesizer and spatial
reconfiguration due to the introduction of a multichannel optical switch at the
input. As a result of the simulation experiments performed using VPIphotonics
Design Suite and MATLAB software, for both the integrated optical Butler matrix
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Characterization of Printed Podal 
Vivaldi Antenna (8–18 GHz) on 
RT Duroid with Single and Double 
Cavity
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Abstract

In today’s modern communication systems, miniaturized and lightweight 
subsystems covering broad bandwidth are in much demand as they lead to 
realization of very compact and lightweight systems. A printed podal Vivaldi 
antenna with single as well as double cavities fed with strip line transmis-
sion line and operating from X band to KU band (8–18 GHz) is proposed. The 
comparison of antenna performance for single cavity and double cavity is also 
reported. Using double cavity, the miniaturization of antenna is possible as 
compared to single cavity Vivaldi antenna. The antenna is first designed using 
conventional theoretical approaches. Later, it is simulated using a 3D EM simu-
lation software, CST Microwave StudioTM. The optimal value for taper length 
is 6.86455 cm and cavity diameter is 1.582 cm. Finally, the design is physically 
fabricated using PCB technology for carrying out practical measurement. The 
antenna’s input impedance characteristic is measured in the form of S-parameter 
and VSWR using Vector network analyzer. VSWR less than 3:1 is achieved over 
the band from 8 to 18 GHz. The radiation pattern measurements are carried 
out in anechoic chamber. The proposed Vivaldi antenna is used for digital data 
transmission via satellites and for voice/audio transmissions.

Keywords: Vivaldi, broadband antenna, microstrip, VSWR, characteristic 
impedance

1. Introduction

The recent explosion in information technology and wireless communications 
has created many opportunities for enhancing the performance of existing signal 
transmission and processing systems and has provided a strong motivation for 
developing novel antenna structure for systems that require wider bandwidths and 
higher data transmission.

In today’s modern communication systems, miniaturized and lightweight 
subsystems covering broad bandwidth are in much demand as they lead to 
realization of very compact and lightweight systems. To accomplish this, small 
and lightweight antennas which cover wide bandwidth without much degrada-
tion in their performance are required to be designed and realized. As antenna 
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dimensions are governed by wavelength of operating frequency, antenna minia-
turization is a challenging and difficult task. Planar/printed antennas offer good 
solutions for the above class of problem. Vivaldi antennas are preferable in many 
applications due to high gain, simple structure and easy fabrication. They are 
mostly used in ultra-wideband and broadband applications. Printed antennas 
are being increasingly used as they are low profile and can be integrated on any 
printed circuit easily.

Most of the wireless communication systems suffer from co-channel interfer-
ence and multipath effects. The co channel interference and multipath effects are 
addressed by using horn antennas that are placed in LOS, but these antennas are 
too bulky to be integrated with the rest of the wireless systems and suffer high cost 
of fabrication. For military and commercial applications wideband width antennas 
with high gain are preferred and Vivaldi antenna or planar tapered slot antenna 
(TSA) are better choice. As these antennas are support for multifunction commu-
nication applications because of their consistent impedance matching over a very 
broad operating frequency range, stable directional patterns, low profile and planar 
structures.

The Vivaldi and TSA’s offer broadband operation, with low sidelobes but moder-
ate gain.

Problem definition: The objective is to design the single cavity and double 
cavity Vivaldi antenna operating from 8 to 18 GHz frequency to achieve VSWR less 
than 3:1 and comparison of antenna performance for single cavity and double cavity 
Vivaldi antenna.

2. Vivaldi antenna

A Vivaldi antenna gives significant advantages of efficiency, high gain, wide 
bandwidth and simple geometry. The Vivaldi antenna, having an exponentially 
tapered slot profile, is a type of tapered slot antenna (TSA). Lewis et al. [1] intro-
duced tapered slot antenna as a broadband strip line array element capable of 
multi octave bandwidths in his study in 1974. Vivaldi antenna, is an exponentially 
tapered slot antenna, was originated by Gibson [2]. These antennas operate in the 
frequency range from below 2 to above 40 GHz and offer significant gain and linear 
polarization.

Yngvesson et al. [3] compared three different TSAs, linearly tapered slot antenna 
(LTSA), constant width slot antenna (CWSA) and Gibson’s exponentially tapered 
slot antenna, Vivaldi antenna.

Gazit [4] proposed two important changes to the traditional Vivaldi design. The 
use of a low dielectric substrate (cu clad, ε = 2.45) instead of alumina and an antipo-
dal slot line transition. This type of transition offers relatively wider bandwidth but, 
antipodal slot line transition has high cross polarization problem.

3. Principle of operation

The Vivaldi antenna belongs to travelling wave antennas. The principle of opera-
tion of the surface wave antennas can be divided into two sections: propagating 
section and radiating section.

3.1 Vivaldi antenna design

The design guidelines for a Vivaldi antenna are the following:
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1. the flare height and length should be greater or equal to half wavelength at 
minimum operating frequency;

2. the taper factor influences the impedance matching; and

3. the cavity diameter should be equal to 0.2 λ times the minimum operating 
frequency.

The separation between the conductors is smaller than one-half free space 
wavelength (λ0/2) [5] and the waves travelling down the curved path along the 
antenna are tightly bound to the conductors in the propagating section. The energy 
gets radiated into the air in the radiating section where the slot width is increasing 
beyond the one-half wavelength. Radiation from high-dielectric substrates is very 
low and hence for antenna applications significantly low dielectric constant materi-
als are chosen.

Apart from these, the design parameters are as follows:

1. antenna length;

2. antenna width;

3. mouth opening;

4. throat length;

5. edge offset; and

6. backwall offset.

Depending on the dimensions of the transmission line the characteristic imped-
ance is calculated and the vivaldi antenna is printed on both sides of the substrate 
with a dielectric constant, εr = 2.2 and thickness of the substrate is h = 0.508 mm. 
The length and width of the antenna are optimized.

3.2 Construction

From Figure 1, the parameters of Vivaldi antenna are described as:

Figure 1. 
Vivaldi antenna.



Advances in Array Optimization

134

dimensions are governed by wavelength of operating frequency, antenna minia-
turization is a challenging and difficult task. Planar/printed antennas offer good 
solutions for the above class of problem. Vivaldi antennas are preferable in many 
applications due to high gain, simple structure and easy fabrication. They are 
mostly used in ultra-wideband and broadband applications. Printed antennas 
are being increasingly used as they are low profile and can be integrated on any 
printed circuit easily.

Most of the wireless communication systems suffer from co-channel interfer-
ence and multipath effects. The co channel interference and multipath effects are 
addressed by using horn antennas that are placed in LOS, but these antennas are 
too bulky to be integrated with the rest of the wireless systems and suffer high cost 
of fabrication. For military and commercial applications wideband width antennas 
with high gain are preferred and Vivaldi antenna or planar tapered slot antenna 
(TSA) are better choice. As these antennas are support for multifunction commu-
nication applications because of their consistent impedance matching over a very 
broad operating frequency range, stable directional patterns, low profile and planar 
structures.

The Vivaldi and TSA’s offer broadband operation, with low sidelobes but moder-
ate gain.

Problem definition: The objective is to design the single cavity and double 
cavity Vivaldi antenna operating from 8 to 18 GHz frequency to achieve VSWR less 
than 3:1 and comparison of antenna performance for single cavity and double cavity 
Vivaldi antenna.

2. Vivaldi antenna

A Vivaldi antenna gives significant advantages of efficiency, high gain, wide 
bandwidth and simple geometry. The Vivaldi antenna, having an exponentially 
tapered slot profile, is a type of tapered slot antenna (TSA). Lewis et al. [1] intro-
duced tapered slot antenna as a broadband strip line array element capable of 
multi octave bandwidths in his study in 1974. Vivaldi antenna, is an exponentially 
tapered slot antenna, was originated by Gibson [2]. These antennas operate in the 
frequency range from below 2 to above 40 GHz and offer significant gain and linear 
polarization.

Yngvesson et al. [3] compared three different TSAs, linearly tapered slot antenna 
(LTSA), constant width slot antenna (CWSA) and Gibson’s exponentially tapered 
slot antenna, Vivaldi antenna.

Gazit [4] proposed two important changes to the traditional Vivaldi design. The 
use of a low dielectric substrate (cu clad, ε = 2.45) instead of alumina and an antipo-
dal slot line transition. This type of transition offers relatively wider bandwidth but, 
antipodal slot line transition has high cross polarization problem.

3. Principle of operation

The Vivaldi antenna belongs to travelling wave antennas. The principle of opera-
tion of the surface wave antennas can be divided into two sections: propagating 
section and radiating section.

3.1 Vivaldi antenna design

The design guidelines for a Vivaldi antenna are the following:

135

Characterization of Printed Podal Vivaldi Antenna (8–18 GHz) on RT Duroid with Single…
DOI: http://dx.doi.org/10.5772/intechopen.88727

1. the flare height and length should be greater or equal to half wavelength at 
minimum operating frequency;

2. the taper factor influences the impedance matching; and

3. the cavity diameter should be equal to 0.2 λ times the minimum operating 
frequency.

The separation between the conductors is smaller than one-half free space 
wavelength (λ0/2) [5] and the waves travelling down the curved path along the 
antenna are tightly bound to the conductors in the propagating section. The energy 
gets radiated into the air in the radiating section where the slot width is increasing 
beyond the one-half wavelength. Radiation from high-dielectric substrates is very 
low and hence for antenna applications significantly low dielectric constant materi-
als are chosen.

Apart from these, the design parameters are as follows:

1. antenna length;

2. antenna width;

3. mouth opening;

4. throat length;

5. edge offset; and

6. backwall offset.

Depending on the dimensions of the transmission line the characteristic imped-
ance is calculated and the vivaldi antenna is printed on both sides of the substrate 
with a dielectric constant, εr = 2.2 and thickness of the substrate is h = 0.508 mm. 
The length and width of the antenna are optimized.

3.2 Construction

From Figure 1, the parameters of Vivaldi antenna are described as:

Figure 1. 
Vivaldi antenna.



Advances in Array Optimization

136

• DSL—diameter of slot line cavity;

• WSL—width of slot line;

• WST—width of strip line;

• RST—radius of strip line stub;

• L—length of the taper;

• H—height of the taper;

• R—exponential factor; and

• d—height of the conductor.

The antenna consists of a tapered slot etched onto a thin film of metal. This 
can do either with or without a dielectric substrate on one side of the film. The 
tapered slot antennas work over a large frequency bandwidth and produce a sym-
metrical end-fire beam with appreciable gain and low side lobes. An important 
step in the design of the antenna is to find suitable feeding techniques for the 
Vivaldi.

The taper length should be on the order of one wavelength in the lowest working 
frequency. Besides, the taper length is also dependent on the cavity diameter and 
antenna length. An increase in the taper length improves the bandwidth.

The taper rate can be defined by an exponential.

  y = ±  Ae   Rx   (1)

where A = Sw/2, (R=)   
ln  (  a _ 

Sw
  ) 
 _ La    and a is the antenna aperture at La, Sw is the slot width 

at the antenna origin and R  is the taper rate.

3.3 Bandwidth consideration

To achieve a wider bandwidth, the following aspects need to be considered:

• the transition from the main input transmission line to the slot line is done for 
feeding the antenna;

• it is designed for a low reflection coefficient to match the potential of the 
antenna; and

• the dimensions and shape of the antenna, to obtain the required beam width, 
side lobes and back lobes, over the operating range of frequencies.

The length and width of the single cavity Vivaldi antenna are 38.5 and 15 mm 
respectively. Figure 2(a) and (b) shows the front and back view of simulated 
design of single cavity Vivaldi antenna which is excited using strip line [6] shown in 
Figure 2(c).

The double cavity Vivaldi antenna is compared with this single cavity Vivaldi 
antenna. The size of single cavity antenna is more than the double cavity antenna, 
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the stub angles of tapered strip line feed also change. The length and width of 
double cavity Vivaldi antenna are 37.5 and 15 mm respectively. Figure 3(a)–(c) 
shows the front view, back view and feeding arrangement of double cavity Vivaldi 
antenna.

Parameter values for single cavity antenna is same as double cavity parameter list 
except some parameters are

stub start angle = 90°
stub angle = 80°
taper length = 6.86455
cavity diameter = 1.582
The VSWR-frequency plot for the Vivaldi antenna without SMA connector 

seems to have a high VSWR, which means the reflection of power is more and also 
the reflected wave amplitude is high from frequency 8 to 18 GHz.

Figure 2. 
(a) Front view of single cavity Vivaldi antenna; (b) back view of single cavity Vivaldi antenna; and (c) 
feeding arrangement of single cavity Vivaldi antenna.
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(a) Front view of single cavity Vivaldi antenna; (b) back view of single cavity Vivaldi antenna; and (c) 
feeding arrangement of single cavity Vivaldi antenna.
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To lower the VSWR, a connector is attached to the antenna for the required 
band of frequencies. Figure 4(a) and (b) shows the simulated single cavity Vivaldi 
antenna and double cavity Vivaldi antenna with SMA connector in CST software 
respectively. The designed SMA connector in CST software is shown in Figure 5.

3.4 Fabricated Vivaldi antenna

The single cavity and double cavity [7] Vivaldi antenna operating from 8 to 
18 GHz are fabricated individually on the substrate. The two substrates are joined to 
form a dual layered Vivaldi antenna [8] for both cavities separately. Normally, a FR4 
substrate is used. This substrate is also the most commonly used PCB board which is 
cheap and easily fabricated.

Phase velocity of the propagating surface wave determines radiation per-
formance [9]. Therefore, radiation pattern and performance is dependent upon 

Figure 3. 
(a) Front view of double cavity Vivaldi antenna; (b) back view of double cavity Vivaldi antenna; and (c) 
feeding arrangement of double cavity Vivaldi antenna.
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substrate thickness and dielectric constant. The primary effect of the dielectric 
substrate is the narrowing of the main beam of the antenna. Low dielectric constant 
substrates maximize the antenna radiation by reducing the dielectric discontinuity 
at the end of the TSA.

Figure 6(a) and (b) shows the fabricated single cavity Vivaldi antenna 
and double cavity Vivaldi antenna respectively. These two antennas are tested 
individually.

Figure 4. 
(a) Single cavity Vivaldi antenna with SMA connector and (b) double cavity Vivaldi antenna with SMA 
connector.

Figure 5. 
Design of SMA connector in CST software.
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substrate thickness and dielectric constant. The primary effect of the dielectric 
substrate is the narrowing of the main beam of the antenna. Low dielectric constant 
substrates maximize the antenna radiation by reducing the dielectric discontinuity 
at the end of the TSA.

Figure 6(a) and (b) shows the fabricated single cavity Vivaldi antenna 
and double cavity Vivaldi antenna respectively. These two antennas are tested 
individually.

Figure 4. 
(a) Single cavity Vivaldi antenna with SMA connector and (b) double cavity Vivaldi antenna with SMA 
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Design of SMA connector in CST software.
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4. Results

4.1 VSWR

The numerical simulation of directional antenna is done using CST software. 
The performance of the antenna does not improve monotonically as the parameters 
of the antenna changes. It must be optimized through analysis during simulation to 
get the optimum parameters.

The simulations for Vivaldi antenna operating in the band 8–18 GHz are done 
using CST. The obtained VSWR simulation results for the respective antenna are as 
shown in Figure 7(a) and (b).

As shown in Figure 7(a) and (b), the VSWR-frequency plot for the Vivaldi antenna 
without SMA connector seems to have a high VSWR, which means the reflection of 
power is more and the reflected wave amplitude is high from frequency 8 to 18 GHz.

To lower the VSWR, a connector is attached to the antenna for the required band 
of frequencies. Figure 8(a) and (b) shows the VSWR with SMA connector in CST 
software for single cavity and double cavity respectively.

4.2 Return loss

The obtained return loss simulation results for the single cavity Vivaldi antenna 
and double cavity Vivaldi antenna are as shown in Figure 9(a) and (b), respectively. 

Figure 6. 
(a) Fabricated single cavity Vivaldi antenna and (b) fabricated double cavity Vivaldi antenna.
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Usually the return loss is the loss of power in the signal that is returned/reflected by a 
discontinuity in a transmission line. A minor discontinuity can be observed with the 
terminating load or with a device inserted in the line.

Practically, VSWR for the desired band of frequencies is measured using a 
network analyzer. The VSWR of the proposed antenna was measured using Agilent 
ENA series Vector Network Analyzer (VNA) E5071C and was found to be less than 
3:1 throughout the desired frequency band.

The measured VSWR for single cavity antenna and double cavity Vivaldi 
antenna are shown in Figure 10(a) and (b), respectively.

4.3 Return loss measurement

This discontinuity can be a mismatch with the terminating load or with a 
device inserted in the line. It is usually expressed as a ratio in decibels (dB). 

Figure 7. 
(a) Simulated VSWR for single cavity Vivaldi antenna without SMA connector and (b) simulated VSWR for 
double cavity Vivaldi antenna without SMA connector.
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4. Results

4.1 VSWR

The numerical simulation of directional antenna is done using CST software. 
The performance of the antenna does not improve monotonically as the parameters 
of the antenna changes. It must be optimized through analysis during simulation to 
get the optimum parameters.

The simulations for Vivaldi antenna operating in the band 8–18 GHz are done 
using CST. The obtained VSWR simulation results for the respective antenna are as 
shown in Figure 7(a) and (b).

As shown in Figure 7(a) and (b), the VSWR-frequency plot for the Vivaldi antenna 
without SMA connector seems to have a high VSWR, which means the reflection of 
power is more and the reflected wave amplitude is high from frequency 8 to 18 GHz.

To lower the VSWR, a connector is attached to the antenna for the required band 
of frequencies. Figure 8(a) and (b) shows the VSWR with SMA connector in CST 
software for single cavity and double cavity respectively.

4.2 Return loss

The obtained return loss simulation results for the single cavity Vivaldi antenna 
and double cavity Vivaldi antenna are as shown in Figure 9(a) and (b), respectively. 

Figure 6. 
(a) Fabricated single cavity Vivaldi antenna and (b) fabricated double cavity Vivaldi antenna.
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The steps involved for measuring the return loss using network analyzer are 
given below:

1. select sweep frequency range by selecting start and stop frequency;

Figure 8. 
(a) Simulated VSWR for single cavity Vivaldi antenna with SMA connector and (b) simulated VSWR for 
double cavity Vivaldi antenna with SMA connector.

Figure 9. 
(a) Simulated return loss for single cavity Vivaldi antenna and (b) simulated return loss for double cavity 
Vivaldi antenna.
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2. select one port S11 for calibration measurement;

3. select log amplitude mode on display;

4. calibrate the network analyzer by connecting the standard short circuit, open 
circuit and matched loads at the test port. Observe the trace on the display to 
get a solid reference line; and

5. remove the standards and connect the antenna and observe the shift in the 
trace of the display. The display can be changed for obtaining the return loss, 
reflection coefficient, and impedance over the selected frequency band.

Return loss in dB = −20 log (ρ), where ρ is the reflection coefficient.
The measured return loss for single cavity Vivaldi antenna and double cavity 

Vivaldi antenna are shown in Figure 11(a) and (b), respectively.

4.4 Anechoic chamber

To provide a controlled environment, an all-weather capability, and security, 
and to minimize electromagnetic interference, indoor anechoic chambers have 
been developed as an alternative to outdoor testing. By this method, the testing 
is performed inside a chamber having walls that are covered with RF absorbers. 
The design of each is based on geometrical optics techniques, and each attempt 
to reduce or to minimize specular reflections. The phase difference between the 

Figure 10. 
(a) Measured VSWR for single cavity Vivaldi antenna and (b) measured VSWR for double cavity Vivaldi 
antenna.

Figure 11. 
(a) Measured return loss for single cavity Vivaldi antenna and (b) measured return loss for double cavity 
Vivaldi antenna.
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Figure 13. 
(a) 3-D radiation pattern of single cavity Vivaldi antenna at 14 GHz and (b) 3-D radiation pattern of double 
cavity Vivaldi antenna at 14 GHz.

Figure 12. 
Anechoic chamber.
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direct radiation and that reflected from the walls near the source can be made very 
small by properly locating the source antenna near the apex. Thus, the direct and 
reflected rays near the test antenna region add vectorially and provide a relatively 
smooth amplitude illumination taper. This can be illustrated by ray-tracing tech-
niques (Figure 12).

4.5 Radiation pattern

The simulated 3D radiation patterns of printed Vivaldi antenna for single 
cavity and double cavity at frequency of 14 GHz is shown in Figure 13(a) and (b) 
respectively.

4.6 Plane patterns

The E-plane and H-plane are the reference planes for linearly polarized wave-
guides, antennas and other microwave devices. The E-plane and H-plane patterns 
are also called as the polar plots or gain plots.

4.6.1 E-plane

The plane containing the E aperture and the direction of maximum radiation 
results in a linearly polarized antenna and it determines the orientation of the radio 

Figure 14. 
(a) E plane patterns for single cavity Vivaldi antenna and (b) E plane patterns for double cavity Vivaldi 
antenna.
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wave. The E-plane (XY-plane at θ = 90°) radiation patterns at different frequencies 
from 8 to 18 GHz for single cavity and double cavity are as shown in Figure 14(a) 
and (b), respectively.

4.6.2 H-plane

The plane containing the magnetic field vector is referred as the H aperture and 
the direction of maximum radiation. The “H” plane lies at a right angle to the “E” 
plane. The H-plane (ZX-plane at ф = 0°) radiation patterns at different frequencies 
from 8 to 18 GHz for single cavity and double cavity are as shown in Figure 15(a) 
and (b), respectively.

4.7 Gain of the antenna

The method used for the gain measurement of the antenna is gain-transfer 
method. In this technique the standard gain antenna which is known is used to 
determine the test antenna. Initially relative gain measurements are performed, 
which when compared with the known gain of the standard antenna gives the 

Figure 15. 
(a) H plane patterns for single cavity Vivaldi antenna and (b) H plane patterns for double cavity Vivaldi 
antenna.
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absolute values. The simulated gain of single cavity Vivaldi antenna varies from 3.36 
to 8.55 dBi over the design frequency band as shown in Figure 16(a). The simulated 
gain of double cavity Vivaldi antenna varies from 2.62 to 8.65 dBi over the design 
frequency band as shown in Figure 16(b).

For measuring the gain of the antenna under test (AUT), formula is  
given by

  Gain of AUT (dB) = antenna power (dB) – reference antenna power (dB)  
+ gain (reference antenna)  (2)

The measured gain plots of single cavity Vivaldi antenna and double cavity 
Vivaldi antenna are shown in Figure 17(a) and (b), respectively.

Finally, single cavity Vivaldi antenna gives the efficient impedance bandwidth 
than the double cavity Vivaldi antenna.

Figure 16. 
(a) Simulated gain plot of single cavity Vivaldi antenna and (b) simulated gain plot of double cavity Vivaldi 
antenna.
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5. Conclusion

The comparison of antenna performance for single cavity Vivaldi antenna and 
double cavity Vivaldi antenna are reported. The single cavity and double cavity have 
same performances, but single cavity gives efficient impedance bandwidth than 
the double cavity. The gain of double cavity is better than single cavity at higher 
frequencies and antenna miniaturization also possible.

The simulated and measured results of the proposed antenna were compared 
and found to be in good agreement. The optimum performance of the antenna in 
simulation is obtained by using parametric analysis. VSWR less than 3:1 is achieved 
over the band from 8 to 18 GHz. The antenna due to its compactness and light-
weight serves its applications in radio communications, avionics, spectrum moni-
toring and military system. It also finds applications in digital data transmission via 
satellites and for voice/audio transmissions.

Figure 17. 
(a) Measured gain plot of single cavity Vivaldi antenna and (b) measured gain plot of double cavity Vivaldi 
antenna.
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