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Chapter 1

Parameter Identification,
Modeling and Testing of Li-Ion
Batteries Used in Electric Vehicles
Mircea Ruba, Raul Nemeș, Sorina Ciornei and Claudia Marțiș

Abstract

The chapter focuses on presenting a detailed step-by-step workflow for theoret-
ical and practical approach of Li-ion battery electric parameter identification. Cor-
rect and precise information about the electric parameters of the batteries allows
defining several types of simulation approaches. Increasing the complexity of these
approaches requires more and more identified parameters and by this more com-
plicated hardware to fulfill the identification process itself. However, the level of
complexity must be justified by the need of accuracy as well as the compromise of
labor, simulation power and time. In this chapter, several simulation complexity
levels are presented via theory and then tested via simulations compared with actual
measurements. A proper and well-done analysis of these models helps the future
reader to decide whether he will use a complex model, function of the need of
accuracy, simulation power and time. The compromise will be highlighted by
comparing the error of different approaches compared to actual laboratory
measurements. Over all, the chapter will be a gathered guideline for identification,
modeling and testing of batteries, ready to be implemented both in simulation
and in practical experiments.

Keywords: battery, parameter identification, simulation and modeling,
model complexity benchmark

1. Introduction

Nowadays, the interest of research in the field of batteries, both from the
electrical and chemical perspectives, gained a lot of field. Many R&Ds from both
industry and academia are engaged in developing design, simulation, hardware
testing and performance analysis solutions to better the existing batteries. Electrifi-
cation of transport, both in the area of heavy-duty and light solutions, requires
higher and higher performances of the batteries. This influences directly the auton-
omy of the vehicle reflecting directly the owner’s comfort and trust in investing in
such new vehicles. The research invested in batteries for increasing more power
density into each cell comes with a lot of effort, it is time consuming and returns in
higher costs. Nevertheless, thermal stability of the batteries is a very delicate issue,
knowing unfortunate events that occurred when batteries caused fires and human
injury as well.

1XIV
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The evolution of technology both in engineering and software, reduced the time
to market and proper evolution of the batteries, increasing performances whilst
diminishing the development costs. Solutions to study batteries are included in a
large variety of software; models are already preprogramed into hardware power
emulators, ready for use. However, those are often closed-source tools with access
only to replace the battery parameters, many times with linear ones. It was proven
in many studies that the main electrical parameters of the batteries are far from
being linear. Even more, it is known that aging, cell temperature and ambient
temperature are extremely aggressive in changing the battery parameters.

Hence, many times custom-made battery electric models are more than a good
solution to run studies where the designer can add or dismiss many factors and
parameters that are varying with several external influences. In the same time,
designing such models simplifies the transition from off-line analysis to real-time
applications. The latter tool is not always at the disposal of the designer due to
platforms that are dedicated exclusively to computer-based simulators.

On the other hand, performing proper parameter identification of existing cell,
to validate their theoretical design, can be quite challenging. There are many
published papers that reflect these methods that some are quite simple and lucrative
solutions, while others are complex and require expensive setup and a lot of data
post-processing.

The present chapter will engage this issue of parameter identification for Li-ion
battery cells and present the main used simulation models, and benchmarking of
these models will give the reader a certain definition of the advantages and draw-
backs of some models versus others. The chapter does not include information
regarding the battery control strategies or battery management topics, remaining
focused only on the above-mentioned subjects to be presented in detail. Also
parameter variations due to large temperature variations or other stress factors were
not taken into discussion as these variations can be recorded using the presented
methods while imposing such external factors to the subjected battery cells.

In the authors’ opinion, there are two main directions of judging the complexity
of a model. If considering industrial work, engaging models with lower complexity
and good accuracy, is a lucrative solution to reach the desired target not forgetting
to decrease the time to market. On the other hand, in academia-based research,
more complex models with very high accuracy is the key to prove the designer’s
skill, to prove the model’s benefit and to push to reach a used solution on the large
scale. The latter comes with the drawback of high complexity that demands
large time consumption and a lot of involved labor.

In the present chapter, such a comparison will prove the above-mentioned
aspects while comparing two types of different simulation models for the same
type of battery.

2. Battery analysis models

As the batteries are electrochemical entities, there are several directions when
approaching and building a simulation model to perform its behavioral analysis.
The model can be designed from the chemical or electrical point of view or can be
a hybrid mixture between them. Moreover, the battery temperature, as critical
parameter, is often analyzed using a thermal model as add-on to the
above-mentioned ones.

In the literature, an electrochemical approach is the pseudo-two-dimensional
model developed by Doyle [1], which proved to be able to predict quite well the
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dynamics of Li-ion batteries. The main disadvantage of such a model is the high
computational required time.

The authors will approach only the electrical simulation models for batteries due
to their electrical engineering education. However, research on batteries should
always be considered as a multidisciplinary domain, gathering researchers educated
in chemical, electrical and thermal sciences in order to be able to perform a com-
plete and realistic battery cell model.

In the literature, there are several approaches for the electrical simulation of
battery cells [2–6]; mainly all are based on electric circuit models (ECM). Function
of the battery chemistry, of the required model accuracy and of the designer, there
are available simple circuits such as the Thevenin approach [7], complex ones, such
as the impedance based spectroscopy approach [8] and middle range circuits such
as the first and second order electric circuits [9–12]. The above-mentioned catego-
ries range their accuracy from satisfactory to highly precise.

The present chapter will approach the first- and second-order electric circuit-
based modeling, detailing aspects such as model design, parameter identification
and accuracy testing.

When using the expression that classifies these models into first and second
order, these are referred to the number of parallel resistance-capacitance groups
used to describe the battery.

In Figure 1 (left and right), the generic electric circuits for the first- and second-
order models, respectively, are depicted. Both have the first resistance in common

Figure 1.
The ECM for the first-order (top) and second-order (bottom) approaches.
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In the literature, an electrochemical approach is the pseudo-two-dimensional
model developed by Doyle [1], which proved to be able to predict quite well the
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dynamics of Li-ion batteries. The main disadvantage of such a model is the high
computational required time.

The authors will approach only the electrical simulation models for batteries due
to their electrical engineering education. However, research on batteries should
always be considered as a multidisciplinary domain, gathering researchers educated
in chemical, electrical and thermal sciences in order to be able to perform a com-
plete and realistic battery cell model.

In the literature, there are several approaches for the electrical simulation of
battery cells [2–6]; mainly all are based on electric circuit models (ECM). Function
of the battery chemistry, of the required model accuracy and of the designer, there
are available simple circuits such as the Thevenin approach [7], complex ones, such
as the impedance based spectroscopy approach [8] and middle range circuits such
as the first and second order electric circuits [9–12]. The above-mentioned catego-
ries range their accuracy from satisfactory to highly precise.

The present chapter will approach the first- and second-order electric circuit-
based modeling, detailing aspects such as model design, parameter identification
and accuracy testing.

When using the expression that classifies these models into first and second
order, these are referred to the number of parallel resistance-capacitance groups
used to describe the battery.

In Figure 1 (left and right), the generic electric circuits for the first- and second-
order models, respectively, are depicted. Both have the first resistance in common

Figure 1.
The ECM for the first-order (top) and second-order (bottom) approaches.
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(Rs), this being referred to as the internal series resistor that is responsible with the
ohmic considered resistance of the battery cell. In Figure 1 (left), in the first-order
approach, the RC parallel group has the role of replicating the dynamic transient
of the voltage inside the cell. Its components stand for the polarization resistance
(Rp) and the polarization capacitance (Cp). The internal voltage source, denoted
with (Voc), represents the open circuit voltage of the Li-ion cell function of its
state of charge (SOC).

Now in order to model the first-order ECM, first one has to apply Kirchhoff’s
law on the circuit, composed of tree voltage drops: the open circuit one, the RC
parallel group and the series resistance one, explained in Eq. (1).

Vbat ¼ Voc � u1 � Rs � Ibat (1)

In Eq. (1), the current drained from the battery (or supplied to it, in case of
charging) is denoted with (Ibat). The voltage drop of the parallel RC connection is
simple to be expressed like a derivative:

du1
dt

¼ � 1
Rp � Cp

u1 þ 1
Cp

� Ibat (2)

The open circuit voltage (Voc) represented function of the SOC of the cell is in
fact a recorder data from actual cells; however, details about that will be explained
later on in the following pages.

Comparing the two circuits depicted in Figure 1, one can conclude that in fact,
the second-order model includes the first-order one having in addition a second RC
parallel group. However, the concept is not straightforward. In the first-order
model, the entire polarization dynamics are handled using one RC group. For the
second-order model, this dynamical process is replicated using two such RC groups
as it can be seen in Figure 1. The series resistance and the open circuit voltage
components are the same as for the first-order model, while the (R1C1) and (R2C2)
groups denote the activation polarization and the concentration polarization,
respectively.

Hence, based on this circuit, the second-order model based again on Kirchhoff’s
law can be described using Eq. (3).

Vbat ¼ Voc � u1 � u2 � Rs � Ibat
du1
dt

¼ � 1
R1 � C1

u1 þ 1
C1

� Ibat
du2
dt

¼ � 1
R2 � C2

u1 þ 1
C2

� Ibat

(3)

The analytical approach for the first- and second-order models described in
Eqs. (1)–(3) are exposed as pure electric equations. However, it is known that the
parameters used in this model, such as resistance, capacitances, open circuit volt-
age, or state of charge, must be identified from actual battery cells. Hence, in order
to create a link between the analytical battery models and the identification process,
both for the first- and second-order models, another approach can be engaged. This
drives more forward the mathematical perspective of modeling dynamic signal
variations. Using the exponential mathematical function, the models from the
above-mentioned equations can be reorganized as follows:

• For the first-order model,

Vbat ¼ k0 � k1 � exp �a � tð Þ (4)
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where the terms (k0), (k1) and (a) can be identified from the above equations as
coefficients

k0 ¼ Voc � Rs � Ibat
k1 ¼ R1

Ibat
a ¼ 1

R1 � C1

(5)

• For the second-order model

Vbat ¼ k0 � k1 � exp �a � tð Þ � k2 � exp �b � tð Þ (6)

where again by the same identification result the coefficients

k0 ¼ Voc � Rs � Ibat
k1 ¼ R1

Ibat
k2 ¼ R2

Ibat

a ¼ 1
R1 � C1

b ¼ 1
R2 � C2

(7)

It is important to understand that using this second approach for both the
models, one can simply link the battery characteristics to its parameters in order to
be able to describe the complete model judging the correct interpretation of the
measured values during the parameter identification process.

3. Battery parameter identification

The process of identifying the parameters that are then able to cope with the
analytical model to describe the cell’s behavior requires a preliminary hardware
setup dedicated for such applications. There are several possibilities to build such
a test bench. For the present study, the authors built a test bench based on a
programmable electronic load and a programmable electronic supply, as depicted
in Figure 2.

Figure 2.
The test bench for battery parameter identification process and testing.
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The used battery to model is a LG (LGABD11865) battery with a rated capacity
of 3000 mAh, 3.75 V rated, 4.2 V maximum over charge voltage, 2.7 V minimum
discharge voltage, 0.5–1 A charging current and 0.2–0.5 A discharging current.

For the identification process, the battery was connected to a programmable
load (EA-EL 9400–150 0–400 V 0–150A 7200 W). From a host computer, the
battery was discharged at 1C from 100% state of charge (SOC) till it reached the
cut-off voltage. The flowchart of the identification process is depicted in Figure 3.
Preliminarily, the battery is charged to 100% SOC using a commercial charger. It is
left then to relax for 24 h. Afterwards, it is connected to the programmable elec-
tronic load that is controlled by the host computer, used also to stream the Vbat and
Ibat to data files, all versus the elapsed time.

The process starts by applying a 1C negative current pulse for a period of 60 s,
by this starting the decay of the battery voltage as it is discharged. After the 60 s
pulse, the cell is left in relaxation for 180 s. Before performing a new current pulse
of 60 s, the battery voltage is compared to the lowest threshold (Vtrs) of 2.7 V. If the
voltage is larger than 2.7 V, the pulse is applied for another 60 s followed by 180 s
relaxation period. If the voltage is less than 2.7 V, the process stops as the battery is
considered fully discharged.

Through the entire process, while Vbat is larger than Vtrs, the data is recorded
and streamed to external files, with a sampling of 10 sample/s.

The resulted variation of the voltage function of the discharge current is
depicted in Figure 4, where the 60 s length pulses of �3 A were followed by a
relaxation period of 180 s. With such recorded data, one can proceed with the
identification process for both first- and second-order model parameters.

Figure 3.
The flowchart for the battery identification process data recording.
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The data recorded into the external files is afterwards processed for the actual
parameter identification of the Li-ion cell. Section 3.1 details all the necessary
information for a clear hands-on methodology of data post-processing for parame-
ter identification.

3.1 Open circuit voltage and series resistance identification

Independent for what type of circuit the designer wishes to build, first or second
order, there are some parameters that are mandatory to be identified for both
approaches. These parameters are the open circuit voltage (Voc) and the series
resistance (Rs). To understand their identification and role in the battery behavior,
from Figure 4, the period according to one discharge current and one relaxation
time is zoomed in Figure 4. All the identification steps will be explained with regard
to this figure.

In Figure 4 it can be seen that (Voc), corresponding to each pulse, is in fact the
open circuit voltage measured just prior to the current pulse that will discharge the
battery. This value is measured from SOC 100% till 10% and recorded as Voc = f
(SOC), as depicted in Figure 6.

The second parameter, the series resistance (Rs) that creates the large visible
voltage drop when applying the discharge current, can be quite easily computed.
Knowing the Voc at the start of each discharge pulse and measuring the (V2) voltage

Figure 4.
The battery voltage (top) and the discharge current (bottom).
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The data recorded into the external files is afterwards processed for the actual
parameter identification of the Li-ion cell. Section 3.1 details all the necessary
information for a clear hands-on methodology of data post-processing for parame-
ter identification.

3.1 Open circuit voltage and series resistance identification

Independent for what type of circuit the designer wishes to build, first or second
order, there are some parameters that are mandatory to be identified for both
approaches. These parameters are the open circuit voltage (Voc) and the series
resistance (Rs). To understand their identification and role in the battery behavior,
from Figure 4, the period according to one discharge current and one relaxation
time is zoomed in Figure 4. All the identification steps will be explained with regard
to this figure.

In Figure 4 it can be seen that (Voc), corresponding to each pulse, is in fact the
open circuit voltage measured just prior to the current pulse that will discharge the
battery. This value is measured from SOC 100% till 10% and recorded as Voc = f
(SOC), as depicted in Figure 6.

The second parameter, the series resistance (Rs) that creates the large visible
voltage drop when applying the discharge current, can be quite easily computed.
Knowing the Voc at the start of each discharge pulse and measuring the (V2) voltage

Figure 4.
The battery voltage (top) and the discharge current (bottom).
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(from Figure 5) and knowing the value as well of the pulsed current applied make it
easy to compute the (Rs) resistance based on Ohm’s law (see Eq. (8)):

Rs ¼ Voc � V1

Ibat
(8)

From this point on, the post-processing of the acquired data to identify the
parameters for the first- and second-order models will by slightly different. To be
able to clearly understand each process, these will be treated separately with both
equations and explanations, coped with the represented parameters from Figure 5.

3.1.1 First-order parameter identification

Going back to Eqs. (1) and (2), one can see that the open circuit voltage together
with the series resistances was already identified as a general parameter for all
battery models. What remains to be calculated are the polarization resistance (Rp)
and polarization capacitance (Cp). In Figure 5, it can be seen that for each discharge
current pulse, the lowest value of the voltage is marked with (V3). Based on Ohm’s
law, coped with the discharge current, one can simply compute the value of the
polarization resistance as in Eq. (9).

Rp ¼ V2 � V3

Ibat
(9)

On the other hand, the value of the (V3) voltage function of time is influenced
by the polarization capacitance of the battery (Cp). Therefore, knowing the value of

Figure 6.
The open circuit voltage for the entire discharge cycle.

Figure 5.
The detailed voltage variation for the battery parameter identification (first-order model).
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the polarization resistance and the time length of the current pulse (τ), it is
straightforward to compute the capacitance as in Eq. (10).

τ ¼ Rp � Cp (10)

Generally, these computations are done during the discharging periods; how-
ever, these are valid to be computed for the relaxation time as well. Normally, the
voltage variation gradient both in discharge and relaxation periods should be the
same, and this justifies the previous explanation. As the entire data recorder when
proceeding with the battery identification process is a function of the SOC, the
calculated parameters will be as well a plotted function of the SOC. In Figure 6, for
the first-order model, the open circuit voltage, the series and polarization resis-
tances and the polarization capacitance for the entire range of battery discharge are
plotted. It can be observed that the series resistance has a generally constant value
over the entire period, while the polarization one increases when the SOC is over
90%. In the same manner, the polarization capacitance as 3 regions, one between
0 and 40% SOC where is it quite constant, then between 40% and 80%, a region
with larger values and decreases a lot when the cell’s SOC goes for the fully
charged value.

3.1.2 Second-order parameter identification

In order to quantify the parameters for the second order, the same zoomed plot
from Figure 5 is used again, but this time, the approach is slightly different. In
Figure 7, the parameters to be identified are detailed in the voltage variation. The
open circuit voltage and the series resistance quantification remains the same as
detailed in the first paragraphs of Section 3.1. The remaining parameters to be
calculated are linked to the model expressed in Eqs. (6) and (7). The reason of using
exponential expressions instead of derivative ones is justified by the fact that the
two RC groups of the second-order ECM are difficult to be separated. Hence, the
shape of the voltage during the relaxation time (or the discharge time) is directly
described by these two RC groups connected in series.

Actually, in the exponential voltage variation, one can observe that visually
there is a period of fast variation and then a second one, of slow variation. It is
impossible to define clearly these periods and to admit that one group is responsible
for one period and the other one for the second period. Hence, the identification
process includes both groups altogether. The reason of describing the battery model
with exponential variations is justified in fact by the method of calculating these
four parameters (R1, R2, C1 and C2). This method is handled using a curve fitting
procedure, based on the measured voltage shape. Using the fit function
programmed in MATLAB Coder and applied for each relaxation period over the
entire discharge cycle of the battery will return preliminary values for the four
parameters, corresponding to each period. In order to give the reader a clear step-
by-step procedure of handling this identification process, the authors considered
that it is more lucrative to detail this post-processing phase of the identification:

• First, record all the transient regimes for each relaxation time into a matrix.

• Apply the curve fitting procedure for each of the recorded variations based on
Eq. (6).

• Save the resulting constants (k0, k1, k2, a, b) into another matrix.

• Compute for each set of constants the values for R1, R2, C1 and C2.
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As general settings for the fit function, the best approach is to use nonlinear least
squares, bounded by upper and lower values that are mandatory to be positive and
realistic. The results of the fitting process will return the battery parameters that fit
quite well with the measured voltage variation when reconstructing it based on the
computed data. However, higher accuracy can be reached if one applies an optimi-
zation procedure of the fitted parameters to the actual measured voltage shape.

In Figure 8 (top), the actual measured voltage (VMEAS) with blue and the
voltage variation obtained using Eq. (6) with the fitted parameters (VFITT) with
black are depicted. It is noticeable that there is some difference between the two
characteristics, as well as in Figure 8 (bottom), with black; the difference between
the two is highlighted in black, following the variation of (errFITT).

On the other hand, if one applies an optimizer to fit more accurately with the
battery parameters, the results reveal a highly precise characteristic that superim-
poses quite well on the measured one. In Figure 8 (top), with red, the voltage
variation using optimized parameters is plotted (VOPT), while in Figure 8 (bottom),
the (errOPT) is much smaller than the one obtained without optimization.

For the optimization process, the authors used a tool offered by MATLAB
Simulink, called Control and Estimation Tool Manager. The benefit of using the tool
provided by MATLAB Simulink is that the user does not have to have mathematical
skills to implement optimization algorithms, investing his time and effort directly in
using those existing for optimizing his model in development. This tool uses the
model of the battery designed in MATLAB Simulink with the fitted parameters and
varies them until the smallest error between the measured voltage variation and the
model output is reached. This optimization is carried out for each relaxation time, as

Figure 7.
The detailed voltage variation for the battery parameter identification (second-order model).
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it was done for the preliminary fitting process. The resulted data are recorded into a
matrix and will result in the battery parameter function of the SOC of the battery.

In Figure 9 (top left), the main window of the Control and Estimation Tool
Manager is depicted. There are several already implemented optimization algo-
rithms that can be chosen, setting the number of iterations, the tolerance and the
search method for each of them. One example is highlighted in Figure 9 (top right)
that shows the variations of the parameters carried out by the optimizer to reach the

Figure 8.
Comparison of the fitted and optimized parameters influence (second-order model).

Figure 9.
The MATLAB Simulink Control and Estimation Tool Manager.
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Simulink, called Control and Estimation Tool Manager. The benefit of using the tool
provided by MATLAB Simulink is that the user does not have to have mathematical
skills to implement optimization algorithms, investing his time and effort directly in
using those existing for optimizing his model in development. This tool uses the
model of the battery designed in MATLAB Simulink with the fitted parameters and
varies them until the smallest error between the measured voltage variation and the
model output is reached. This optimization is carried out for each relaxation time, as

Figure 7.
The detailed voltage variation for the battery parameter identification (second-order model).
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it was done for the preliminary fitting process. The resulted data are recorded into a
matrix and will result in the battery parameter function of the SOC of the battery.

In Figure 9 (top left), the main window of the Control and Estimation Tool
Manager is depicted. There are several already implemented optimization algo-
rithms that can be chosen, setting the number of iterations, the tolerance and the
search method for each of them. One example is highlighted in Figure 9 (top right)
that shows the variations of the parameters carried out by the optimizer to reach the

Figure 8.
Comparison of the fitted and optimized parameters influence (second-order model).

Figure 9.
The MATLAB Simulink Control and Estimation Tool Manager.
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closest battery model output voltage variation compared to the measured one. The
final comparative result is depicted in Figure 9 (bottom), proving a closely com-
plete overlap between the measured and the simulated curves, obtained for the new
optimized battery parameters.

In Figure 8-bottom, comparing the results of the fitted and optimized models it
is clear that in case of the latter, only 10 mV of error is reached while the fitted one
yells for maximum of 70 mV error. Indeed, the labor and computation time for
obtaining the optimized parameters is larger; however, if one requires high preci-
sion, it is the compromise that needs to be considered.

4. Battery model benchmarking

In the previous chapters, first- and second-order battery models with their
equivalent circuits, parameter identification process and post-processing computa-
tions were presented. It is logical that the first-order battery model is the simplest
one, yelling for simple parameter identification, simple modeling and simple data
post-processing. However, undoubtable the accuracy of the first-order model is
comparatively lower than the accuracy of the second-order model, especially by its
nature that lacks components to describe the exponential transient of the battery
voltage. It’s been proved however [10] that such first-order models can be used to
create fast, reliable and realistic simulation programs. In order to increase the level
of scientific impact of the proposed chapter, the discussion of benchmarking bat-
tery models will continue focusing only on second-order models. However, in the
literature, the main differences of the first- and second-order battery models were
already detailed up to an extent. The added value of this chapter to the actual status
of research is a different approach that focuses on the second-order battery model
complexity and compromises when building the simulation programs.

It is known that nowadays, the simulators designed to emphasize phenomena
especially in electrical engineering are more and more constructed using real-time
platforms. By this, simulation sampling and accuracy of the results compared to
those measured are mitigated seriously.

However, considering the large amount of data that needs to be recorded into
matrixes for all the battery parameters becomes challenging when creating real-
time simulation programs. Generally, such data becomes core in lookup tables
(LUT). Loading LUT on a real-time processor becomes difficult as it requires space
and decreases the sampling speed of the processor. For example, using field-
programmable gate arrays (FPGAs) becomes even more complicated in this
approach, as those require add-on external flash memory, and by this the system
becomes quite complicated as the interaction of the memory and the FPGA needs
also to be additionally programmed.

Normally, a battery model architecture for the second-order model would
require 6 LUTs as follows: one for the (Voc), one for the ohmic resistance (Rs) and
four others for (R1, R2, C1 and C2).

Using an architecture as the one depicted in Figure 10 leads to high-accuracy,
realistic results but also large memory necessity, long simulation time and non-
realistic sampling time. Hence, such design models are not at all justified to be
implemented into real-time processors.

However, there is another approach that can be used in the case of real-time
applications. Analyzing the parameter variations from Figure 11, although these are
for the first-order circuit, the following statement is valid for the second-order
circuit as well. It can be seen that around a SOC of 60%, these parameters are quite
constant. Sudden variations are recorded only around 10% and 100% of SOC.
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Hence, an approach that can simplify the modeling of a second-order circuit is to
use instead of LUTs for each parameter constant values for the parameters recorded
at a SOC of 60%.

In Figure 12, the reduction of the model complexity of the second-order battery
can be observed. Instead of 6 LUTs, only one remains, namely, the (Voc) function of
the SOC. The rest of the parameters are constants, as mentioned before.

As it can be seen, the model is highly simple right now, and it contains only one
LUT. The variation of the (Voc) depicted in Figure 6 that is identical for both the
first- and the second-order models can be in fact described instead of a LUT with a

Figure 10.
The second-order battery model based on LUTs.

Figure 11.
The Rs, the Rp and the Cp functions of the SOC for the first-order model.
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polynomial function. With this the model, it becomes even more simple, without
any LUT. In Figure 13, the results for the three different approaches, the fitted one,
the optimized one and the one based on constants, all versus the measured one, are
plotted. For all, the difference between the measured quantity and the one obtained
from the three models is depicted in Figure 13 (bottom). Still, the largest error is
returned by the fitted values, while the smallest error is given by using LUTs with
optimized values. However, it is interesting to observe that when using constant
values, fetched at a SOC of 60%, the error is more than satisfactory. It has to be
mentioned that the constant values were fetched out of the optimized data at the

Figure 12.
The second-order battery model based on constants.

Figure 13.
The comparison of the three different modeling approaches for second-order ECM.
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SOC of 60%. The results detailed in Figure 13 and the explanations regarding this
approach prove that one can simply build a second-order battery model that can
perform simulations on a real-time processor, even a FPGA.

4.1 Experimental validation of the proposed models

As already stated, the focus of the chapter is around the second-order Li-ion
battery modeling; hence, the proof of correct approach will be engaged still on
second-order modeling compared to actual measurements.

Figure 14.
The measured vs. fitted parameters voltage (top), their difference (middle) and the SOC (bottom).
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The simplest method of experimentally validating the analysis is to compare the
measured discharge characteristic of the battery for the complete cycle with the
results obtained from each modeling method.

In Figure 14, the validation of the model with fitted parameters is accomplished
versus the actual measured battery voltage. To have a transparent comparison, the
instantaneous error over the entire discharge range is computed. Generally the error
is less than 100 mV and increases to larger values especially when the SOC is less
than 20%. In Figure 15, the measured voltage is compared to the one obtained from
simulations using the optimized parameters. Here, the error is consistently smaller
than in the previous case, reaching 100 mV only when the battery is completely
discharged. The SOC depicted in Figure 14 is valid for Figures 15 and 16 as well.
The last analyzed model is the one where the LUTs are replaced with constant
values fetched at a SOC of 60% (Figure 16). Analyzing the error one can state that
this is larger than for the model with optimized values in LUTs but smaller than for
the one with fitted values in LUTs.

The accuracy of the model based on constants is more than satisfactory and
proves that designing such model can run both on computer and real-time platform
simulators, reaching high accuracy and realistic behavior.

Figure 15.
The measured vs. optimized parameters voltage (top), their difference (bottom).
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5. Conclusions

The research conducted on battery modeling and simulation that is now a hot
topic in many research facilities both in academia and industry sectors requires
precision, accuracy and transparency but at the same time demands reaching all
these with the assumption of simplicity. There are many publications that reach
impressive accuracy when modeling battery cells but with the cost of high com-
plexity and large data manipulation inside the model. When speaking about pure
scientific impact, such models are more than beneficial to those involved in their
development. However, when coping with industry applications, the precision is as
important as is the simplicity. Hence, using the general architecture of high preci-
sion models and manipulating their parameters to avoid data overflow and keep the
accuracy in satisfactory boundaries become a lucrative solution.

The authors proved in this chapter that one can reach with wise interpretation
such solutions that are simple to use, are simple to design and offer the possibility to
simulate quite close to the real behavior a Li-ion battery cell.

Figure 16.
The measured vs. constant parameters voltage (top), their difference (bottom).
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Chapter 2

Permanent-Magnet Synchronous
Machine Drives
Adhavan Balashanmugham and Mockaisamy Maheswaran

Abstract

The permanent-magnet synchronous machine (PMSM) drive is one of best
choices for a full range of motion control applications. For example, the PMSM is
widely used in robotics, machine tools, actuators, and it is being considered in high-
power applications such as industrial drives and vehicular propulsion. It is also used
for residential/commercial applications. The PMSM is known for having low torque
ripple, superior dynamic performance, high efficiency and high power density. Sec-
tion 1 deals with the introduction of PMSM and how it is evolved from synchronous
motors. Section 2 briefly discusses about the types of PMSM. Section 3 tells about the
assumptions in PMSM for modeling of PMSM and it derives the equivalent circuit of
PMSM. In Section 4, permanent magnet synchronous motor drive system is briefly
discussed with explanation of each blocks in the systems. Section 5 reveals about the
control techniques of PMSM like scalar control, vector control and simulation of
PMSM driven by field-oriented control using fuzzy logic control with space vector
modulation for minimizing torque ripples. PMSM control with and without rotor
position sensors along with different control techniques for controlling various
parameters of PMSM for different applications is presented in Section 6.

Keywords: types of PMSM, modelling of PMSM, construction of PMSM drive
systems, control techniques of PMSM, advanced topics in PMSM drives sensored
control and sensorless control

1. Introduction

The electric motors are electromechanical machines, which are used for the
conversion of electrical energy into mechanical energy. The foremost categories of
AC motors are asynchronous and synchronous motors. The asynchronous motors
are called singly excited machines, that is, the stator windings are connected to AC
supply whereas the rotor has no connection from the stator or to any other source of
supply. The power is transferred from the stator to the rotor only by mutual
induction, owing to which the asynchronous motors are called as induction
machines.

The synchronous motors require AC supply for the stator windings and DC
supply for the rotor windings. The motor speed is determined by the AC supply
frequency and the number of poles of the synchronous motor, the rotor rotates at
the speed of the stator revolving field at synchronous speed, which is constant. The
variations in mechanical load within the machine’s rating will not affect the motor’s
synchronous speed [1].
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One of the types of synchronous motor is the PMSM. The PMSM consists of
conventional three phase windings in the stator and permanent magnets in the
rotor. The purpose of the field windings in the conventional synchronous machine
is done by permanent magnets in PMSM. The conventional synchronous machine
requires AC and DC supply, whereas the PMSM requires only AC supply for its
operation. One of the greatest advantages of PMSM over its counterpart is the
removal of dc supply for field excitation as discussed in [2].

The development of PMSM has happened due to the invention of novel mag-
netic materials and rare earth materials. PMSM give numerous advantages in
scheming recent motion management systems. Energy efficient PMSM are designed
due to the availability of permanent magnet materials of high magnetic flux density.

In synchronous motors the rotor rotates at the speed of stator revolving field.
The speed of the revolving stator field is called as synchronous speed. The synchro-
nous speed (ωs) can be found by the frequency of the stator input supply (fs), and
the number of stator pole pairs (p). The stator of a three phase synchronous motor
consists of distributed sine three phase winding, whereas the rotor consists of the
same number of p-pole pairs as stator, excited by permanent magnets or a separate
DC supply source as given in [3].

When the synchronous machine is excited with a three phase AC supply, a
magnetic field rotates at synchronous speed develops in the stator. The synchronous
speed of this rotating magnetic field is shown by the Eq. (1).

N ¼ 120 f s
� �

=P rpm (1)

where N, synchronous speed, fs, frequency of AC supply in Hz; P, number of
poles; p, pole pairs and it is given by (P/2).

2. Types of PMSM

The PMSM are classified based on the direction of field flux are as follows,

1.Radial field

2.Axial field

In radial field, the flux direction is along the radius of the machine. The radial
field permanent magnet motors are the most commonly used. In axial field, the flux
direction is parallel to the rotor shaft. The axial field permanent magnet motors are
presently used in a variety of numerous applications because of their higher power
density and quick acceleration.

The permanent magnets can be placed in many different ways on the rotor of
PMSM as discussed in [3, 4]. Figures 1 and 2 show the permanent magnets
mounted on the surface of the outer periphery of rotor laminations. This type of
arrangement provides the highest air gap flux density, but it has the drawback of
lower structural integrity and mechanical robustness. Machines with this arrange-
ment of magnets are known as Surface mount PMSMs.

One other types of placing the permanent magnets in the rotor, is embedding the
permanent magnets inside the rotor laminations. This type of machine construction
is generally referred to as Interior PMSM and it is shown in Figures 3 and 4.

The development of this arrangement is more difficult than the surface mount
or inset magnet permanent magnet rotors. The inset permanent magnet rotor con-
struction has the advantages of both the surface and interior permanent magnet
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rotor arrangements by easier construction and mechanical robustness, with a high
ratio between the quadrature and direct-axis inductances, respectively.

The surface PMSM with radial flux are generally applied for applications which
require low speed operations. These machines have the advantage of high power
density than the other types of PMSM. The interior PMSM are used for applications
which require high speed.

The principle of operation is identical for all the types of PMSM, in spite of the
types of mounting the permanent magnets in the rotor.

Figure 1.
Surface permanent magnet.

Figure 2.
Surface inset permanent magnet.
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The important significance of the type of mounting the permanent magnets on
the rotor is the variation in direct axes and quadrature axes inductance values,
which is explained below. The primary path of the flux through the permanent
magnets rotor is the direct axis. The stator inductance when measured in the
position of permanent magnets aligned with stator winding is called as direct axis
inductance. The quadrature axis inductance is measured by rotating the magnets
from the already aligned position (direct axis) by 90°, in this position the iron (inter
polar area of the rotor) sees the stator flux. The flux density of the permanent
magnet materials is presently high and its permeability is almost equal to that of the

Figure 3.
Interior permanent magnet.

Figure 4.
Interior permanent magnet with circumferential orientation.
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air, such that the air gap between the rotor and stator of PMSM can be treated as an
extension of permanent magnet thickness. The reluctance of direct axis is always
greater than the quadrature axis reluctance, since the effectual air gap of the direct
axis is several times that of the real air gap looked by the quadrature axis.

The significance of such an uneven reluctance is that the direct axis inductance
is greater than the quadrature axis inductance and it is shown in Eq. (2).

Ld >Lq (2)

where Ld is the inductance along the direct to the magnet axis and Lq is the
inductance along the axis in quadrature to the magnet axis.

3. Modeling of PMSM

For proper simulation and analysis of the system, a complete modelling of the
drive model is essential. The motor axis has been developed using d-q rotor refer-
ence frame theory as shown in Figure 5, as given [5]. At any particular time t, the
rotor reference axis makes an angle θr with the fixed stator axis and the rotating
stator mmf creates an angle α with the rotor d axis. It is viewed that at any time t,
the stator mmf rotates at the same speed as that of the rotor axis.

The required assumptions are obtained for the modelling of the PMSM without
damper windings.

1.Saturation is neglected.

2. Induced EMF is sinusoidal in nature.

3.Hysteresis losses and Eddy current losses are negligible.

4.No field current dynamics.

Figure 5.
Motor axis.
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Voltage equations from the model are given by,

Vq ¼ Rsiq þ ωrλd þ ρλq (3)

Vd ¼ Rsid � ωrλq þ ρλd (4)

Flux linkages are given by,

λq ¼ Lqiq (5)

λq ¼ Lqiq þ λf (6)

Substituting Eq. (5) and Eq. (6) into Eq. (3) and Eq. (4)

Vq ¼ Rsiq þ ωr Ldid þ λfð Þ þ ρLdid (7)

Vd ¼ Rsid � ωrLqiq þ ρ Ldid þ λfð Þ (8)

Arranging Eq. (7) and Eq. (8) in matrix form,

Vq

Vd

� �
¼ Rs þ ρLq ωrLd

�ωrLq Rs þ ρLd

� �
iq
id

� �
þ ωrλf

ρλf

� �
(9)

The developed torque motor is being given by,

Te ¼ 3
2

P
2

� �
λdiq � λqid
� �

(10)

The mechanical torque equation is,

Te ¼ TL þ Bωm þ J
dωm

dt
(11)

Solving for the rotor mechanical speed form Eq. (11)

ωm ¼
ð

Te � TL � Bωm

J

� �
dt (12)

and

ωm ¼ ωr
2
P

� �
(13)

In the above equations ωr is the rotor electrical speed, ωm is the rotor mechanical
speed.

3.1 Parks transformation and dynamic d-q modeling

The dynamic d-q modelling of the system is used for the study of motor during
transient state and as well as in the steady state conditions. It is achieved by
converting the three phase voltages and currents to dqo axis variables by using the
Parks transformation [4].

Converting the phase voltages variables Vabc to Vdqo variables in rotor reference
frame axis are illustrated in the equations,
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Vq

Vd

Vo

2
64

3
75 ¼ 2

3

cos θr
sin θr
1=2

cos θr � 120ð Þ
sin θr � 120ð Þ

1=2

cos θr þ 120ð Þ
sin θr þ 120ð Þ

1=2

2
6664

3
7775

Va

Vb

Vc

2
64

3
75 (14)

Convert Vdqo to Vabc

Va

Vb

Vc

2
64

3
75 ¼ 2

3

cos θr
cos θr � 120ð Þ
cos θr þ 120ð Þ

sin θr

sin θr � 120ð Þ
sin θr þ 120ð Þ

1

1

1

2
6664

3
7775

Vq

Vd

Vo

2
64

3
75 (15)

3.2 Equivalent circuit of PMSM

Equivalent circuit is essential for the proper simulation and designing of the
motor. It is achieved and derived from the d-q modelling of the motor using the
voltage equations of the stator. From the assumption, rotor d axis flux is
represented by a constant current source which is described through the following
equation,

λf ¼ Ldm if (16)

where λf, field flux linkage; Ldm, d-axis magnetizing inductance; if, equivalent
permanent magnet field current.

Figure 6 shows the equivalent circuit of PMSM without damper windings.

4. Permanent magnet synchronous motor drive system

The motor drive essentially consists of four main components such as the
PMSM, the inverter, the main control unit and the position sensor. Interconnections
of the components are shown in Figure 7.

4.1 Inverter

For variable frequency and magnitude, voltage source inverters are devices
which convert the constant DC voltage level to variable AC voltage. As specified in
the function, these inverters are commonly used in adjustable speed drives.

Figure 6.
Equivalent circuit of PMSM without damper windings.
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Figure 8 shows a voltage source inverter with a supply voltage Vdc and with six
switches. The frequency of the AC voltage can be variable or constant based on the
applications [2, 6].

Three phase inverters consist of a DC voltage source and six power ON/OFF
switches connected to the PMSM as shown in Figure 8. Selection of the inverter
switches must be carefully done based on the necessities of operation, ratings and
the application. There are several devices available in the market and these are
thyristors, bipolar junction transistors (BJTs), MOS field effect transistors
(MOSFETs), insulated gate bipolar transistors (IGBTs) and gate turn off thyristors
(GTOs). It has been inferred that MOSFETs and IGBTs are preferred in the industry
because of its advantages that the MOS gating permits high power gain and control
advantages. MOSFET is considered to be universal power ON/OFF device for low
power and low voltage applications, whereas IGBT has wide acceptance in the
motor drive applications and other application in the low and medium power range.
The power devices when used in motor drives applications require an inductive
motor current path provided by antiparallel diodes when the switch is turned off.

5. Control techniques of PMSM

Many techniques based on both motor designs and control techniques that have
been proposed in literature to diminish the torque ripples in the PMSM (Figure 9).

Figure 7.
Components permanent magnet synchronous motor drive.

Figure 8.
Voltage source inverter with DC supply and load (PMSM).
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5.1 Scalar control

One way of controlling ACmotors for variable speed applications is through the
open loop scalar control, which represents themost popular control strategy of squirrel
cage ACmotors. It is presently used in applications where information about the
angular speed need not be known. It is suitable for a wide range of drives as it ensures
robustness at the cost of reduced dynamic performance. Typical applications are pump
and fan drives and low-cost drives. The main idea of this method is the variation of the
supply voltage frequency inattentively from the shaft response (position, angular
speed). Themagnitude of the supply voltage is changed according to the frequency in a
constant ratio. Themotor is then in the condition where themagnetic flux represents
the nominal value and the motor is neither over excited nor under excited. Themajor
advantage of this simple method is running in a sensorless mode because the control
algorithm does not need information about the angular speed or actual rotor position.
On the contrary, the significant disadvantages are the speed dependence on the exter-
nal load torque, mainly for PMSM, and the reduced dynamic performances.

5.2 Vector control

The vector control of PMSM allows separate closed loop control of both the flux
and torque, thereby achieving a similar control structure to that of a separately
excited DC machine, as discussed in [7].

5.2.1 Direct torque control (DTC)

The DTC is one of the high performance control strategies for the control of AC
machine. In a DTC drive applications, flux linkage and electromagnetic torque are
controlled directly and independently by the selection of optimum inverter switching
modes of operation. To acquire a faster torque output, low inverter switching fre-
quency and low harmonic losses in the model, the selection is made to restrict the flux

Figure 9.
Classification of the various control techniques.
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linkages and electromagnetic torque errors within the respective flux and torque
hysteresis bands. The required optimal switching vectors can be selected by using the
optimum switching voltage vector look-up table. This can be obtained by simple
physical considerations involving the position of the stator-flux linkage space vector,
the available switching vectors, and the required torque flux linkage.

5.2.2 Field oriented control (FOC) of PMSM

For the control of PM motors, FOC technique is used for synchronous motor to
evaluate as a DC motor. The stator windings of the motor are fed by an inverter that
generates a variable frequency variable voltage scheme. Instead of controlling the
inverter frequency independently, the frequency and phase of the output wave are
controlled using a position sensor.

FOC was invented in the beginning of 1970s and it demonstrates that an induction
motor or synchronous motor could be controlled like a separately excited DC motor
by the orientation of the stator mmf or current vector in relation to the rotor flux to
achieve a desired objective. For the motor to behave like a DC motor, the control
needs knowledge of the position of the instantaneous rotor flux or rotor position of
permanent magnet motor. This needs a resolver or an absolute optical encoder.
Knowing the position, the three phase currents can be calculated. Its calculation using
the current matrix depends on the control desired. Some control options are constant
torque and flux weakening. These options are based in the physical limitation of the
motor and the inverter. The limit is established by the rated speed of the motor, at
which speed the constant torque operation finishes and the flux weakening starts as
shown in Figure 10 as shown in [7]. From the literature it has been found that the best
control for PMSM to make it to behave like a DC motor using decoupling control is
known as vector control or field oriented control. The torque components of flux and
currents in the motor are separated by the vector control through its stator excitation.

From the dynamic model of the PMSM, the vector control is derived.
Assuming the line currents as input signals,

ia ¼ Im sin ωrtþ αð Þ (17)

ib ¼ Im sin ωrtþ α� 2π
3

� �
(18)

ic ¼ Im sin ωrtþ αþ 2π
3

� �
(19)

Figure 10.
Steady state torque versus speed.
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Writing the above Eq. (17) to Eq. (19) in the matrix form,

ia
ib
ic

0
B@

1
CA ¼

cos ωrtþ αð Þ
cos ωrtþ α� 2π

3

� �

cos ωrtþ αþ 2π
3

� �

0
BBBBB@

1
CCCCCA

Imð Þ (20)

where α is the angle between the rotor field and stator current phasor, ωr is the
electrical rotor speed.

Using the Park’s transformation, the currents obtained in the previous cycle are
transformed to the rotor reference frame axis with the rotor speed ωr. Since α is
fixed for a given load torque, the q and d axis currents are fixed in the rotor
reference frames. These constant values are made similar to the armature and field
currents in the separately excited DC machine. The q axis current is distinctly
equivalent to the armature current of the DC machine. The d axis current is field
current, but not in its entirety. It is only a partial field current; the other part is
contributed by the equivalent current source representing the permanent magnet
field. Thus, the q axis current is known as the torque producing component and the
d axis current is called the flux producing component of the stator currents.

Substituting Eq. (20) in Eq. (14) and obtaining id and iq in terms of Im as follows,

iq
id

� �
¼ Im

sin α
cos α

� �
(21)

Using Eq. (3), Eq. (4), Eq. (10) and Eq. (21) the electromagnetic torque equa-
tion is obtained as given below,

Te ¼ 3
2
:
P
2

1
2

Ld � Lq
� �

I2m sin 2αþ λf Im sin α
� �

(22)

where Ld and Lq are the d and q axis synchronous inductances. Each of the two
terms in the equation has a useful physical interpretation. The first “magnet” torque
term is independent of id but is directly proportional to the stator current compo-
nent iq. In contrast, the second reluctance torque term is proportional to the id and iq
current component product and to the difference of the inductance values.

As Eq. (22) shows that the torque depends on the rotor type and its inductances
Ld, Lq and on permanent magnets mounted on the rotor. The non-salient PMSM
have surface mounted magnets on the rotor and the reluctance term disappears
since Lq equals Ld. On the contrary, the electromagnetic torque is more dominated
by the reluctance component when permanent magnets are interior mounted and
the rotor’s saliency causes a difference in Lq and Ld.

5.2.3 Simulation of permanent magnet synchronous motor driven by field oriented control
using fuzzy logic control with space vector modulation for minimizing torque ripples

One of the major disadvantages of the PMSM drive is the torque ripple produced
which can be attributed to the following sources:

1.mutual torque, due to the interaction of the rotor field and stator currents;

2.reluctance torque, due to rotor saliency;

3.cogging torque, due to the existence of stator slots.
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ia ¼ Im sin ωrtþ αð Þ (17)

ib ¼ Im sin ωrtþ α� 2π
3

� �
(18)

ic ¼ Im sin ωrtþ αþ 2π
3

� �
(19)

Figure 10.
Steady state torque versus speed.
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Writing the above Eq. (17) to Eq. (19) in the matrix form,
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3

� �

cos ωrtþ αþ 2π
3

� �

0
BBBBB@

1
CCCCCA

Imð Þ (20)

where α is the angle between the rotor field and stator current phasor, ωr is the
electrical rotor speed.
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fixed for a given load torque, the q and d axis currents are fixed in the rotor
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Substituting Eq. (20) in Eq. (14) and obtaining id and iq in terms of Im as follows,

iq
id

� �
¼ Im

sin α
cos α

� �
(21)

Using Eq. (3), Eq. (4), Eq. (10) and Eq. (21) the electromagnetic torque equa-
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Te ¼ 3
2
:
P
2

1
2

Ld � Lq
� �

I2m sin 2αþ λf Im sin α
� �

(22)

where Ld and Lq are the d and q axis synchronous inductances. Each of the two
terms in the equation has a useful physical interpretation. The first “magnet” torque
term is independent of id but is directly proportional to the stator current compo-
nent iq. In contrast, the second reluctance torque term is proportional to the id and iq
current component product and to the difference of the inductance values.

As Eq. (22) shows that the torque depends on the rotor type and its inductances
Ld, Lq and on permanent magnets mounted on the rotor. The non-salient PMSM
have surface mounted magnets on the rotor and the reluctance term disappears
since Lq equals Ld. On the contrary, the electromagnetic torque is more dominated
by the reluctance component when permanent magnets are interior mounted and
the rotor’s saliency causes a difference in Lq and Ld.

5.2.3 Simulation of permanent magnet synchronous motor driven by field oriented control
using fuzzy logic control with space vector modulation for minimizing torque ripples

One of the major disadvantages of the PMSM drive is the torque ripple produced
which can be attributed to the following sources:

1.mutual torque, due to the interaction of the rotor field and stator currents;

2.reluctance torque, due to rotor saliency;

3.cogging torque, due to the existence of stator slots.

31

Permanent-Magnet Synchronous Machine Drives
DOI: http://dx.doi.org/10.5772/intechopen.88597



In this section presents an application of fuzzy logic control to denigrate the
torque ripple associated with the field oriented control when used in control of a
PMSM. a SVPWM based FOC with fuzzy logic control is proposed to produce an
effective selection of the stator voltage vector to obtain smooth torque performance.
The significant advantages of space vector modulation are the ease of microproces-
sor implementation. Also, one advantage of FOC is that it increases efficiency,
letting smaller motors replace larger ones without sacrificing torque and speed.
Another advantage is that it offers higher, more dynamic performance in the case of
speed and torque controlled ac drives.

The block diagram of proposed FOC with the fuzzy logic based controller for the
PMSM drive is shown in Figure 11.

The fuzzy logic controller (FLC) executes the rule based taking the inputs and
gives the output by defuzzification. The inputs are torque error (e) and change in
torque error (ce) and the output is torque limit (T*) which is equivalent to isqref. The
dq projections of the stator currents are then compared to their reference values
isqref and isdref = 0 (to get maximum torque, set to zero if there is no field weaken-
ing) and corrected by means of PI current controllers. The outputs of the current
controller are passed through the inverse Park transform and a new stator voltage
vector is impressed to the motor using the SVPWM technique.

Figure 11.
Block diagram of PMSM driven by FOC using FLC with SVPWM.
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5.2.3.1 Space vector pulse width modulation

Space vector PWM (SVPWM) refers to a special technique of determining the
switching sequence of the upper three power transistors of a three-phase voltage
source inverter (VSI). There are eight possible combinations of on and off states for
the three upper power transistors which determine eight phase voltage configura-
tions. This PWM technique controls the motor based on the switching of space
voltage vectors, by which an approximate circular rotary magnetic field is obtained.
It approximates the reference voltage Vref by a combination of the eight switching
patterns (V0–V7). The vectors (V1–V6) divide the plane into six sectors (each sector:
60°). Vref is generated by two adjacent non-zero vectors and two zero vectors. The
switching sector is shown in Figure 12 and Table 1 shows the switching vector for
inverter.

5.2.3.2 PI controller tuning

The current loop PI controllers compare the actual current with reference cur-
rent and produce iq and id current, respectively. PI tuning is done by trial and error
method.

5.2.3.3 Fuzzy logic controller

The basic concept behind FLC is to utilize the expert knowledge and experience
of a human operator for designing a controller an application process whose input-
output relationship is given by a collection of fuzzy control rules using linguistic
variables instead of a complicated dynamic model.

The FLC initially converts the crisp error and change in error variables into
fuzzy variables and then are mapped into linguistic labels. Membership functions
are associated with each label as shown in which consists of two inputs and one
output. The inputs are Torque error and change in torque error and the output is
torque limit. Fuzzy Inference System uses “IF... THEN...” statements, and the

Figure 12.
Switching vectors and sectors.
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connectors present in the rule statement are “OR” or “AND” to make the necessary
decision rules.

The linguistic labels are divided into seven groups. They are: NB—negative big;
NM—negative medium; NS—negative small; Z—zero; PS—positive small; PM—

positive medium; PB—positive big. Each of the inputs and the output contain
membership functions with all these seven linguistics.

Figure 13 shows the speed error, Figure 14 shows the change in speed error and
Figure 15 shows the torque limit.

The mapping of the fuzzy inputs into the required output is derived with the
help of a rule base as given in Table 2.

Vector A+ B+ C+ A- B- C- VAB VBC VCA

V0 = {000} OFF OFF OFF ON ON ON 0 0 0

V1 = {100} ON OFF OFF OFF ON ON +Vdc 0 �Vdc

V2 = {110} ON ON OFF OFF OFF ON 0 +Vdc �Vdc

V3 = {010} OFF ON OFF ON OFF ON �Vdc +Vdc 0

V4 = {011} OFF ON ON ON OFF OFF �Vdc 0 +Vdc

V5 = {001} OFF OFF ON ON ON OFF 0 �Vdc +Vdc

V6 = {101} ON OFF ON OFF ON OFF +Vdc �Vdc 0

V7 = {111} ON ON ON OFF OFF OFF 0 0 0

Table 1.
Switching vectors for inverter.

Figure 13.
Torque error input to FLC.

Figure 14.
Change in torque error input to FLC.
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5.2.3.4 Simulation results and discussion

The simulink model of FLC with SVPWM based FOC of PMSM is shown in
Figure 16 and that of SVPWM pulse production is shown in Figure 17.

The FOC of PMSM is done using conventional PI controller and FLC using
SVPWM techniques using MATLAB version R2009a and the results are compared
with other reported results in Table 3. The parameters of PMSM used in the
simulation are given in the appendix.

Figure 15.
Torque limit output of FLC.

e Δe NB NM NS Z PS PM PB

NB NB NB NB NM NM NS Z

NM NB NB NB NM NS Z PS

NS NB NM NS NS Z PS PM

Z NM NM NS Z PS PM PM

PS NM NS Z PS PS PM PB

PM NS Z PS PM PM PB PB

PB Z PS PM PM PB PB PB

Table 2.
Rules for FLC.

Figure 16.
Simulink model of FLC with SVPWM based FOC of PMSM.
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The torque ripple can be calculated by using the relation.

Torque ripple factor ¼ Peak to peak torque
Rated torque

(23)

The simulation results are shown in Figures 18–20.
From Figure 19 (Torque waveform) it is inferred that the torque ripples oscil-

lates from 7.91 Nm (minimum) to 8.05 Nm (maximum) for the given reference
torque of 8 Nm.

Figure 17.
Simulink model of SVPWM pulse production.

Control strategies Torque ripple factor (%)

Proposed FLC with SVPWM 1.75

Mattavelli et al. [8] 3.8

Qian et al. [9] 3.9

Tarnik and Murgas [10] 4

Hasanien [11] 12

Table 3.
Comparison of control strategies in PMSM.

Figure 18.
Torque output for FOC based PMSM using FLC and SVPWM.
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Torque ripple factor (%) as per Eq. 23 is given by = ((8.05–7.91)/8) �
100 = 0.14/8 � 100 = 1.75.

It is clear that variation in torque shown in Table 3 is less in case of fuzzy logic
controllers and they can achieve a minimum torque ripple than other control tech-
niques. It has been viewed that the discussed control strategy has helped in reducing
the torque ripples to 1.75%. Thus by using FLC based controller, ripples are reduced
completely.

6. Advanced topics in PMSM drives

6.1 PMSM control with rotor position sensors

The encoders, resolvers, eddy current sensors are used for rotor position sensing
of PMSM control. Absolute encoder has the advantages that it could retain the
position information in power outage conditions and for long inactive periods of
devices. It is suitable for the applications such as flow control, crane movement, and
astronomical telescopes. The position resolvers are the rotary transformers where
primary winding is placed on rotor. The induced voltage at secondary winding is
shifted by 90 would be different which is based on the rotor shaft angle [12].

Figure 19.
Torque ripples in FOC based PMSM using FLC and SVPWM.

Figure 20.
Dynamic torque using FLC with SVPWM based field controlled PMSM.
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The PMSM control with speed, torque controller, where rotor angular position
sensor is used to get the feedback. The general block diagram is given in Figure 21.

The PMSM control with speed, torque controller, where rotor angular position
sensor is used to get the feedback. The general block diagram is given in Figure 22.

6.2 PMSM control without position sensors

The control scheme for sensorless PMSM where the rotor position information is
used as feedback to controllers is given in Figure 23.

The estimation of stator flux is used to find the stator current at a predicted rotor
position. The error in the predicted rotor position is corrected by finding the
difference between the estimated stator current and measured current [13].

6.2.1 Sensorless control schemes for PMSM

The difficulties in estimating the rotor position due the reasons: 1. scalar speed
estimation and 2. initial position of rotor is not known. The non-measurable vari-
ables of PMSM are estimated by the observers. For zero-speed application, salience
tracking technique is considered as appropriate, where back-Emf technique fails at
low speed. The methods generally used to estimate the rotor position are tracking
observer, tracking state filter and arctangent calculation [14].

Figure 21.
The general block diagram for PMSM control with rotor position sensor.

Figure 22.
PMSM control scheme with angular position sensor [13].
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The sliding mode observer having sigmoid switching function, effectively
suppressed the oscillation of system. The cut-off frequency of LPF is tuned to rotor
speed, so that the rotor speed becomes real-time and tunable [15].

In PMSM vector control system with space vector PWM voltage source inverter
(SVPVM-VSI), the single shunt current sensing with model reference adaptive
system (MRAS) for rotor position sensorless control method is implemented [16].

To estimate the position variable of PMSM: 1. Linear Luenberger observer is
constructed 2. PI-type controller which is based on LMI is suggested [17].

To estimate the rotor position: 1. The delta-sigmamodulation 2. CIC extraction filter
method are used. It is found that signal-to-noise ratio is high in this technique [18].

The neural network observer used for estimating speed/position of rotor in
PMSM, where the observer can do the tracking of the rotor speed at low speed range
with greater accuracy [19].

A linearized IPMSM model which is using FOC is created. The rotor speed and
phase current of the model is estimated by extended Kalman filter (EKF) [20].

A novel SMO is proposed to achieve greater degree of accuracy in estimating the
position and speed of PMSM. Further, the observer reduced the filter links and
phase compensation links that achieved a simplification in traditional SMO [21].

A simplified vector control model of PMSM with NNPID controller is created.
Automatic tuning of variables could be achieved by using BP NNPID. The
overswing phenomenon is eliminated to the maximum extent possible [22].

The feasibility of feedback linearization of PMSM model is shown by MIMO
nonlinear system example and then it was combined with vector control method.
For handling the nonlinear system, it is showed that feedback linearization is a
better method and has better control capability [23].

To estimate the initial position of rotor, a start-up strategy is proposed to over-
come the drawback of back emf based control at zero and low speed ranges. The NN
based controller is employed to control the current and speed of back emf based FOC
of PMSM. The dynamic response of surface mounted type PMSM is improved [24].

A model of IPMSM is developed based on intelligent control method maximum
torque per ampere (MTPA) principle in order to achieve the dynamic response
characteristics for high precision position servo systems. The shakeless fuzzy con-
troller is proposed with a new control method which is based on single neuron that
tunes the output scaling factor of the controller [25].

Figure 23.
Sensorless control scheme for PMSM.
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Figure 23.
Sensorless control scheme for PMSM.
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To estimate the rotor position, speed and stator resistance, an interconnected
higher order sliding mode observer (HOSMO) for IPMSM is developed [26].

The traditional backstepping control is improved by adding integral control at
each step of the tracking and regulation strategies. This permits to reject uncer-
tainties and disturbances.

The stator resistance is influenced by temperature variation that varies ran-
domly. An improved method based on variable parameter PI to compensate the
stator resistance is proposed. By constructing the stator flux observer mathematical
model of direct torque control (DTC), the problem of error existing in stator flux is
solved [27].

6.2.2 Speed-torque ripple-suppression

An ILC controller is implemented along with a PI speed controller to minimize
the periodic ripples in speed. When the learning algorithm is implemented in
frequency domain, it showed better performance in minimizing the ripples in speed
than time domain implementation. This is due to the elimination of forgetting
factor (FF), in time domain learning method [28].

A new novel method “Intelligent sensor bearing” is implemented by modifying
the feedback information that comes from sensor. An Iterative Learning Control
(ILC) is used to deal with the periodical errors for reducing ripples in speed [29].

A novel technique “Instantaneous torque control” based on fuzzy logic control-
ler (FLC) with SVPWM is proposed to reduce the torque ripples in PMSM. The
simulation results are presented in Section 5.2.3 [30].

To minimize the torque ripples of PMSM, the instantaneous field oriented
torque control schemes (a) ILC with hysteresis pulse width modulation (HPWM),
(b) ILC with SVPWM are proposed. The simulation results showed that ILC with
SVPWM has better control over torque ripples [31].

The speed torque ripple minimization of PMSM is achieved by using neural
networks (NN). The conventional PI-controller based vector control method was
compared with feed forward NN (FFNN). The simulation showed that NN con-
troller has better control than PI controller [32].

6.2.3 Application specific PMSM controls

In high speed traction applications, the motor speed range of IPMSM is extended
by single current regulator flux-weakening control strategy which results in steady
operation of motor with high speed [29].
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Ld d-axis self-inductance
Vd d-axis voltage
ρ derivative operator
Te develop electromagnetic torque
d direct or polar axis
DTC direct torque control
ωr electrical speed
if equivalent permanent magnet field current
Ls equivalent self-inductance per phase
λd flux linkage due d axis
λq flux linkage due q axis
λdm flux linkage due to rotor magnets linking the stator
B friction
FLC fuzzy logic controller
J inertia
ki integral control gain
TL load torque
ωrated motor rated speed
Tm motor torque
P number of poles
Im peak value of supply current
λf PM flux linkage or field flux linkage
kp proportional control gain
iq q-axis current
Lqm q-axis magnetizing inductance
Lq q-axis self-inductance
Vq q-axis voltage
q quadrature or interpolar axis
Tref reference motor torque
θr rotor position
ωm rotor speed
L self-inductance
Lls stator leakage inductance
Rs stator resistance
ia, ib, ic three phase currents
Va, Vb, Vc three phase voltage

Appendix 1: parameters of PMSM

Rated power 1 HP

Rated torque 8 Nm

Rated voltage 300 V

Rated current 2.5 A

Stator resistance 0.9585 Ω

Inductance Ld 0.00525 H

Inductance Lq 0.00525 H

Magnetic flux 0.1827 weber

No. of poles 8
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Moment of inertia 0.0006329 kg m2

Friction factor 0.0003035 Nm/(rad/s)

Appendix 2: block parameters

kp 10

ki 1
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Chapter 3

Investigation on Internal Short
Circuit Identification of Lithium-
Ion Battery Based on Mean-
Difference Model and Recursive
Least Square Algorithm
Xu Zhang, Yue Pan, Enhua Wang, Minggao Ouyang,
Languang Lu, Xuebing Han, Guoqing Jin, Anjian Zhou
and Huiqian Yang

Abstract

Electric vehicles powered by lithium-ion batteries take advantages for urban
transportation. However, the safety of lithium-ion battery needs to be improved.
Self-induced internal short circuit of lithium-ion batteries is a serious problem
which may cause battery thermal runaway. Accurate and fast identification of
internal short circuit is critical, while difficult for lithium-ion battery management
system. In this study, the influences of the parameters of significance test on the
performance of an algorithm for internal short circuit identification are evaluated
experimentally. The designed identification is based on the mean-difference model
and the recursive least square algorithm. First, the identification method is
presented. Then, two characteristic parameters are determined. Subsequently, the
parameters of the significance calculation are optimized based on the measured
data. Finally, the effectiveness of the method for the early stage internal short
circuit detection is studied by an equivalent experiment. The results indicate that
the detection time can be shortened significantly via a proper configuration of the
parameters for the significance test.

Keywords: lithium-ion battery, internal short circuit identification,
significance test, mean-difference model, equivalent experiment

1. Introduction

Safety and energy saving as well as environmental protection are the key points
for automobile industry development [1, 2]. Lithium-ion batteries have been widely
used due to their high energy density, long cycle life, low environmental pollution,
no memory effect, and high charge and discharge rates [3–5]. With the rapid
development of materials technology, the energy density of lithium-ion batteries is
gradually increased, causing the thermal runaway events accordingly. Its safety

47



Chapter 3

Investigation on Internal Short
Circuit Identification of Lithium-
Ion Battery Based on Mean-
Difference Model and Recursive
Least Square Algorithm
Xu Zhang, Yue Pan, Enhua Wang, Minggao Ouyang,
Languang Lu, Xuebing Han, Guoqing Jin, Anjian Zhou
and Huiqian Yang

Abstract

Electric vehicles powered by lithium-ion batteries take advantages for urban
transportation. However, the safety of lithium-ion battery needs to be improved.
Self-induced internal short circuit of lithium-ion batteries is a serious problem
which may cause battery thermal runaway. Accurate and fast identification of
internal short circuit is critical, while difficult for lithium-ion battery management
system. In this study, the influences of the parameters of significance test on the
performance of an algorithm for internal short circuit identification are evaluated
experimentally. The designed identification is based on the mean-difference model
and the recursive least square algorithm. First, the identification method is
presented. Then, two characteristic parameters are determined. Subsequently, the
parameters of the significance calculation are optimized based on the measured
data. Finally, the effectiveness of the method for the early stage internal short
circuit detection is studied by an equivalent experiment. The results indicate that
the detection time can be shortened significantly via a proper configuration of the
parameters for the significance test.

Keywords: lithium-ion battery, internal short circuit identification,
significance test, mean-difference model, equivalent experiment

1. Introduction

Safety and energy saving as well as environmental protection are the key points
for automobile industry development [1, 2]. Lithium-ion batteries have been widely
used due to their high energy density, long cycle life, low environmental pollution,
no memory effect, and high charge and discharge rates [3–5]. With the rapid
development of materials technology, the energy density of lithium-ion batteries is
gradually increased, causing the thermal runaway events accordingly. Its safety
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problem must be taken into account seriously [6–9]. The safety of batteries may
affect the confidence of the users of electric vehicles. Therefore, battery safety is
one of the biggest obstacles for the application of electric vehicles. Internal short
circuit is an important step leading to the thermal runaway. Thus an accurate
and rapid identification for internal short circuit is necessary and needs to be
solved [10].

The internal short circuit can be detected by comparing the output of the battery
with a threshold or a predicted value via a mathematical model. Ikeuchi et al.
measured the electricity output of the battery and compared with a threshold
computed by the ampere-hour integration [11]. Ouyang et al. proposed three char-
acteristic parameters according to the parameter effect and the depleting effect of
an internal short-circuited battery. The variations of the open circuit voltage (OCV)
and the internal resistance were determined based on a mean-difference model.
Then, a significance criterion and a fault tolerance mechanism were used to judge
whether the internal short circuit happened [12]. Feng et al. used a 3D
electrochemical-thermal model to simulate the internal short circuit and regarded it
as a parameter estimation problem [13]. The measured voltage and the temperature
of the cell were input to a model to evaluated excessive depletion of the capacity
and abnormal heat generation. The internal short circuit resistance was estimated
by Seo et al. according to the SOC variation and the discrete ampere-hour integrals
from an equivalent circuit model with internal short circuit branches [14]. Xia et al.
employed a voltage correlation coefficient and a threshold to determine whether
an internal short circuit occurred via capturing the initial abnormal voltage signal
[15]. This method could eliminate the influence of the SOC. Zhang et al. designed a
low-pass filter to estimate the leakage current and the resistance of the internal
short circuit cell in real time [16]. Kang et al. developed a multi-fault diagnostic
strategy based on an interleaved voltage measurement topology. An improved
correlation coefficient method was employed to eliminate the inconsistency among
the cells and the measurement errors [17]. Kong et al. used a principle of similar
charging voltage to obtain the remaining charging electricity and used the average
voltage to obtain the internal short circuit resistance and thus the internal short
circuit was identified. However, the charging voltage does not have similarities in
some cases, and the average voltage may not be correctly obtained [18]. Feng et al.
analyzed the characteristics of internal short circuit using an electrochemical-
thermal coupling model. This is significant for internal short circuit identification,
but it also reveals the difficulty of internal short circuit identification [19].

The operation conditions of the lithium-ion battery in an electric vehicle are
very complicated and its safety is critical. Therefore, it is important to find a
method which can detect the self-induced internal short circuit in time. Our previ-
ous study proposed a method to detect the internal short circuit [12]. However, the
detection time of this method is still not satisfactory. In this study, the identification
method for the internal short circuit is modified, and the influences of the parame-
ters of the significance test are evaluated. Then, the modified identification algo-
rithm is validated via an equivalent experiment. First, the basic working principle
and procedures for the internal short circuit detection are introduced based on the
mean-difference model. Then, the parameters for the internal short circuit identifi-
cation are configured. Next, a replacement experiment is carried out, and the results
of this method are computed. Subsequently, the results of a significance test are
analyzed. The outcomes indicate that the detection time can be shortened signifi-
cantly compared with those of the previous study. Finally, the possibility of the
identification algorithm for early-stage internal short circuit detection is investi-
gated. The results of this study can provide a reference for the practical applications
so that the safety of lithium-ion batteries can be improved.
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2. Identification method

The mathematical model of the designed identification method is presented
in this section. First, the equivalent circuit model is introduced. Then, the mean-
difference model and the recursive least square algorithm are described. Finally,
the identification procedure is illuminated.

2.1 Equivalent circuit model

Figure 1(a) shows the equivalent circuit model of a lithium-ion battery with an
internal short circuit resistor, where RISCr and IISCr are the resistance and the
current of the internal short circuit, respectively:

Based on Figure 1(a), the OCV can be expressed by

U ¼ RISCr

Rþ RISCr
E� RISCr

Rþ RISCr
RI: (1)

When the internal short circuit resistance approaches infinite, it can be taken as
there is no internal short circuit. However, if it is less than a certain value, an
internal short circuit branch may be considered to be generated in the battery cell.
The parameter effect is the change of internal resistance and open circuit voltage
due to the internal short circuit branch according to Eq. (1). The depleting effect is
the drop of the open circuit voltage and the fluctuation of the internal resistance
caused by the self-discharge of the internal short circuit battery.

2.2 Mean-difference model

The parameters of the equivalent circuit model for different cells inside a battery
pack are not the same due to the discrepancies of material ingredients,
manufacturing processes, and working conditions. The mean-difference model
includes a mean model for the pack and a difference model for each cell, which can
be used to represent difference among the cells. The parameters of the mean
model are obtained according to the average performance of the battery pack.
Meanwhile, the difference model displayed in Figure 1(b) describes the difference
of a specific cell against the mean model. In Figure 1(b), ΔUi, ΔEi, and ΔRi are the
differences between the i-th cell and the mean model of the battery pack. For a
battery pack in series connection, the current flowing through each cell is uniform.

Figure 1.
Equivalent circuit of lithium-ion battery: (a) circuit with internal short circuit resistor and (b) mean-difference
model of a cell.
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Umean is the average cell voltage calculated by excluding the highest and lowest
voltages among these cells.

2.3 Recursive least square algorithm

For a battery pack in series layout, the total current and the terminal voltage can
be measured. Accordingly, Umean and ΔUi can be calculated by Eqs. (2) and (3):

ΔUi ¼ ΔEi � IΔRi (2)

ΔU ¼ Ui �Umean (3)

After that, ΔEi and ΔRi can be identified by the recursive least square (RLS)
algorithm with a forgetting factor, which is represented by Eqs. (4)–(7). In this
algorithm, ΔEi and ΔRi are the parameters needed to be identified, and φ is the
recursor:

Y ¼ ΔUi (4)

Y ¼ φ ∙ θ (5)

θ ¼ ΔEi;ΔRið ÞT (6)

φ ¼ 1;�Ið Þ (7)

The calculation process of the RLS algorithm with a forgetting factor can be
expressed by Eqs. (8)–(12):

y kð Þ ¼ φ kð Þθ kð Þ þ e kð Þ (8)

e kð Þ ¼ y kð Þ � φ kð Þθ̂ k� 1ð Þ (9)

K kð Þ ¼ P k� 1ð ÞφT kð Þ
λþ φ kð ÞP k� 1ð ÞφT kð Þ (10)

P kð Þ ¼ P k� 1ð Þ � K kð Þφ kð ÞP k� 1ð Þ
λ

(11)

θ̂ kð Þ ¼ θ̂ k� 1ð Þ þ K kð Þe kð Þ (12)

where y(k) is the system output, φ(k) is the vector that can be measured, θ(k) is
the vector to be estimated, P(k) is the covariance matrix, K(k) is the gain, and λ is
the forgetting factor.

2.4 Identification procedure

The variations of ΔEi and ΔRi are due to the parameter effect and the depleting
effect as well as the inconsistencies among all the cells of the battery pack. The
characteristic parameters that can be used to identify the internal short circuit
should reflect the difference between the internal short circuit cell and the others
and can be represented by the mean-difference model. At the same time, the
battery SOC and the internal short circuit resistance have great influences on the
internal short circuit identification [20]. There is a one-to-one correspondence
between the SOC and the OCV. As a result, ΔE can reflect the discharge capacity of
the battery, which relates to the situations of the internal electrochemical reaction
of the battery. fluc(ΔR) is the fluctuation of the computed internal short circuit
resistance in a certain interval and can be used to label the event of the internal
short circuit of the battery cell. In our previous investigation, three different

50

Applied Electromechanical Devices and Machines for Electric Mobility Solutions

parameters including ΔEi, d(ΔEi)/dt and fluc(ΔRi) were used to detect the internal
short circuit independently [12]. However, the performance of this method for the
early-stage internal short circuit detection was not satisfied. Therefore, a modified
method taking into account both ΔEi and fluc(ΔRi) is designed in this study.

The main decision process is described in Figure 2. First, the terminal voltage
and the operation current of the i-th cell are measured, and the average terminal
voltage is calculated. Then, ΔUi can be determined by the mean-difference model.
Next, the parameters ΔEi and ΔRi are identified by the RLS method. According to
the parameter effect and the depleting effect, the value of ΔEi of the internal short
circuit battery is always negative, while the value of ΔRi fluctuates up and down.
Then, the internal short circuit is judged by a significance calculation. In this study,
to improve the accuracy of identification, an anti-false alarm mechanism is adopted;
if 80% of 150 continuous data range of the significance calculation results exceed a
prescribed threshold, an event of internal short circuit is setup by the characteristic
parameter. Only these two characteristic parameters (ΔEi and fluc(ΔRi)) detect the
event of internal short circuit simultaneously; a final decision of the internal short
circuit is confirmed. This anti-false alarm mechanism is a modification based on the
previous method in [12].

The forgetting factor λ affects the stability of the least squares algorithm. The
stability of the algorithm increases as the λ approaches 1. However, the identifica-
tion precision for the actual parameter variation diminishes. When λ decreases, the
calculated results may diverge. An optimal range of λ is obtained as 0.99–0.995
based on the test results with different internal short circuit resistances. To keep the
error as small as possible, especially for the value of ΔRi, while maintaining the RLS
algorithm stable, the forgetting factor is set to 0.992 in this study.

In the previous method [12], d(ΔEi)/dt was also used to identify the internal
short circuit. In this study, it is found that d(ΔEi)/dt is not reliable due to limitations
of the sampling frequency and the sampling accuracy and is not recommended. ΔEi

and ΔRi are directly obtained by the identification algorithm. The fluctuation value
fluc(ΔRi) of the internal resistance is obtained as the standard deviation of 150
continuous sampling points adjacent to the current moment, which is expressed by

fluc ΔR kTð Þð Þ ¼ StDev ΔR k� 149ð ÞTð Þ;ΔR k� 148ð ÞTð Þ;…;ΔR kTð Þf g: (13)

where StDev is the standard deviation. Significance calculation results are
obtained according to the extreme values of characteristic parameters, the average
value μ, and the standard deviation σ. The μ and σ are calculated by removing the

Figure 2.
Detection procedure for internal short circuit.
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of the battery. fluc(ΔR) is the fluctuation of the computed internal short circuit
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In the previous method [12], d(ΔEi)/dt was also used to identify the internal
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of the sampling frequency and the sampling accuracy and is not recommended. ΔEi
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obtained according to the extreme values of characteristic parameters, the average
value μ, and the standard deviation σ. The μ and σ are calculated by removing the

Figure 2.
Detection procedure for internal short circuit.

51

Investigation on Internal Short Circuit Identification of Lithium-Ion Battery Based on Mean…
DOI: http://dx.doi.org/10.5772/intechopen.88534



extreme values of the characteristic parameters. The positive and negative signifi-
cances can be represented by

Mpos xð Þ ¼ xmax � μ

σ
, (14)

Mneg xð Þ ¼ xmin � μ

σ
: (15)

After that, the threshold is set to �3. We can consider the significance calcula-
tion in this way: the extent of the extreme value deviating from the average value μ
of the characteristic parameters by the number of σ.

3. Results and discussion

The nickel-cobalt-manganese (NCM) ternary lithium-ion battery is used for this
experiment. The battery module is a parallel connection of three batteries and then
connected in series. The layout of the battery cells on the test rig is shown in
Figure 3(a). The cell has a capacity of 50 Ah. The identification algorithm treats
these three parallel groups as one series group with each cell having a capacity of
150 Ah. The equivalent resistance replacement method is employed to simulate the

Figure 3.
Configurations for the equivalent experiments: (a) layout of the battery module and (b) DST test cycle for the
load configuration.

52

Applied Electromechanical Devices and Machines for Electric Mobility Solutions

electrical characteristics of the internal short circuit battery. The dynamic stress
test (DST) cycle is used as an input. The DST working condition is shown in
Figure 3(b), which can represent typical state changes of the battery under the
practical operation conditions of electric vehicles. A data collector is used to mea-
sure the current and voltage of each cell. The accuracies for the current and voltage
measurement are 0.1%, and the sampling frequency is set to 1 Hz. The maximum
charge/discharge rate of the DST cycle is set to 2C. When the minimum cell voltage
decreases to 2.75 V, the DST test is terminated. After 10 min rest, the battery pack
is charged with a constant current of 75 A (0.5C) until the voltage of any cell reaches
4.2 V. After resting for another 10 min, the next cycle is proceeded again.

An equivalent resistor with a precision of 0.1% is used in the experiment. The
internal short circuit can be triggered or cancelled via a switch. In this experiment,
three different values for the internal short circuit resistance are used including 1,
10, and 100 Ω, respectively. The results of the three resistances are used to validate
the identification algorithm and compared with those of the previous method [12].
The terminal voltage and the current of each cell are measured and inputted to the
internal short circuit identification algorithm programed in MATLAB.

3.1 Experimental results

The results of the modified identification method are given in Figures 4–6 for
an external resistor of 1, 10, and 100 Ω, respectively. First, the measure values of

Figure 4.
Results of the equivalent experiment with an external resistor of 1 Ω: (a) the measured terminal voltage,
(b) ΔEi, (c) ΔRi, (d) fluc(ΔRi), (e) the negative significance of ΔE, (f) the relative cell number of Mneg(ΔE),
(g) the positive significance of fluc(ΔR), (h) the relative cell number of Mpos(fluc(ΔR)).
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the terminal voltage are displayed. Then, ΔEi and ΔRi for each cell are determined
by the mean-difference model and the RLS algorithm. Later, fluc(ΔRi) is
computed based on the values of ΔRi and Eq. (13). It can be seen that the discharge
power with an internal short circuit resistor of 1 Ω is the largest, resulting in a
greatest influence on the terminal voltage of the cell and the fluctuation of ΔRi.

For each case, the internal short circuit cell (i.e. Cell 1) already reaches the
lowest voltage after the first DST cycle, leading to a much lower SOC. When
the SOC drops to a very low value, the OCV is more sensitive. Therefore, a
sudden drop of ΔEi occurs at the end of the discharging process. The voltage of the
short circuit cell recovers slightly after 10 min rest. Then, the battery pack
undergoes a constant-current charging. The polarization internal resistance of
the battery increases during this process, and the overvoltage rises for all the cells.
The voltage for each cell decreases to a stable value gradually after another
10 min rest.

The change rate of ΔRi increases at the end of the DST cycle owing to a low SOC
state. At this moment, the cell has experienced a deep discharging process, and a
large part of the lithium ions enter into the porous electrode. Effects of the electro-
chemical polarization and the concentration polarization weaken, leading to a sud-
den decrease of ΔRi. The results of ΔRi keep constant during the constant-current
charging process in this method. When the discharging begins again, it returns to its
actual value.

Figure 5.
Results of the equivalent experiment with an external resistor of 10 Ω: (a) the measured terminal voltage,
(b) ΔEi, (c) ΔRi, (d) fluc(ΔRi), (e) the negative significance of ΔE, (f) the relative cell number of Mneg(ΔE),
(g) the positive significance of fluc(ΔR), (h) the relative cell number of Mpos(fluc(ΔR)).
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The results for the detection time are listed in Table 1 and compared with those
in [12]. It can be seen that the detection time of the modified identification method
is much shorter than the previous one. The reason is mainly attributed to the judge
criteria being relaxed. To prevent the occurrence of false alarm, both the conditions
for ΔEi and fluc(ΔRi) are adopted simultaneously. The results indicate that the
performance of the previous method for the internal short circuit detection can be
improved significantly via this modification.

Parameter Criteria 100 Ω 10 Ω 1 Ω

ΔEi & fluc(ΔRi)
a (Mneg(ΔEi) < �3) & (Mpos(fluc(ΔRi)) > 3) 42 min 27 min 6 min40 s

ΔEi
b Mneg(ΔEi) < �6 11 h 19 min 1 h 18 min 24 min

fluc(ΔRi)
b Mpos(fluc(ΔRi)) > 10 4 h 43 min 1 h 17 min 22 min

Improvement (%)c 85.2% 64.9% 69.7%
aResults of this study.
bResults of the previous method [12].
cImprovement of a relative to b.

Table 1.
Experimental results and comparison with the previous method.
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(b) ΔEi, (c) ΔRi, (d) fluc(ΔRi), (e) the negative significance of ΔE, (f) the relative cell number of Mneg(ΔE),
(g) the positive significance of fluc(ΔR), (h) the relative cell number of Mpos(fluc(ΔR)).
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3.2 Analysis of significance test

The results of the significance calculation for an external resistor of 1 Ω are
shown in the right column of Figure 4. The significance value for ΔEi is given in
Figure 4(e), and the corresponding cell number is labelled in Figure 4(f). The
significance of ΔEi is negative due to the influences of the parameter and depleting
effects. If the significance value is higher than �3, no cell number is labelled, and a
value of 0 is specified. The significance value for fluc(ΔRi) is positive and shown in
Figure 4(g). The significance value of fluc(ΔRi) is limited by a maximum value of
12 to give a clear exhibition. The results of the corresponding cell number are
displayed in Figure 4(h). To enhance the reliability of this method, the anti-false
alarm program (80% of the significant values among a continuous 150 points for
both ΔEi and fluc(ΔRi) exceed the thresholds) is employed to confirm an event of
the internal short circuit finally. In this experiment, the external resistor is
connected by switching it on at the very beginning. The event of the internal short
circuit is detected at the time of 400 s. The results of the significance test for 10 and
100 Ω are given in Figures 5 and 6, respectively. Likewise, a minimum of �12 is set
if the negative significance is less than �12. The significance value of ΔEi can
identify the right short circuit cell quickly. However, the results of fluc(ΔRi) vary
dramatically and will take much longer to give the right outcome.

Figure 7.
Results of the equivalent experiment with an external resistor of 1000 Ω: (a) the measured terminal voltage,
(b) ΔEi, (c) ΔRi, (d) fluc(ΔRi), (e) the negative significance of ΔE, (f) the relative cell number of Mneg(ΔE),
(g) the positive significance of fluc(ΔR), (h) the relative cell number of Mpos(fluc(ΔR)) [21].
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3.3 Results for early stage identification

If an internal short circuit can be detected at the beginning, protection measures
can be adopted in time, and the system safety can be improved significantly.
However, when a self-induced internal short circuit emerges at the early stage, the
ISR resistance is very large. Accordingly, the variations of the OCV and the ISR
current are very small. The possibility of this method for the early-stage internal
short circuit identification is studied in this section [21]. An external resistance of
1000 Ω with a 0.1% precision is used in this equivalent experiment. The results are
shown in Figure 7. Because the variation magnitudes of ΔEi and fluc(ΔRi) are much
smaller, the identification method cannot identify the internal short circuit by the
significance test under the normal SOC range. If the SOC drops to a very low value,
where the slope of OCV versus SOC is increased and the internal short circuit can
be identified. After 8 h and 40 min, the internal short circuit is detected for the
case of 1000 Ω.

3.4 Discussion

The algorithm is based on the mean-difference model. There is a certain devia-
tion in this model. In addition, the internal short circuit itself also generates noises
for the identification algorithm. These may cause the internal resistance of the
battery fluctuating more than other normal batteries. The true internal short circuit
should be produced by the internal electrochemical reaction and the growth and
change of the internal dendrites. At the same time, the temperature change caused
by the internal short circuit will affect the electrochemical structure inside the
battery, so the resistance fluctuation of the actual internal short circuit battery is
larger than that of the normal battery. The external resistance used in the simulation
of the internal short circuit may be different from the actual internal short circuit,
but the equivalent experiment method still can be used to simulate the electrical
characteristics of the internal short circuit battery. The battery resistance fluctua-
tion of the equivalent experiment is smaller than the resistance fluctuation of the
actual internal short circuit battery. As the internal short circuit battery ages, the
lithium-ion and active materials in the battery decrease. The internal short circuit
resistance of the battery fluctuates more, and the open circuit voltage will also
drop faster.

The problem of internal short circuit detection caused by inconsistency is tricky,
especially for the characteristic parameter of ΔE. However, the evolution of the
internal short circuit is a cumulative process. It is only possible to have an internal
short circuit at a specific time and in a specific working condition. Generally, the
internal short circuit occurs in a battery with poor consistency. Even if the internal
short circuit occurs on a battery with a relatively high voltage, the internal short
circuit will continuously self-discharge. The internal short circuit can be correctly
recognized with the help of the characteristic parameter of fluc(ΔR), although the
time may become longer.

In the case of extreme SOC, the algorithm is limited by the inherent character-
istics of the battery itself, and the internal short-circuited battery may be affected
by the inconsistency, the polarization, and the solid-phase diffusion in the battery
electrode particles at the extreme low SOC, causing the algorithm to produce a
possible misjudgment. However, in electric vehicles, the working range of the
battery generally would not reach the extreme SOC, so the algorithm can be used
for internal short circuit identification in the normal driving range.

For the identification of early internal short circuit, it is difficult to separate the
difference between internal short circuit and self-discharge. The voltage
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3.3 Results for early stage identification
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characteristics of self-discharge and internal short circuit are consistent. The
threshold cannot be set to completely distinguish between self-discharge and
internal short circuit. Therefore, early internal short circuit identification is easy
to be misreported.

4. Conclusions

In this chapter, an identification method is presented for the internal short
circuit of lithium-ion battery based on the mean-difference model and the recursive
least square algorithm with a forgetting factor. This method is a modification of our
previous investigation. The working principle and test procedure are described at
first. Then, its performance is compared with that of the previous method. Subse-
quently, the influence of the parameters of the significance test on the detection
time is analyzed. Finally, the possibility of this method for the early-stage internal
short circuit identification is estimated.

The criteria of the significance test for the internal short circuit detection are
adjusted, and two characteristic parameters (ΔEi and fluc(ΔRi)) are employed to
identify the internal short circuit simultaneously. Meanwhile, an anti-false alarm
program is added to improve its reliability. Compared with the results of the previ-
ous study, the detection time can be shortened significantly by 64–85% via config-
uring the parameters of the significance test properly.

Because the self-induced internal short circuit resistance is very large at the early
stage, this method cannot detect the internal short circuit event when the SOC is in
the range of normal operation conditions. However, if the self-induced internal
short circuit resistance reduces close to 100 Ω, the internal short circuit event can be
identified successfully by this method, which can be integrated into the battery
management system to monitor the operation of lithium-ion battery within the
normal working range. A warning signal can be specified if an internal short circuit
is detected so that the security of electric vehicles can be improved.
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Chapter 4

Induction Electrical Machine
Simulation at Three-Phase Stator
Reference Frame: Approach and
Results
Mikhail Pustovetov

Abstract

This chapter provides the equations of mathematical model of three-phase
induction electrical machine recorded in the three-phase stator reference frame.
The possibilities of the proposed mathematical model are described in detail. This
chapter also discusses the development of the computer model of an induction
motor based on the abovementioned mathematical model. It uses an approach that
allows combining during preparation the computer model dual methods: means of
visual programming circuitry (in the form of electrical schematics) and logical one
(in the form of block diagrams). The approach enables easy integration of the model
of an induction motor as part of more complex models of electrical complexes and
systems. The developed computer model gives the user access to the beginning and
the end of a winding of each of the three phases of the stator and rotor. This
property is particularly important when considering the asymmetric modes of
operation or when powered by the special circuitry of semiconductor converters.
Simulation results show the adequacy of the proposed mathematical model of
induction electrical machine.

Keywords: induction electrical machine, mathematical model, stator reference
frame, electromagnetic torque, instantaneous power, simulation

1. Introduction

The induction motor (IM) plays a very important role in industrial sectors and
transport, primarily due to its robustness and low cost. There are some authors, who
devote their publications to problems of mathematical modeling of IM [1–6]. The
author wishes to offer its own version of a mathematical model (MM) of the IM,
suitable for unbalanced modes of simulation purposes.

Writing the equations of the MM of a three-phase IM in a three-phase stator
reference frame (SRF) is useful in the analysis, comparing the calculated and actual
curves of currents and phase voltages, suitable without additional transformation of
equations for the consideration of modes of IM operation at asymmetrical charac-
teristics of feed or parameters of IM. Simulation results for the coordinatesα, β, γ
correspond to the actual processes in phases A, B, and C of the stator, in the case of
the short-circuited rotor, i.e., in most cases, only and can be experimentally
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measured. IM simulation in three-phase coordinates is useful in detecting and
diagnosing defects in the stator [3] and implementing algorithms for direct torque
control.

It can be argued—subject to review only, the fundamental spatial harmonics of
the magnetic field in the air gap is symmetrical in a construction three-phase IM,
powered by non-sinusoidal voltages asymmetrical system—that simulation results
will be correct, but the same one in two-phase orthogonal coordinates will not.

2. Mathematical model equations

The suggested MM of a three-phase IM is based on a three-phase electrical
machine MM at SRF coordinate system axis α, β, γ [5], which are aligned with the
stator phase axes A, B, and C. This basic MM supplemented by iron losses resistances
rμ included in magnetization circuits in each phase of IM in parallel with magnetiz-
ing inductance Lμ [6] (analogy with the T-shaped equivalent circuit of induction
electric machine). The equations of the electromagnetic processes in IM are given in
Eq. (1), adopted by the usual generalized electrical machine assumptions: each of the
phase stator windings creates in a smooth air gap in the sinusoidal-allocated
magnetomotive force; magnetic saturation coefficient is constant. In the expressions
(Eq. (1)), the following notations are further adopted: v, voltage; i, current; t, time;
r, resistance; Ψ, magnetic flux linkage; ωr, mechanical rotor speed; and p, the
number of pole pairs. Lower indexes α, β, γ indicate the affiliation to the appropriate
phase. The subscript s indicates the affiliation to the stator, the index r belongs to the
rotor, and index μ belongs to the magnetization branch. Lσsα is the leakage induc-
tance of stator phase; Lσrα is the leakage inductance of the rotor winding phase.

Traditionally, the rotor parameters are given to the stator winding. Detailed
components of the system (Eq. (1)) are described in Eqs. (2)–(7). The form of
Eq. (1) as much as possible is unified with published equations (Eq. (1)) of a three-
phase transformer MM [7]:

vsα ¼ rsαisα þ d Lσsαisαð Þ
dt

þ v0α; iμα_active ¼ v0α
rμα

;

vsβ ¼ rsβisβ þ
d Lσsβisβ
� �

dt
þ v0β; iμβ_active ¼ v0β

rμβ
;

vsγ ¼ rsγisγ þ
d Lσsγisγ
� �
dt

þ v0γ; iμγ_active ¼ v0γ
rμγ

;

vrα ¼ e0α � erotα � d Lσrαirαð Þ
dt

� rrαirα;

vrβ ¼ e0β � erotβ �
d Lσrβirβ
� �

dt
� rrβirβ;

vrγ ¼ e0γ � erotγ �
d Lσrγirγ
� �

dt
� rrγirγ;

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

(1)

Voltages at the terminals of phase magnetization branches (derived from flux
linkage of mutual induction)

v0α ¼ dΨμα

dt
¼ rμα isα þ irαð Þ � 1

2
isβ þ irβ þ isγ þ irγ
� ��Ψμα

M

� �
;
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v0β ¼ dΨμβ

dt
¼ rμβ isβ þ irβ

� �� 1
2

isα þ irα þ isγ þ irγ
� �� Ψμβ

M

� �
; (2)

v0γ ¼ dΨμγ

dt
¼ rμγ isγ þ irγ

� �� 1
2

isα þ irα þ isβ þ irβ
� ��Ψμγ

M

� �
:

Mutual inductance of IM windings defined as

M ¼ 2=3ð ÞLμ (3)

M—mutual inductance of the phase windings of the rotor and stator of IM in the
case of coincidence of their axes. In other words main inductance of the winding of
the stator when magnetic flux calculated in the absence of currents in other phases
of the stator and rotor windings (i.e., from the part of main magnetic flux created
by the stator phase itself).

Lμ—complete phase inductance of the stator winding from the main magnetic
flux, which takes into account the presence of currents in other phases. In other
words the inductance of the main magnetic flux part is created by the winding itself
M, and the inductance of the portion of the main magnetic flux is created by two
other stator windings M=2.

Per-phase magnetizing currents:

iμα ¼ isα þ irα ¼ 2
3

isα � 1
2

isβ þ isγ
� �� �

þ irα � 1
2

irβ þ irγ
� �� �� �

¼ iμα_active þ iμα_reactive;

iμβ ¼ isβ þ irβ ¼ 2
3

isβ � 1
2

isα þ isγ
� �� �

þ irβ � 1
2

irα þ irγ
� �� �� �

¼ iμβ_active þ iμβ_reactive;

(4)

iμγ ¼ isγ þ irγ ¼ 2
3

isγ � 1
2

isα þ isβ
� �� �

þ irγ � 1
2

irα þ irβ
� �� �� �

¼ iμγ_active þ iμγ_reactive:

In the expressions (Eq. (4)), iμ_active and iμ_reactive are active and reactive (induc-
tive) components of per-phase magnetizing current, respectively.

e0α ¼ �v0α;

e0β ¼ �v0β;

e0γ ¼ �v0γ:

(5)

erotα ¼
Ψrβ � Ψrγ
� �

pωrffiffiffi
3

p ;

erotβ ¼
Ψrγ � Ψrα
� �

pωrffiffiffi
3

p ;

erotγ ¼
Ψrα �Ψrβ
� �

pωrffiffiffi
3

p :

(6)
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v0β ¼ dΨμβ

dt
¼ rμβ isβ þ irβ

� �� 1
2

isα þ irα þ isγ þ irγ
� �� Ψμβ

M

� �
; (2)

v0γ ¼ dΨμγ

dt
¼ rμγ isγ þ irγ

� �� 1
2

isα þ irα þ isβ þ irβ
� ��Ψμγ

M

� �
:

Mutual inductance of IM windings defined as
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¼ iμα_active þ iμα_reactive;
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3

isβ � 1
2

isα þ isγ
� �� �

þ irβ � 1
2

irα þ irγ
� �� �� �

¼ iμβ_active þ iμβ_reactive;
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3

isγ � 1
2

isα þ isβ
� �� �

þ irγ � 1
2

irα þ irβ
� �� �� �

¼ iμγ_active þ iμγ_reactive:
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e0α ¼ �v0α;

e0β ¼ �v0β;

e0γ ¼ �v0γ:

(5)

erotα ¼
Ψrβ � Ψrγ
� �

pωrffiffiffi
3

p ;

erotβ ¼
Ψrγ � Ψrα
� �

pωrffiffiffi
3

p ;

erotγ ¼
Ψrα �Ψrβ
� �

pωrffiffiffi
3

p :

(6)
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Flux linkages of IM rotor phases:

Ψrα ¼ Lσrαirα þΨμα;
Ψrβ ¼ Lσrβirβ þΨμβ;
Ψrγ ¼ Lσrγirγ þΨμγ:

(7)

The electromagnetic torque of IM equation is

Tem ¼ p
ffiffiffi
3

p

2
M isαirγ þ isβirα þ isγirβ

� ��

� isαirβ þ isβirγ þ isγirα
� ��

:

(8)

The equation of motion for the IM shaft in the case of single-mass mechanical part:

dωr

dt
¼ 1

J
Tem � Tloadð Þ, (9)

where J is the moment of inertia of masses coupling with the rotor shaft and
Tload is the static torque of mechanical load coupling with the IM shaft.

In the general case, Eq. (9) can be written as

dωr

dt
¼ 1

J
Tem � Tload t,ωr,Θrð Þð Þ ¼ Tdynamic

J
, (10)

Tdynamic—dynamic torque on the IM shaft;

ωr ¼ ωr0 þ
ðt
0

Tdynamic

J
dt, (11)

ωr0—initial angular speed of the rotor shaft of IM.
The angle of rotation of the IM rotor shaft, radian

Θr ¼ Θr0 þ
ðt
0
ωrdt, (12)

Θr0—initial angular position of the IM rotor shaft, radian.
It is interesting to know the energy performance of the electric machine in the

transition process. For IM in the absence of power from the rotor instantaneous
value of the active power consumption is calculated as

P1 ¼ vsαisα þ vsβisβ þ vsγisγ: (13)

The instantaneous reactive power consumption

Q1 ¼ � 1ffiffiffi
3

p vsα isβ � isγ
� �þ vsβ isγ � isα

� �þ vsγ isα � isβ
� �� �

: (14)

The instantaneous value of useful shaft power of IM

P2 ¼ ωrTload: (15)

The abovementioned equations (Eqs. (1)–(15)) of IMMMmay be supplemented
by the expressions (Eq. (16)), which allow to go to the description of the rotor
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phase currents at frequency of f 2 ¼ s � f 1, where s is the sleep of the rotor and f 1 is
the frequency of stator voltage.

ira ¼ irα
1
3
þ 2
3
cos p � Θrð Þ

� �
þ irβ

1
3
þ 2
3
cos p � Θr � 2π

3

� �� �

þ irγ
1
3
þ 2
3
cos p � Θr þ 2π

3

� �� �
;

irb ¼ irα
1
3
þ 2
3
cos p � Θr þ 2π

3

� �� �
þ irβ

1
3
þ 2
3
cos p � Θrð Þ

� �

þ irγ
1
3
þ 2
3
cos p � Θr � 2π

3

� �� �
;

(16)

irc ¼ irα
1
3
þ 2
3
cos p � Θr � 2π

3

� �� �

þ irβ
1
3
þ 2
3
cos p � Θr þ 2π

3

� �� �
þ irγ

1
3
þ 2
3
cos p � Θrð Þ

� �
:

Such a representation of the rotor currents demonstrates the nature of changes
in the transition processes (see Figure 1, which shows the results of the rotor phase
current simulation in the case of balanced power supply sinusoidal voltages for IM
type AE92-4, 4-pole, 40 kW). In Figure 1, curve 1 is irγ current, curve 2 is irc
current, and curve 3 is rotor speed. According to the frequency f 2, you can check
the value of the rotor speed of IM.

Figure 2 shows the applicability of the developed MM for the simulation of
electromagnetic and electromechanical processes in IM with its power supply from
the power semiconductor converter—autonomous voltage inverter.

3. Requirements for computer model

In the process of the computer model of the IM according to the equations
(Eqs. (1)–(12)), development using OrCAD—computer-aided design system—

Figure 1.
The results of the rotor phase current simulation for IM type AE92-4.
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intended primarily for the design and simulation of electronic and electrical devices
[8], there was the task of ensuring the embedded model of IM in an electrical power
supply circuit, including converters, by simple connection of virtual terminals. That
is, relative to the model of the electrical circuit that is attached to this circuit, the IM
model should also have the properties of electric circuits: one can apply a potential
difference to the terminals, providing a bidirectional electric current in the
connecting circuits, including a pass-through current between them. Another task is
the formation of such structure of the computer model which will be used perhaps as
a universal template, which records the values of variables (parameters of IM), asked
simultaneously for all equations. The resulting computer model is suitable for the
description of both the squirrel-cage and wound rotor IM in any of four quadrants.
The winding phases can be connected in a triangle scheme, wye, independently
joined with each of its voltage to have any other wiring of each other or of power
source. The developed computer model gives the user access to the beginning and the
end of a winding of each of the three phases of the stator and the rotor. This property
is particularly important when considering the asymmetric modes of operation or
when powered by the special circuitry of semiconductor converters [9].

4. The implementation of a computer model

The tasks are solved by combining two approaches in the IM computer model
development: circuit for electrical parts and the method of block diagrams for the
magnetic and mechanical parts. The computer model of IM is packed into a hierar-
chical block with a specified list of variables (parameters of IM). Within a single
OrCAD project, using the copy operation, one can get the required number of
hierarchical blocks (models of IM), for each of which it is possible to set unique
parameter values. Sensors and signal inputs in the IM model used controlled sources
of currents and voltages. Such voltage source is controlled by current (VSCC) and
by voltage (VSCV), and current source is controlled by voltage (CSCV). A graphical
image of the computer model of phase A windings of the stator and the rotor of IM,
composed of Eqs. (1)–(7), is shown in Figure 3.
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The results of simulation for traction IM type DTA-350M (6-pole, 350 kW) under power supply from
autonomous voltage inverter condition.
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VSCC1 performs a function of the phase current of the stator isα sensor; simi-
larly, VSCC2 is a sensor of rotor phase current irα given to the stator winding.
CSCV1 is used for entering irα into the scheme. VSCV1 is introduced into the phase
magnetizing circuit v0α voltage. A similar function is performed by VSCV2 entering
into the circuit of the rotor winding; the difference is between the electromotive
force of a branch of magnetization and rotation electromotive force, i.e., the voltage
drop value. Active resistances rserv (see Figure 3) have a large value, for example,
10 MΩ. These resistors are introduced for service purposes. Without affecting
numerical calculation results, they stabilize the solution (simulation) by
maintaining the current circuit (the physical sense—the way for leakage current),
which is especially important when a discrete change of the resistance of a IM
circuit occurs, for example, when powered from the frequency converter or in the
case of the phase circuit breaking. A similar solution is described in [10].

The rest of the equations of a three-phase IM mathematical model is
implemented by the author in the computer model in the form of block diagrams
[11]. Figure 4 shows a part of the model, where one obtains instantaneous value of
Lμ ∗—complete phase inductance of the stator winding from the main magnetic

Figure 3.
The graphical image of the computer model of phase A windings of the stator and the rotor of IM.
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flux in relative units. ΨμΣmrated is the rated value of ΨμΣm—the instantaneous value of
the amplitude of the representing vector of the flux linkage of mutual induction.

Signal ΨμΣm can be calculated as

ΨμΣm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ψ2

μx þΨ2
μy

q
, (17)

where Ψμx and Ψμy are the projections of the representing vector of the flux
linkage of mutual induction on orthogonal coordinate axes X and Y. In the case of
three-phase stator reference frame of the coordinate system axis, these projections
are derived from mutual induction flux linkages of each phase.

Ψμx ¼ 2
3

Ψμα þ Ψμβ cos � 2π
3

� �
þ Ψμγ cos

2π
3

� �� �
; (18)

Ψμy ¼ � 2
3

Ψμβ sin � 2π
3

� �
þ Ψμγ sin

2π
3

� �� �
: (19)

Figure 5 shows the piecewise linear approximation by five points of Lμ ∗ ΨμΣ ∗
� �

for IM type AGV250 (2-pole, 110 kW). Such a way successfully tested in IM
simulator is developed by means of OrCAD PSpice [8]: the one standard component
table is used for programming the abovementioned approximated dependence.

In Figure 6 there is the model part corresponding to the abovementioned
(Eqs. (1)–(3)) equations. Figure 7 shows a part of the IM model, designed to
determine the rotation electromotive force in each phase. Model rotor speed ωr_model
in p times is higher than the real mechanical speed of rotor ωr. Figure 8 shows a

Figure 4.
The block diagram for obtaining instantaneous values of complete phase inductance of the stator winding from
the main magnetic flux in relative units Lμ ∗ .

Figure 5.
The piecewise linear approximation by five points of Lμ ∗ ΨμΣm ∗

� �
for IM type AGV250.
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part of the IM model corresponding to equations (Eq. (2)). Figure 9 shows a part of
the model, which forms the signals of electromagnetic torque Tem, angular speed ωr,
and the angle of rotation Θr of the rotor. In Figure 9, nr is mechanical angular rotor
speed, rotation per minute.

Figure 6.
The block diagram that implements the calculation of the instantaneous value of the amplitude of the
representing vector of the flux linkage of mutual induction.

Figure 7.
Part of the IM model, designed to determine the rotation electromotive force in each phase.
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5. An example of using a mathematical model of the motor when the
power supply voltage is unbalanced

A good example of functionality for previously provided MM under unbalanced
supply voltage maybe modeling of electromechanical phase splitter, made on the
basis of a three-phase IM.

Electromechanical phase splitters are used in Russia and India [12] onboard of
electric trains and electric locomotives for transform AC single-phase voltage in
three-phase voltage to feed auxiliary electric drives with IM loaded by fans and air
compressors. Figure 10 is a schematic diagram of the rotary phase splitter, where С1
is operating and С2 is start-up capacity.

Phase splitters are IM with a symmetrical or nonsymmetrical stator winding and
no load (or low load) on the shaft. Phase splitter can be considered as combined
single-phase IM and three-phase synchronous generator. In accordance with the
terminology, adopted in India, the phase splitter is called the ARNO converter [12].

On contemporary freight AC electric locomotives of family “Ermak” in Russia,
IM of NVA-55 type (4-pole, 55 kW) is used as a phase splitter. To drive the fans and
compressor, the same type of IM is used. Let us make simulation of the phase
splitter start without connecting electrical loads to check for phase splitting effect.
Define С1 ¼ 968uF and С2 ¼ 2904uF. The torque of mechanical losses on the shaft
(of the load) will take 28 Nm at the rotor speed of 1500 rotation per minute.

The simulated results of phase splitter start are shown in Figures 11 and 12,
where the graphs are 1, 2, 3—line voltages between phases A-B, B-C, C-A— and 4,
rotor speed. Start-up capacity С2 is switched off when the current value of the

Figure 9.
Block diagrams, which form the signals of electromagnetic torque Tem, angular speed ωr, and the angle of
rotation of rotor Θr.
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voltage between one of the wires of a single-phase supply and wire of the phase
splitter stator winding phase, which is not connected to single-phase supply (see
Figure 10), will be over the value of 300 volts—such a situation means the end of
the rotor acceleration and ending the formation of a three-phase voltage system
(signal 5 in Figure 11).

Figure 12 shows the results of simulation of phase splitting in steady state (at
average rotor speed of phase splitter 1500 rotation per minute). In Figure 12 curves
6–8 are the phase currents A, B, and C. Table 1 presents the numerical results at

Figure 10.
Schematic diagram of the rotary phase splitter.

Figure 11.
Results of phase splitter start simulation.
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steady-state mode. Obviously, the phase splitting effect is clearly demonstrated by
the results of simulation.

The proposed mathematical model of a three-phase IM and the method of its
computer implementation confirmed their adequacy and effectiveness to address
some of the problems of analysis and design of electrotechnical complexes and
systems, having IM in its composition.

6. Conclusion

In conclusion, the author would like to identify ways of improving the suggested
mathematical model of a three-phase IM [13, 14]. Priority for criticism might be the
lack in the mathematical model accounting for the skin effect in the conductors of
the rotor winding. In fact, this is a notable disadvantage since in some cases, the
current displacement in the rotor is able to accelerate the transitional process of IM
start-up in several times [15, 16].

There are two types of problems whose solution requires a mathematical model
accounting for the skin effect in the conductors of the IM rotor winding: the correct
description of transient processes at direct start-up and correct account of the losses
in the rotor winding in the case of feeding from the source of non-sinusoidal voltage
or current. When deciding tasks of the first type, the author sometimes puts active
resistance and leakage inductive resistance of the rotor, which change depending on

Figure 12.
Results of phase splitter simulation at steady-state mode.

Phase-to-phase voltages (V) Phase currents (A)

A-B B-C C-A A B C

444 380 408 131.9 113.9 22.1

Splitted Obtained from a single-phase transformer
secondary winding

Splitted Without any connected electrical loads

Table 1.
Results of phase splitter simulation at steady-state mode.
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the slip. The solution of tasks of the second type requires the coordination of the
complex resistance components of the rotor values to current frequency in it. The
second approach is more versatile as it can be used for solution of both types of the
abovementioned tasks. According to the author, to implement the second approach,
the best way is to create the computer implementation of the mathematical model
of a three-phase IM in the original coordinates.
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Chapter 5

CMOS Active Inductor and Its
Applications
Dhara Pinkesh Patel

Abstract

Electronic industries always drive to add more functionalities to the devices.
Tunability and compactness have become thrust parameters for the microelectronic
researchers. In wireless communication, capacitor and inductor are the most
significant reactive components for frequency selection. Out of these two reactive
components, inductor occupies significant size of entire chip area. As a result, any
circuit containing passive inductor such as voltage-controlled oscillator (VCO),
low-noise amplifier (LNA), filter, and power dividers consume wider chip size. To
meet the requirement of microelectronics industries, passive components have been
replaced with active ones. In this chapter, passive inductor has been substituted
with CMOS based active inductor.
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which is associated with the magnetism and electricity as current passes through the
coil. It stores electrical energy in the form of magnetic field. The current passing
through the inductor lags inductor voltage by 90° Figure 1 shows the signal flow
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Current flowing through the ideal inductor as shown in Figure 1 can be
described by the following equation:

Iin ¼ 1
sL

� �
Vin (1)

Zin ¼ Vin

Iin
¼ sL (2)

2. Active inductor

The design of tunable and compact RF-integrated circuit is challenging.
Although spiral inductor is the common implementation approach in integrated
circuits, it is possible to design active circuits [1–5]. As reported in [6], active
inductor occupies 1–5% of the passive inductor, and the most unique feature is its
tunability of inductance. Further, Table 1 demonstrates the basic comparison
between active and passive inductors.

2.1 Active inductor design methods

Integrated circuits can be designed for specific frequency bands. Design of active
inductors is possible for required operating frequency bands. There are two ele-
mentary approaches to configure the active inductors.

1.Operational amplifier-based approach

2.Gyrator-C-based approach

The former one is based on operational amplifier (op-Amp), and it is widely
used at moderate frequencies (up to about 100 MHz). The later one is gyrator-C
based, which can be operated from sub-gigahertz to gigahertz frequency range.
Apart from that, op-amp-based active inductor circuit occupies large chip area and
suffers from nonlinearity. As a counterpart, gyrator-based active inductor con-
sumes small chip area and shows better linearity [6]. In present work, to design
active inductor at sub GHz, gyrator-C-based active inductor approach has been
considered.

Parameters Passive inductor Active inductor

Area Large die area Small die area

Tunability Fixed Large tuning range

Q factor Low High

Power consumption Zero Significant

Noise performance superior Poor

Linearity Good Poor

Electromagnetic Interference (EMI) Significant EMI problems EMI insensitive

Table 1.
Comparison between active and passive inductors.
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3. Gyrator

In 1948, scientist of Philips Research Laboratory, Bernard D.H. Tellegen, pro-
posed a new two-port fundamental circuit element. An ideal gyrator is a linear two-
port device that couples the current on one port to the voltage on the other port and
vice versa. as shown in Figure 2:

i1 ¼ Gv2 (3)

i2 ¼ �Gv1 (4)

where G presents the gyration conductance.
The gyration conductance (G) relates the voltage on the port 2 (v2) to the

current in port 1 (i1). The voltage on port 1 (v1) is associated with current in port 2
(i2), as minus shows the direction of conductance. It proves that gyrator is a
nonreciprocal device. From the gyration conductance, it is called as gyrator [7].

From Eqs. (3) and (4), the ideal gyrator is described by the conductance matrix
as shown below,

i1
i2

� �
¼ 0 G

� G 0

� �
v1
v2

� �

The impedance matrix is defined by:

Z½ � ¼ 0 R
� R 0

� �

The admittance matrix is expressed by:

Y½ � ¼ 0 G
� G 0

� �

A generalization of the gyrator is conceivable, in which the forward and back-
ward gyration conductances have different magnitudes, so that the equivalent
equations can be written as follows:

i1
i2

� �
¼ 0 Gm1

� Gm2 0

� �
v1
v2

� �

Figure 2.
Ideal gyrator.
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The above matrix can be resulted into block diagram as illustrated in Figure 3. It
tells that gyrator comprises of two transconductors: positive transconductor Gm1

and negative transconductor Gm2, connected in a closed loop as shown in Figure 4.
The transcoductor-1 shows positive transconductance means output current and
input voltage are in phase. Whereas, transconductor-2 depicts negative transcon-
ductance means output current and input voltage are 180° phase shifted (Figure 3).

Tellegen noticed that when a capacitor is connected to the secondary terminal
(port 2), an inductance is realized at the primary terminal (port 1) of the gyrator,
which is entitled as gyrator-C topology as presented in Figure 4.

4. Gyrator-C-based active inductor and its working principle

By comparing Eq. (5) with Eq. (2), it clearly tells us that input impedance Zin is
directly proportional to frequency, and the impedance seen at port 2 is inductive.
This is an important property of the gyrator, which shows equivalent inductor.
Subsequently, equivalent inductance can be defined as,

Zin ¼ Vin

Iin
¼ sC

Gm1Gm2
(5)

L ¼ C
Gm1Gm2

(6)

Therefore, gyrator-C network is used to synthesize active inductor. This syn-
thesized inductor is called as gyrator-C active inductor. The inductance of active

Figure 3.
Ideal gyrator.

Figure 4.
Ideal gyrator-C based active inductor.
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inductor is proportional to the load capacitance C and inversely proportional to the
product of the transconductances of the transconductors.

In practical active inductor circuit, along with the inductance, we do get para-
sitic components as series resistance Rs, parallel resistance Rp and parallel capaci-
tance Cp. These parasitic RC components ultimately affecting on the performance
of active inductor (Figure 5).

5. Performance parameters of active inductors

In order to define the active inductor circuit, few parameters need to be mea-
sured. In this section, we shall discuss about the several active inductor parameters
such as inductive range, tunability, quality factor, power consumption, linearity,
supply voltage sensitivity and noise. These analyses can be understood when we go
through the ac analysis, noise analysis, transient analysis and harmonic analysis.

5.1 Inductive tuning range

An ideal gyrator-C-based active inductor shows inductive behaviour over the
entire frequency range. But a lossy active inductor exhibits resistive, inductive and
capacitive frequency range. The respective range can be analysed by analysing the
impedance of equivalent RLC circuit of active inductor. In order to acquire the
relation between frequency and magnitude, bode plot has been used. Further to
accomplish the bode plot of frequency versus impedance magnitude, 1 A sinusoidal
ac current is applied at input port. As a result, the voltage measurement at the same
input port results into input impedance. Below mentioned steps are required to
derive the tuning inductive range.

1.To derive the inductive band frequency for active inductor, we need to draw
the small signal model of the circuit. After that application of Kirchoff’s
voltage or current law helps to simplify the circuit. The input impedance of
equivalent circuit of practical active inductor can be written as shown in
Eq. (1).

Zin ¼ Rs

CpL

� � s L
Rsþ1

s2 þ s 1
RpCp

þ Rs
L

� �
þ RsþRp

RpCpL

(7)

2.The inductive pole frequency of Zin is given by

Figure 5.
Practical gyrator-C-based inductor (a) block diagram, (b) equivalent circuit diagram.
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ωp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rp þ Rs

RpCpL

s
(8)

Because Rp ≫Rs, it is simplified as,

ωp ≈

ffiffiffiffiffiffiffiffiffi
1

LCp

s
¼ ω0 (9)

where ω0 is the maximum inductive frequency of the active inductor. Above
Eq. (8) tells us that the higher value of inductance and parallel capacitance enhance
the value of resonance frequency.

3.The zero frequency can be written as,

ωz ¼ Rs

L
(10)

Eq. (10) mentions that zero frequency is proportional to series resistance and
inversely proportional to inductance.

4.From the zero and pole frequency, the inductive frequency range can be
defined as,

ωz ¼ Rs

L
≤ω≤

1ffiffiffiffiffiffiffiffiffi
LCp

p ¼ ω0 (11)

Eq. (11) clearly depicts that Rs affects the lower range of the inductive frequency
range, whereas the upper range of inductive frequency can be set by maximum
inductive frequency of the active inductor. In order to achieve maximum inductive
range, both the Rs and Cp should be minimum at given inductance L.

5.To verify the inductive behaviour, the phase response is equally important.
The entire inductive range impedance phase should be 90°. In other words,
voltage should lead the current by 90°.

Higher number of transistors in gyrator active inductor generates the parasitic
poles, which increases the phase shift of transistors and reduces the inductive
tuning range [7].

To observe the inductive behaviour through the bode plot, we can apply 1 V ac
current to the input node and observe the voltage at output node. Subsequently,
frequency response gives the frequency versus impedance magnitude plot, and the
phase plot can give the frequency versus phase. Figure 6 shows the bode plot
response on Cadence Spectre Spice tool. The inductive frequency can be defined at
which the phase is 90°.

5.2 Inductance tunability

The active inductor can be tuned by two different ways:

1.Variation in the transconductance of the transconductors

2.Variation in the load capacitance (Figure 7)
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5.3 Quality factor

Spiral inductor contains a small coil resistance in addition to inductance, and
hence, it has quite low quality factor. The quality of inductance in coil is defined by
quality factor. It is defined as the ratio of reactance of the coil to its series resistance.

Q ¼ XL

R
(12)

For CMOS active inductor, once the input impedance is derived, then quality
factor can be defined as,

Q ¼ Im Zinð Þ
Re Zinð Þ (13)

From Eqs. (7) and (13), quality factor of active inductor can be represented as,

Q ¼ ωL
Rs

� �
Rp

Rp þ Rs 1þ ωL
Rs

� �2
� � 1� R2

s Cp

L
� ω2LCp

� �
(14)

The higher value of quality factor shows the low loss in active inductor. It is a
crucial parameter to design active inductor. The higher and sustainable quality
factor over the entire inductive frequency range is the challenge for analog-
integrated circuit designers. In depicted paper [1], Widlar current source has been
used to enhance the quality factor of inductor and in [2], it has been used in voltage-
controlled oscillator.

Figure 7.
Tuning in gyrator-C network.

Figure 6.
Bode plot of CMOS active inductor [1].

85

CMOS Active Inductor and Its Applications
DOI: http://dx.doi.org/10.5772/intechopen.89347



ωp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rp þ Rs

RpCpL

s
(8)

Because Rp ≫Rs, it is simplified as,

ωp ≈

ffiffiffiffiffiffiffiffiffi
1

LCp

s
¼ ω0 (9)

where ω0 is the maximum inductive frequency of the active inductor. Above
Eq. (8) tells us that the higher value of inductance and parallel capacitance enhance
the value of resonance frequency.

3.The zero frequency can be written as,

ωz ¼ Rs

L
(10)

Eq. (10) mentions that zero frequency is proportional to series resistance and
inversely proportional to inductance.

4.From the zero and pole frequency, the inductive frequency range can be
defined as,

ωz ¼ Rs

L
≤ω≤

1ffiffiffiffiffiffiffiffiffi
LCp

p ¼ ω0 (11)

Eq. (11) clearly depicts that Rs affects the lower range of the inductive frequency
range, whereas the upper range of inductive frequency can be set by maximum
inductive frequency of the active inductor. In order to achieve maximum inductive
range, both the Rs and Cp should be minimum at given inductance L.

5.To verify the inductive behaviour, the phase response is equally important.
The entire inductive range impedance phase should be 90°. In other words,
voltage should lead the current by 90°.

Higher number of transistors in gyrator active inductor generates the parasitic
poles, which increases the phase shift of transistors and reduces the inductive
tuning range [7].

To observe the inductive behaviour through the bode plot, we can apply 1 V ac
current to the input node and observe the voltage at output node. Subsequently,
frequency response gives the frequency versus impedance magnitude plot, and the
phase plot can give the frequency versus phase. Figure 6 shows the bode plot
response on Cadence Spectre Spice tool. The inductive frequency can be defined at
which the phase is 90°.

5.2 Inductance tunability

The active inductor can be tuned by two different ways:

1.Variation in the transconductance of the transconductors

2.Variation in the load capacitance (Figure 7)

84

Applied Electromechanical Devices and Machines for Electric Mobility Solutions

5.3 Quality factor

Spiral inductor contains a small coil resistance in addition to inductance, and
hence, it has quite low quality factor. The quality of inductance in coil is defined by
quality factor. It is defined as the ratio of reactance of the coil to its series resistance.

Q ¼ XL

R
(12)

For CMOS active inductor, once the input impedance is derived, then quality
factor can be defined as,

Q ¼ Im Zinð Þ
Re Zinð Þ (13)

From Eqs. (7) and (13), quality factor of active inductor can be represented as,

Q ¼ ωL
Rs

� �
Rp

Rp þ Rs 1þ ωL
Rs

� �2
� � 1� R2

s Cp

L
� ω2LCp

� �
(14)

The higher value of quality factor shows the low loss in active inductor. It is a
crucial parameter to design active inductor. The higher and sustainable quality
factor over the entire inductive frequency range is the challenge for analog-
integrated circuit designers. In depicted paper [1], Widlar current source has been
used to enhance the quality factor of inductor and in [2], it has been used in voltage-
controlled oscillator.

Figure 7.
Tuning in gyrator-C network.

Figure 6.
Bode plot of CMOS active inductor [1].

85

CMOS Active Inductor and Its Applications
DOI: http://dx.doi.org/10.5772/intechopen.89347



5.4 Noise

As active inductor is made up of active components, it suffers from the internal
noise. The main noises can be listed as thermal noise, flicker noise and noise due to
the distributed substrate used in transistors. Through the equivalent noise model of
active inductor circuit, we can analyze it clearly.

5.5 Linearity

For ideal active inductor, all the transistors of circuit must be in saturation
region over the entire inductive tuning range. But, in practical active inductor
circuit, few transistors switch over from saturation to triode region. The transcon-
ductance of transistor varies from saturation to triode region. As a result, the
inductance value also gets changed, which adds nonlinearity in the active inductor
working. Active inductor linearity can be characterized by two different ways, total
harmonic distortion (THD) and 1 dB inductance compression L�1dB. THD exhibits
the ratio of total unwanted harmonic current to fundamental current when a fun-
damental ac input signal has been injected into the active inductor. L�1dB can be
defined as the input current amplitude has become 1 dB large than its small signal
value.

5.6 Power consumption

Active components in active inductor consume static power. Less number of
transistors in submicron CMOS technology and circuit configuration without body
effect are generally used methods to reduce power consumption in active inductor.

5.7 Supply voltage sensitivity

The fluctuations in DC supply voltage of active inductor also affect the perfor-
mance of active inductor.

Figure 8.
Tunable voltage-controlled oscillator.
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6. Applications

6.1 Active inductor-based voltage-controlled oscillator

The performance of RF front-end mainly relies on the performance of the
individual RF blocks. Mostly, in each block, inductor has been used such as in low
noise amplifier, filter, matching circuit, voltage-controlled oscillator, power
divider, etc. For frequency selection, reactive components as inductor and capacitor
play crucial role. Out of these two reactive components, inductor occupies signifi-
cant size of entire chip area. Figure 8 depicts the active voltage-controlled oscillator
where the passive inductor has been replaced with tunable active inductors (TAI).

Figure 9.
Active inductor based filter [8].

Figure 10.
Active inductor-based low noise amplifier [9].
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Generally, voltage-controlled oscillator is tuned using varactor capacitor where the
tuning range is limited. Using tunable active inductor, we get more freedom to tune
it over wider frequency range. Subsequently, we can operate more standards using a
single VCO. Furthermore, it consumes less chip area.

6.2 Active inductor-based filter

In [8], a second-order RF bandpass filter based on active inductor has been
implemented in a 0.35 m CMOS process. The operating frequency of the active filter
is 900 MHz with the quality factor of 40 (Figure 9).

6.3 Active inductor-based low noise amplifier

In [9], low noise amplifier has been designed using active inductor at the ISM
frequency of 2.4 GHz (Figure 10).

7. Conclusions

The designing of active and tunable electronic components is the emerging field
of today’s microelectronics industry. To facilitate the compact and efficient chips,
we must have to use them in our applications like voltage-controlled oscillator, filter
and low noise amplifier. Apart from these, inductor has been used in matching
circuits, power combiners and power dividers. Moreover, it can be used in input
circuits to control the loading effects. In all these applications, passive inductor has
been replaced with active inductor, where we can benefit in compactness and
tenability. The more other parameters are discussed in chapter.
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tenability. The more other parameters are discussed in chapter.
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Abstract

This chapter presents a novel dual stator-winding induction generator (DSWIG)
system for wind power generation, and an optimal scheme to decrease the capacity
of static excitation converter (SEC) is also given. The main result is represented
by the finding that reactive excitation power released by the excitation capacitor
and SEC is not only correlated to generator parameters, speed range, and load but
also affected by wind turbine power curve. This chapter also investigates the opti-
mal excitation capacitor selection process. Considering the objective of minimizing
the capacity of SEC, several methods are tested here to identify an appropriate
excitation capacitor value. Using the general d-q model in the stator-voltage-
orientation synchronous frame of the DSWIG control algorithm and model of SEC,
a decoupling control strategy using the space vector modulation (SVM) is deter-
mined for the six-phase DSWIG. Based on the obtained models, the computer
simulation and experimental investigations of a test prototype orated at 18 kW with
six stator phases and three-phase wound rotor DSWIG wind power system were
carried out to validate the optimal solution for the system The matching results
(simulation and teststand measurements) demonstrate the correctness and
effectiveness of this optimization scheme.

Keywords: DSWIG, excitation capacitor, static excitation controller, space
vector modulation

1. Introduction

In the latest 30 years, due to the depletion of fossil fuels and the increasing
environmental concerns and consequently strict regulations, wind energy has
become one of the most widely integrated renewable resources, attracting more and
more investments and scientific attention. Statistically by the year of 2012, about
282,430 MW of wind power were installed all over the world [1], and it is targeted
that in 2030 a percent equal to 10–20% of the global electrical energy used will be
produced by wind farms [2]. As a result of the general orientation toward a higher
degree of wind energy generation in the grid, there is a strong direction to install the
wind farms offshore. The reason is represented by the fact that the wind resource
has a better availability and the problems of noise pollution and the effect on the
site can be handled without great difficulty [3].

91



References

[1] Patel DP, Oza-Rahurkar S. Tunable
CMOS active inductor using widlar
current source. Journal of Circuits,
Systems and Computers. 2019;28(2):
1950027. DOI: 10.1142/
S0218126619500270

[2] Patel DP, Oza-Rahurkar S. CMOS
active inductor/resonator based voltage
controlled oscillator. Recent Advances
in Electrical and Electronic Engineering.
2019;12(1). DOI: 10.2174/23520
96511666181105111852

[3] Patel DP, Oza-Rahurkar S. CMOS
active inductor: A technical review.
International Journal of Applied
Engineering Research. 2018;13(11):
9680-9685. ISSN 0973-4562

[4] Razavi B. Design of CMOS Integrated
Circuits. California,USA: McGraw Hill;
2001. ISBN: 0-07-238032-2

[5] Yuan F. CMOS Active Inductors and
Transformers. 1st ed. Ontario, Canada:
Springer; 2008. ISBN: 978-0-387-76477-1

[6] Tellegen BDH. Passive Four
Terminal Network for Gyrating a
Current into a Voltage. Google
Patents 2,647,239. 1953. Available from:
https://patents.google.com/patent/
US2647239

[7] Xiao H, Schaumann B. High
Frequency Active Inductor. US
Patent 7,042,317 B2. 2006. Available
from: https://patents.google.com/pate
nt/US7042317B2/en

[8] William B. Kuhn. Dynamic range
performance of on-chip rf bandpass
filters. IEEE Transactions on circuits
and systems–II: Analog and digital signal
processing. October 2003;50(10)

[9] Arif Sobhan Bhuiyan M. Design of an
active inductor based LNA in 130 nm
CMOS process technology. Journal of
Microelectronics. 2015;45(3):188-194

90

Applied Electromechanical Devices and Machines for Electric Mobility Solutions

Chapter 6

Low-Cost (PM Less)
Wide-Speed-Range-Operation
Generators
Sorin Ioan Deaconu, Feifei Bu, Marcel Topor,
Lucian Nicolae Tutelea and Nicolae Muntean

Abstract

This chapter presents a novel dual stator-winding induction generator (DSWIG)
system for wind power generation, and an optimal scheme to decrease the capacity
of static excitation converter (SEC) is also given. The main result is represented
by the finding that reactive excitation power released by the excitation capacitor
and SEC is not only correlated to generator parameters, speed range, and load but
also affected by wind turbine power curve. This chapter also investigates the opti-
mal excitation capacitor selection process. Considering the objective of minimizing
the capacity of SEC, several methods are tested here to identify an appropriate
excitation capacitor value. Using the general d-q model in the stator-voltage-
orientation synchronous frame of the DSWIG control algorithm and model of SEC,
a decoupling control strategy using the space vector modulation (SVM) is deter-
mined for the six-phase DSWIG. Based on the obtained models, the computer
simulation and experimental investigations of a test prototype orated at 18 kW with
six stator phases and three-phase wound rotor DSWIG wind power system were
carried out to validate the optimal solution for the system The matching results
(simulation and teststand measurements) demonstrate the correctness and
effectiveness of this optimization scheme.

Keywords: DSWIG, excitation capacitor, static excitation controller, space
vector modulation

1. Introduction

In the latest 30 years, due to the depletion of fossil fuels and the increasing
environmental concerns and consequently strict regulations, wind energy has
become one of the most widely integrated renewable resources, attracting more and
more investments and scientific attention. Statistically by the year of 2012, about
282,430 MW of wind power were installed all over the world [1], and it is targeted
that in 2030 a percent equal to 10–20% of the global electrical energy used will be
produced by wind farms [2]. As a result of the general orientation toward a higher
degree of wind energy generation in the grid, there is a strong direction to install the
wind farms offshore. The reason is represented by the fact that the wind resource
has a better availability and the problems of noise pollution and the effect on the
site can be handled without great difficulty [3].
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The large offshore wind farms will require a transmission of energy produced
from the offshore wind farm to the grid connection point. The general solution is to
have a high-voltage ac (HVAC) or high-voltage dc (HVDC) transmission. Usually,
offshore wind farms are located at distances <120 km from the shore. This wind
farms have the capacity <150 MW which is possible to be connected to the grid
using an HVAC transmission, whereas at longer distances and/or with higher
capacity, only the HVDC transmission is recommended mainly due of its economic
and technical advantages [4].

There are a large number of topologies of electric machines which can be can be
used as generators for wind power systems, among which we may include the
synchronous machine, induction machine, switched reluctance machine, etc. [5, 6].
However, the very strict requirements to reach high performance and high reliabil-
ity are the development of the large and long-distance offshore wind farms operat-
ing with the HVDC transmission. In order to have this, a number of technical
proposals have been considered to be promising [5, 7–10]. The large majority of
them are built on the permanent magnet synchronous generator (PMSG) topology
and on the doubly fed induction generator (DFIG) topology. It is considered that
the PMSG-based generator wind turbines feeding the load through a dc bus voltage
is appropriate for the HVDC transmission between the farm and shore grid, Even
though this type of generators has a higher power density and efficiency, they have
a cost disadvantage given to the rapid increase of rare-earth material price. This
rather simple solution requests a full-rated power converter which is disequilibrium
in the cost of installment and operation between the generator and the power
converter [9]. In contrast to the DFIG, it requires power converter representing
only 25% of the generator rated power (if we consider a limited speed range of 0.75–
1.25 p.u.). Of course the presence of slip rings and brushes in order to supply power
to the rotor side leads to a rise of the maintenance cost. If we consider a HVDC
transmission, a voltage-source converter, or a line-commutated converter, it has to
be included since the voltage output of the DFIG is three-phase constant ac voltage
and frequency [10].

2. State of the art in dual stator-winding induction generators (DSWIG)

The rotor cage-type induction generator (IG) constitutes an excellent choice for
building wind turbine generators. It has many advantages for wind power applica-
tions, such as natural brushless construction, low maintenance request, good
overload protection capability, and many other excellent features [11]. For tradi-
tional IG systems, one important disadvantage is the difficulty to realize regulation
of excitation reactive power and the poor output voltage dynamic performance
under the variations of load and speed, which limits their extended applications.
With the rapid development of power electronics and electric machine control
strategies, many improved topologies have been proposed to circumvent the afore-
mentioned problems [11–14]. We can mention here at least one which is
represented by the connection of a dc-ac voltage-source inverter in parallel or series
with the loads to provide variable excitation reactive power. This solution has
facilitated a performant control of IG systems, but most of these improved solutions
will require a certain amount of injected harmonics into the load current and will
have as side effect induced the output voltage ripple.

A step forward into the problem to effectively control the output voltage and
eliminate/decrease the harmonics generated from power commutation, a dual
stator-winding induction generator (DSWIG) with a static excitation converter
(SEC) as proposed in [15]. Under the variable speed and load regime in order to get
constant frequency and constant voltage, this system suffers from the complexity or
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low efficiency due to the use of a discharge resistance or battery [16]. For power
systems operating in aircrafts, ships, and wind power applications, a DSWIG-based
dc generating system with one or more diode rectifiers connected to the power
winding is recently explored in [16–19]. This kind of system is characterized by a
good performance of the dc voltage output with a small-size power converter
capable of operating under the dynamic variable speed and load, which indicates
the fact that it can also be used in wind power systems, especially as a suitable
solution for the offshore wind farms using the HVDC transmission technology.

The prime mover in wind power system is the wind turbine. The output power
of it is not only related to the wind speed but also has much to do with the rotor
speed, turbine speed, rotor blade tilt, rotor blade pitch angle size and shape of
turbine, swept area of turbine blades, rotor geometry whether it is a HAWT or a
VAWT, and wind speed turbulences which constitute the mathematical model of
the wind turbine. The characteristics of the wind turbine depend on the type of
prime mover. The turbine position and its nonlinearities should be taken into
consideration seriously when designing or controlling a wind power system. Nev-
ertheless, the long list of research papers written for the type of DSWIG is concen-
trated primarily upon the control and optimization for the abovementioned power
system configuration. When the DSWIG system is powered by the wind turbine, if
we consider the capacity optimization problem for SEC, in our opinion these avail-
able optimal schemes mentioned in literature are not appropriate for the DSWIG
used in wind power farm.

As a consequence of the existing constraints regarding the overall cost and
volume, the capacity of the chosen SEC is one of the important elements of the
design of wind power system. In this chapter, the optimal sizing algorithm of
excitation capacitor designed to decrease the capacity of SEC for DSWIG wind
power system is presented. We have considered a number of methods to be inves-
tigated and employed to identify the optimal excitation capacitor in a step-by-step
procedure. The simulation and experimental results from the tests performed on
18 kW six-phase/three-phase DSWIG wind power system prototype supplying a
rectifier load for dc voltage output are shown for comparison and validation.

3. System topology and model

3.1 DSWIG wind power system

The configuration of a prototype six-phase/three-phase DSWIG wind power
system is shown in Figure 1.

The stator winding consists in a two set of shifted windings which are located in
the stator slots in this generator. The first winding referred to as ix-phase power
winding, is built using two three-phase star windings shifted by a 30-degree electric
angle, and supplies power to the dc load via a six-phase bridge rectifier. The second
winding, identified as a three-phase control winding, is connected to the static
excitation controller (SEC). A standard squirrel-cage rotor is used by this generator.
The two windings (power and control) have the same number of poles, so they
share the same working frequency. It has been found that [1] because there is no
electric connection between the two sets of windings, the electromagnetic compat-
ibility (EMC) of the system is improved greatly.

Wind energy is transformed into mechanical energy and therefore into dc power
by the wind turbine and DSWIG, respectively. The power winding will transfer the
generated power to the dc load through the rectifiers connected at the grid side.
Using two three-phase diode bridges connected in parallel or series, it is possible to
supply a dc bus or a dc load.
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The large offshore wind farms will require a transmission of energy produced
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low efficiency due to the use of a discharge resistance or battery [16]. For power
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dc generating system with one or more diode rectifiers connected to the power
winding is recently explored in [16–19]. This kind of system is characterized by a
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capable of operating under the dynamic variable speed and load, which indicates
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VAWT, and wind speed turbulences which constitute the mathematical model of
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system configuration. When the DSWIG system is powered by the wind turbine, if
we consider the capacity optimization problem for SEC, in our opinion these avail-
able optimal schemes mentioned in literature are not appropriate for the DSWIG
used in wind power farm.

As a consequence of the existing constraints regarding the overall cost and
volume, the capacity of the chosen SEC is one of the important elements of the
design of wind power system. In this chapter, the optimal sizing algorithm of
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power system is presented. We have considered a number of methods to be inves-
tigated and employed to identify the optimal excitation capacitor in a step-by-step
procedure. The simulation and experimental results from the tests performed on
18 kW six-phase/three-phase DSWIG wind power system prototype supplying a
rectifier load for dc voltage output are shown for comparison and validation.
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3.1 DSWIG wind power system

The configuration of a prototype six-phase/three-phase DSWIG wind power
system is shown in Figure 1.

The stator winding consists in a two set of shifted windings which are located in
the stator slots in this generator. The first winding referred to as ix-phase power
winding, is built using two three-phase star windings shifted by a 30-degree electric
angle, and supplies power to the dc load via a six-phase bridge rectifier. The second
winding, identified as a three-phase control winding, is connected to the static
excitation controller (SEC). A standard squirrel-cage rotor is used by this generator.
The two windings (power and control) have the same number of poles, so they
share the same working frequency. It has been found that [1] because there is no
electric connection between the two sets of windings, the electromagnetic compat-
ibility (EMC) of the system is improved greatly.

Wind energy is transformed into mechanical energy and therefore into dc power
by the wind turbine and DSWIG, respectively. The power winding will transfer the
generated power to the dc load through the rectifiers connected at the grid side.
Using two three-phase diode bridges connected in parallel or series, it is possible to
supply a dc bus or a dc load.
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In this chapter, we have considered that the parallel connection of the windings
with an interphase reactor is selected. In order to provide partial reactive power for
the excitation of the generator, a fixed excitation capacitors bank to the terminal
of six-phase power winding. In case of the control winding, a switch-mode pulse-
width modulation (PWM) voltage-source SEC is used to produce variable reactive
power to secure the performance of dc voltage output according to the different
working conditions. In this configuration, the dc bus capacitor behaves as a voltage
source of SEC.

In this rather simple electric power generation system, the prime mover is the
wind turbine. As we may know, the output mechanical energy of the wind turbine
varies with the wind and rotor speed besides many other factors. According to the
Betz law, the rotor speed should be constantly dynamically adapted with the wind
to capture more wind power, which can be implemented by the control of output
power [20, 21]. As a consequence the system should naturally have the capability to
self-adapt to the variations of speed and load, which will conduct to a large change
of the reactive excitation power produced by the fixed excitation capacitors and to
a great variation of the capacity of SEC. However, there is a possible solution if the
excitation capacitors connected to the power winding were optimally selected. In
this case the capacity of SEC will be decreased considerably, which will lead to a
low-cost power and compact-size generation system. Therefore, the optimal algo-
rithm for the selection of the excitation capacitor is very important for the DSWIG
applied in wind power system.

In this type of system, the objective is to have the dc bus voltage of power
winding UpDC constant. In order to have this condition fulfilled, the control objec-
tives need to consider the speed and load variations. This implies that we need to
maintain UcDC, the dc bus voltage of SEC, stable as this is the basic condition for the
normal work of SEC. According to the instantaneous power theory, it is possible
to control both the active and reactive components of the control winding current
separately, and in order to maintain a direct control of the generator, instantaneous
active and reactive power is used in order to meet the control objectives [22]. In this
chapter, we present a mathematical model of SEC developed using the d-q frame
with the reference orientation being synchronous to the stator voltage. In this work,
the closed interconnection between the d and q axis quantities is considered, and
based on this, the rather new control strategy with decoupling using SVM for the
DSWIG wind power generator is introduced.

Figure 1.
Six-phase/three-phase DSWIG wind power system.
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3.2 DSWIG model

The equivalent circuit schematic of six-phase/three-phase DSWIG in the sta-
tionary reference frame is shown in Figure 2. In this representation, the equivalent
circuit parameters of the rotor winding and the control winding are referred to the
power winding. The dynamic model of the generator expressed in the complex
variable form can be written as follows [15]:

The voltage equations are written as

Up1 ¼ Rp1Ip1 þ dψp1=dt
Up2 ¼ Rp2Ip2 þ dψp2=dt
Uc ¼ RcIc þ dψc=dt
Ur ¼ RrIr � jωrψr þ dψr=dt

8>>><
>>>:

(1)

where

ψp1 ¼ Lp1Ip1 þ Llmp12Ip2 þ Llmcp1Ic þ LmIr
ψp2 ¼ Llmp12Ip1 þ Lp2Ip2 þ Llmcp2Ic þ LmIr
ψc ¼ Llmcp1Ip1 þ Llmcp2Ip2 þ LcIc þ LmIr
ψr ¼ LmIp1 þ LmIp2 þ LmIc þ LrIr

8>>><
>>>:

(2)

Lc ¼ Lm þ Llc; Lr ¼ Lm þ Llr; Lp1 ¼ Lp2 ¼ Lm þ Llp; Llp, Llc, and Llr represent the
leakage inductance corresponding to the power winding, the control winding, and,
respectively, the rotor; Llm represents the mutual leakage inductance between the
stator windings; and Lm is the magnetizing inductance. The variables U, I, and ψ
represent the voltage, current, and flux; their subscript letters p, c, and r indicate
the correspondence to the stator power winding, stator control winding, and rotor.
Numbers (1) and (2) indicate the first and second set of power winding distinctly.
The derivative of the above variables is written by d=dt, and ωr is the angular rotor
electrical frequency.

4. Principle of design with optimization

4.1 Wind turbine characteristics

The power captured by the wind turbine is expressed by Eq. (3), which is a
function depending on the blade shape, the pitch angle, the radius, and the rotor
speed of rotation [20]:

Figure 2.
The equivalent circuit of six-phase/three-phase DSWIG in stationary reference frame.
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In this type of system, the objective is to have the dc bus voltage of power
winding UpDC constant. In order to have this condition fulfilled, the control objec-
tives need to consider the speed and load variations. This implies that we need to
maintain UcDC, the dc bus voltage of SEC, stable as this is the basic condition for the
normal work of SEC. According to the instantaneous power theory, it is possible
to control both the active and reactive components of the control winding current
separately, and in order to maintain a direct control of the generator, instantaneous
active and reactive power is used in order to meet the control objectives [22]. In this
chapter, we present a mathematical model of SEC developed using the d-q frame
with the reference orientation being synchronous to the stator voltage. In this work,
the closed interconnection between the d and q axis quantities is considered, and
based on this, the rather new control strategy with decoupling using SVM for the
DSWIG wind power generator is introduced.

Figure 1.
Six-phase/three-phase DSWIG wind power system.
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3.2 DSWIG model

The equivalent circuit schematic of six-phase/three-phase DSWIG in the sta-
tionary reference frame is shown in Figure 2. In this representation, the equivalent
circuit parameters of the rotor winding and the control winding are referred to the
power winding. The dynamic model of the generator expressed in the complex
variable form can be written as follows [15]:

The voltage equations are written as

Up1 ¼ Rp1Ip1 þ dψp1=dt
Up2 ¼ Rp2Ip2 þ dψp2=dt
Uc ¼ RcIc þ dψc=dt
Ur ¼ RrIr � jωrψr þ dψr=dt

8>>><
>>>:

(1)

where

ψp1 ¼ Lp1Ip1 þ Llmp12Ip2 þ Llmcp1Ic þ LmIr
ψp2 ¼ Llmp12Ip1 þ Lp2Ip2 þ Llmcp2Ic þ LmIr
ψc ¼ Llmcp1Ip1 þ Llmcp2Ip2 þ LcIc þ LmIr
ψr ¼ LmIp1 þ LmIp2 þ LmIc þ LrIr

8>>><
>>>:

(2)

Lc ¼ Lm þ Llc; Lr ¼ Lm þ Llr; Lp1 ¼ Lp2 ¼ Lm þ Llp; Llp, Llc, and Llr represent the
leakage inductance corresponding to the power winding, the control winding, and,
respectively, the rotor; Llm represents the mutual leakage inductance between the
stator windings; and Lm is the magnetizing inductance. The variables U, I, and ψ
represent the voltage, current, and flux; their subscript letters p, c, and r indicate
the correspondence to the stator power winding, stator control winding, and rotor.
Numbers (1) and (2) indicate the first and second set of power winding distinctly.
The derivative of the above variables is written by d=dt, and ωr is the angular rotor
electrical frequency.

4. Principle of design with optimization

4.1 Wind turbine characteristics

The power captured by the wind turbine is expressed by Eq. (3), which is a
function depending on the blade shape, the pitch angle, the radius, and the rotor
speed of rotation [20]:

Figure 2.
The equivalent circuit of six-phase/three-phase DSWIG in stationary reference frame.
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PT ¼ 1
2
πρR2Cp λ; βð ÞV3 (3)

where ρ is the air density (in kg/m3), R is the blade radius (in m), β is the pitch
angle (in degrees), Cp λ; βð Þ is the wind turbine power coefficient, and V is the wind
speed (in m/s). λ is the tip-speed ratio, defined as

λ ¼ 2πnR
60V

(4)

where n is the rotor speed (in rev/min).
The general wind turbine power curves for various wind speeds are shown in

Figure 3. From this it can be easily noticed that, for each wind speed, there exists a
maximum power point in the wind turbine output. This point is located on the
power versus rotating speed characteristic. Popt, in Figure 3 the line connecting this
point, is the maximum power curve which is the line coupling all the maximum
power points obtained at different wind speeds.

The maximum power point is obtained for the wind turbine having a fixed pitch
angle (the β is fixed), when the tip-speed ratio λ equals λopt, and the wind turbine
power coefficient Cp is equal to maximum. In this condition, the maximum output
power can be written as

PTmax ¼ 1
2
πρR2 2πR

60λopt

� �3

Cpmaxn3 (5)

λopt ¼ 2πR
60

� nopt
V

(6)

One may need to maximize the output power of wind turbine within the range
of variation of wind speed. For this reason the rotor speed must be kept propor-
tional with the wind speed to insure the value of the tip-speed ratio constant for all
the maximum power point according to Eqs. (5) and (6). The control of the gener-
ator requires the use of the maximum power point tracking (MPPT) method for the
wind turbine operating at a variable speed. The process can be implemented in
advanced controller in order to strength optimal power generation output, like in
[20, 21].

Figure 3.
Wind turbine power curves for various wind speeds.
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4.2 The optimal selection algorithm of excitation capacitor

Considering the various wind speed and wind turbine power curve areas, the
operation of DSWIG wind power system can be divided into four stages A-B-C-D-
E, as shown in Figure 4.

4.2.1 Stage I: segment A-B: the initialization sequence of wind power system

The process initiates when the wind speed is greater than the start-up value. At
this moment the rotor blades initiate the spinning, and the rotor speed slowly
increases, as shown in A-B segment in Figure 4. The generator will not provide any
power during this sequence.

4.2.2 Stage II: segment B-C: the voltage buildup sequence of DSWIG wind power system

In this stage, the system is initiating the voltage generation when the minimum
speed need is obtained. During this sequence, the reactive power needed for exci-
tation is supplied through the excitation capacitor and SEC simultaneously. In
addition to this, it is necessary to maintain the dc-side capacitor voltage constant
with the SEC supplying the part of the active power required for charging, which is
essential to the normal operation of the system [22]. The generating mode is possi-
ble after the nominal excitation voltage is reached.

4.2.3 Stage III: segment C-D: the operation of system within the range of low wind speed

When the cut-in speed is reached, the generator begins to produce enough power
in order to begin the export. The rotor speed is still low due to the small wind speed. As
a result, the output voltage of rectifier connected to the power winding cannot reach
the nominal value. One may notice that the output power is related to the cube of the
wind speed, and, thus, it is very small in this wind speed operating zone. In order to
take advantage of this part of the wind curve characteristic, we consider the voltage
pump-up theory as it is presented in [23]. When the voltage in the DC bus of SEC is
reaching the reference value, the output power is mainly generated through the SEC
from the control winding. The matching equations of wind speed, rotor speed, and
output power are represented under the form of a curved line labeled B-C in Figure 4.

4.2.4 Stage IV: segment D-E: the large wind speed domain regime of the wind power system

When the value of speed of the wind system is relatively stable within the large
wind region, the rectified output voltage can match the nominal value, and the

Figure 4.
The characteristic of DSWIG wind power system variable wind speed.
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4.2 The optimal selection algorithm of excitation capacitor

Considering the various wind speed and wind turbine power curve areas, the
operation of DSWIG wind power system can be divided into four stages A-B-C-D-
E, as shown in Figure 4.

4.2.1 Stage I: segment A-B: the initialization sequence of wind power system

The process initiates when the wind speed is greater than the start-up value. At
this moment the rotor blades initiate the spinning, and the rotor speed slowly
increases, as shown in A-B segment in Figure 4. The generator will not provide any
power during this sequence.

4.2.2 Stage II: segment B-C: the voltage buildup sequence of DSWIG wind power system

In this stage, the system is initiating the voltage generation when the minimum
speed need is obtained. During this sequence, the reactive power needed for exci-
tation is supplied through the excitation capacitor and SEC simultaneously. In
addition to this, it is necessary to maintain the dc-side capacitor voltage constant
with the SEC supplying the part of the active power required for charging, which is
essential to the normal operation of the system [22]. The generating mode is possi-
ble after the nominal excitation voltage is reached.

4.2.3 Stage III: segment C-D: the operation of system within the range of low wind speed

When the cut-in speed is reached, the generator begins to produce enough power
in order to begin the export. The rotor speed is still low due to the small wind speed. As
a result, the output voltage of rectifier connected to the power winding cannot reach
the nominal value. One may notice that the output power is related to the cube of the
wind speed, and, thus, it is very small in this wind speed operating zone. In order to
take advantage of this part of the wind curve characteristic, we consider the voltage
pump-up theory as it is presented in [23]. When the voltage in the DC bus of SEC is
reaching the reference value, the output power is mainly generated through the SEC
from the control winding. The matching equations of wind speed, rotor speed, and
output power are represented under the form of a curved line labeled B-C in Figure 4.

4.2.4 Stage IV: segment D-E: the large wind speed domain regime of the wind power system

When the value of speed of the wind system is relatively stable within the large
wind region, the rectified output voltage can match the nominal value, and the
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The characteristic of DSWIG wind power system variable wind speed.
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wind power generator system can provide energy at maximum power under
different wind speeds (i.e., Popt in Figure 4). Since constant output voltage is
needed, the reactive power needed for generator excitation provided by the excita-
tion capacitors is not sufficient, and for this reason, the remaining share is given
by the SEC. When the wind is accelerating steadily, the wind turbine speeds up, so
the reactive excitation power provided by the excitation capacitor also increases;
thus, the reactive energy supplied by the SEC decreases accordingly. During the
speed up, the SEC gets more reactive excitation power from the generator instead
of providing it. If the wind speed slows down beyond the rated value, some
correcting actions need to be performed in order to limit the output power of the
wind turbine [10]. A first measure is the modification of the pitch angle. Another
measure is to reduce the magnetization field. The field should be weakened in order
to be sure that the constant output power of the generator is kept. This process is
represented by the CDE segment in Figure 4where the change of excitation current
is exposed in Figure 5.

Curve 1 in Figure 5 presents the control winding current variation when the
generator operates within the range of CDE area. When the current value is posi-
tive, the SEC provides insufficient reactive power to the generator; and when the
value is negative, the SEC there is an excessive reactive excitation which imposes a
correction. The maximum positive current IC in control winding occurs at low-
speed, light-load situations (as it can be noticed from Figure 5) (corresponding to
point C in Figure 4), while the negative minimal current IE occurs at high-speed
rated-load moments (corresponding to point E in Figure 4).

In this chapter, the sizing equations based on mathematical model and simula-
tion methods are used to obtain an suitable the excitation capacitor value, capable
of maintaining the current flowing through the control winding at a variable speed
and load regime following strictly the law, ICj j ¼ IEj j. Thus, the minimal capacity
of SEC is found for the DSWIG wind power system.

4.3 The selection of optimal excitation capacitor for an 18 kW
six-phase/three-phase DSWIG wind power system

4.3.1 Optimal excitation capacitor identification using the graphic method

The equivalent circuit parameters of the prototype 18 kW multiphase stator
windings with six-phase/three-phase DSWIG studied in this paper are given in
Appendix. The waveforms of the control winding current Ic obtained using various
excitation capacitors are analyzed, and the results are shown in Figure 6. In this
figure, two different situations regarding the low-speed, light-load and the high-

Figure 5.
The change of excitation current in CDE segment in large wind speed zone.
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speed rated-load moments were investigated. The shape of curve Ic1 synthesizes the
effect the control winding current at 500 rev/min with 4 kW (the corresponding
maximum output power to this speed). Curve Ic2 illustrates the effect of the control
winding current at 1200 rev/min with 18 kW. Output of the excitation capacitor
value ranges from 10μF to 140μF.

Curve �Ic2 is the symmetrical about the X-axis with curve corresponding the Ic2.
The maximum absolute value of the control winding positive and negative current
is equal in this process, and thus the intersection of curve Ic1 and �Ic2 is point O,
which is indicated that the excitation capacitor is 70 μF. In few words, the optimal
excitation capacitor can be easily determined by this graphic method.

4.3.2 Optimal value of the excitation capacitor identification using the iterative approach

Using a value 70 μF as the optimal excitation capacitor, the variation of control
winding current is rendered under the form of curve 1 in Figure 7. In this graphic,
the maximum positive current is IC ¼ 8A and the minimal negative current is

Figure 6.
The influence of various excitation capacitors on the control winding current.

Figure 7.
The law of control winding current based on the optimal excitation capacitor.
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4.3 The selection of optimal excitation capacitor for an 18 kW
six-phase/three-phase DSWIG wind power system
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The equivalent circuit parameters of the prototype 18 kW multiphase stator
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excitation capacitors are analyzed, and the results are shown in Figure 6. In this
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maximum output power to this speed). Curve Ic2 illustrates the effect of the control
winding current at 1200 rev/min with 18 kW. Output of the excitation capacitor
value ranges from 10μF to 140μF.
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The maximum absolute value of the control winding positive and negative current
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which is indicated that the excitation capacitor is 70 μF. In few words, the optimal
excitation capacitor can be easily determined by this graphic method.

4.3.2 Optimal value of the excitation capacitor identification using the iterative approach

Using a value 70 μF as the optimal excitation capacitor, the variation of control
winding current is rendered under the form of curve 1 in Figure 7. In this graphic,
the maximum positive current is IC ¼ 8A and the minimal negative current is

Figure 6.
The influence of various excitation capacitors on the control winding current.

Figure 7.
The law of control winding current based on the optimal excitation capacitor.

99

Low-Cost (PM Less) Wide-Speed-Range-Operation Generators
DOI: http://dx.doi.org/10.5772/intechopen.88544



IE ¼ �10A. This value implies that the excitation capacitor is somewhat large,
requiring a reduction of the value.

The graphic method is based on the identification of the two curves
intersection graphically, where the intersection denotes the optimal excitation
capacitor. Although some errors are expected, the result can be considered as a
reference value. Therefore, this value can be established as the initial guess value
for the recursive method. In this chapter, in order to identify the optimum
value recursive algorithm, the capacitance value of the excitation capacitor is
viewed as an optimization variable, IC þ IEj j≤ ε as the optimization constrain
target, and the initial guess of the capacitance equal to 70 μF is the starting
initial value.

The recursive algorithm flowchart is shown in Figure 8. The optimal value
is obtained after several iterations, and after the target reaches the optimal
excitation capacitor, Copt ¼ 65μF is obtained. Considering this as the optimal value
of the excitation capacitor, we obtain curve 2 in Figure 7 is accomplished.
Through the entire optimization process, the absolute values of maximum and
minimum currents flowing through the control winding are both about 9A. In fact,
Ic echoes the capability of SEC to provide excitation for the generator. By means of
a synthesis of graphical and recursive methods, the optimal value for excitation
capacitor can be found to apprehend the capacitor value minimization of SEC
for the wind power system with DSWIG generator connected to a passive
resistance load.

5. Control strategies

5.1 A synthetic analysis of the control algorithms for the multiphase
DSWIG system

According to the analysis depicted in Ref. [22], the two sets of windings share
the same air-gap flux; thus any change of control winding flux will cause the
variation of air-gap flux, which can determine a reaction in the DC-bus voltage of
power winding UpDC. Due to the power loss occurring inside the SEC, UcDC would
be faded. In this way, UcDC must be strictly controlled to enforce the standard work
condition of SEC, which can be further realized by the controller of the electro-
magnetic torque produced by control winding Temc. The relationship between
corresponding parameters can be expressed as follows:

Figure 8.
The sketch map of iterative algorithm.
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ψ c ! UpDC

Temc ! UcDC

�
(7)

Based on the instantaneous power theory [24], the control winding instanta-
neous power can be stated as in Eq. (8) in the d-q coordinate frame referencing the
control winding terminal voltage vector Uc:

pc ¼ ω1ψ cicd
qc ¼ ω1ψ cicq

�
(8)

This way we can obtain the following equality:

pc
qc

¼ icd
icq

(9)

where pc and qc denote the instantaneous active and reactive power generated by
the current in the control winding, respectively. icd and icq are the d-q components
of control winding current ic. ω1 is the angular stator electrical frequency.

Eq. (8) shows that the q component of control winding current, icq, is generating
the instantaneous reactive power qc, while icd generates pc, namely:

icd ! pc
icq ! qc

�
(10)

From equation [22], in variable speed and load regime, the management of Temc
can be realized by the control of two components, namely pc and qc, which can fine-
tune the control winding flux. Briefly, the following relationship can be obtained:

pc ! Temc

qc ! ψ c

�
(11)

As it is stated above, the control algorithms for the DSWIG power generation
system functioning in variable rotor speed and load regime driven by wind power
turbine may be written as it follows according to Eqs. (7), (10), and (11):

ic �������!Uc�oriented icd ! pc ! Temc ! UcDC

icq ! qc ! ψ c ! UpDC

�
(12)

5.2 The mathematical equivalent model for the DSWIG system

In order to simplify the equations, only the fundamental component of voltage is
considered, and the hysteresis and eddy current losses are disregarded. Using this
assumptions DSWIG can be considered as a voltage source seen from the side of the
control winding [25]. Figure 9 shows the equivalent circuit of the DSWIG system in
simplified vector form.

Using the aforementioned equations, the voltage equation of the equivalent
circuit can be yielded as

Um ¼ L
dIc
dt

þ Uc (13)

Eq. (13) can be rewritten using the α� β reference frame:
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In order to simplify the equations, only the fundamental component of voltage is
considered, and the hysteresis and eddy current losses are disregarded. Using this
assumptions DSWIG can be considered as a voltage source seen from the side of the
control winding [25]. Figure 9 shows the equivalent circuit of the DSWIG system in
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Umα

Umβ

� �
¼ L

d
dt

icα
icβ

� �
þ Ucα

Ucβ

� �
(14)

If the d-q coordinates is referenced to the control winding terminal voltage
vector Uc, shown in Figure 10, Eq. (14) can be transformed into the d-q reference
frame coordinates:

Umd

Umq

� �
¼ L

d
dt

icd
icq

� �
þ Lω1

�icq
icd

� �
þ Ucd

Ucq

� �
(15)

where

Ucd

Ucq

� �
¼ Uc

0

� �
(16)

where Uc is the magnitude of Uc, and Eq. (17) can be obtained by the joint of
Eqs. (15) and (16):

Umd

Umq

� �
¼ L

d
dt

icd
icq

� �
þ Lω1

�icq
icd

� �
þ Uc

0

� �
(17)

In this way, the control winding current in the Uc-oriented d-q coordinates can
be written as

icd ¼
Ð Umd þ Lω1icq �Uc

L
dt

icq ¼
Ð Umq þ Lω1icd

L
dt

8>><
>>:

(18)

Figure 9.
The equivalent circuit of the DSWIG system.

Figure 10.
The stator voltage orientation of the control winding.
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Based on the analysis presented previously, we may develop the mathematical
equivalent model of control winding connected with SEC. This model is specified in
Figure 11. The d-q components of Ic, icd, and icq will control the instantaneous active
and reactive power, respectively.

This controller can be implemented by usually making use of PI-type current
controller to make the control winding current track the command current. How-
ever, Eq. (18) implies that there is a cross coupling between the d and q channels,
which obviously if we consider Figure 11. This cross coupling will decline the static
and dynamic performance.

5.3 Decoupling control strategy using space vector modulation SVM

A decoupling control strategy using SVM for the DSWIG wind power system is
presented in Figure 12.

The command voltage components are provided given as function depending on
the two-axis PI regulators output and the inductance:

U ∗ de
md ¼ PI icd; i ∗cd

� �� Lω1icq þUc

U ∗ de
mq ¼ PI icq; i ∗cq
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þ Lω1icd

8<
: (19)

where U ∗ de
md and U ∗ de

mq are used for the SEC by the SVM; Eq. (19) can be
converted into the following equation:
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This expression can simplify into an integral form:

icd ¼
Ð PI icd; i ∗cd
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dt
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L
dt
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>>>:

(21)

Equation (21) implies that it is possible to linearize the relationship between the
input and output of the model of control winding including SEC using the

Figure 11.
The model of control winding including SEC.
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Figure 9.
The equivalent circuit of the DSWIG system.

Figure 10.
The stator voltage orientation of the control winding.
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command voltage with corresponding decoupling elements. This way, the system
naturally guarantees that the decoupling control strategy is effective transforming
the equations into a first-order linear dynamic system. Using the command voltage
U ∗ de

md andU ∗ de
mq , the SVM is employed to generate the switching signals for the power

switches.

6. Simulation and experimental results

6.1 Simulation results

Theoretically, the optimal excitation capacitor obtained from the sizing algo-
rithms corresponds to a generator loaded only with a resistive load, excluding the
influence of rectifier load. But in practice the nonlinear influence of rectifier load
for the whole system cannot be fully neglected.

The simulation model for six-phase/three-phase DSWIG wind power generation
system is built based on the decoupling control strategy using SVM presented
above. The equations were coded into a complex model with the help of MATLAB/
Simulink to additionally fine-tune the value of the optimal excitation capacitor.

In this simulation model, the suitable tunings for Copt are made, when
Copt ¼ 62μF. The simulation results are shown in Figure 13.

When the rotor speed is inferior to the value of 300 rev/min, there is no voltage
at the output of the generator, as shown in phase 1 in Figure 13. If the speed is
growing over 300 rev/min, the system begins to build up the voltage. From phase 2
in Figure 13, it can be noticed that the corresponding dc bus voltage UpDC and UcDC

will raise progressively with the development of line-to-line voltage and line current
in the control winding. As a consequence of the low speed, the voltage in the dc bus
output of power winding UpDC cannot increase and maintain itself up to the speci-
fied value 600 V. On the contrary, the UcDC can yield 600 V due to the voltage
pumping-up capability of control winding. The output power is small in phase 3 in
Figure 13 as it may be seen in the power curve. Consequently, the power is pro-
vided from control winding side somewhat from the power winding over SEC.
With the additional growth of the rotor speed, the dc voltage of power winding-
rectified output can arise up to 600 V of the specified value of the generation
system. At this situation, the state change of this DSWIG system is engaged. The
control winding output generated power is surpassed by the power output of the

Figure 12.
The decoupling control strategy using SVM for six-phase/three-phase DSWIG system.
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power winding. In phase 4 in Figure 13, this changeover is exposed. The modifica-
tion of UpDC raising from 200 to 600 V can be seen, while UcDC is preserved at
600 V constantly.

After this transient state, the rotor speed ramps up from 500 to 1200 rev/min
and stays at 1200 rev/min afterward, as shown in phase 5 in Figure 13. During this
process, while we have an increase of the rotor speed and load corresponding to the

Figure 13.
Simulation results of six-phase/three-phase DSWIG wind power system based on the optimal capacitor
(62 μF). (a) The rotor speed n. (b) The dc bus voltage UcDC and UpDC. (c) The line current of control winding
icA. (d) The line-to-line voltage of control winding ucAB.

Figure 14.
Experimental waveform of the DSWIG wind power system voltage buildup.
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power curve, the control winding line current icA rms value shifts from negative to
positive slope, the control winding current at low speed with light load (500 rev/
min 4 kW) becomes equal with the value obtained during high speed with rated
load regime (1200 rev/min 18 kW), which obeys to the equation ICj j ¼ IEj j, and the
rms value is about 10 A.

The rms value of control winding line current does not exceed over 10 A
throughout the whole process, as shown in Figure 14, which entitles us to say that it
is possible to further adjust the capacitor in order to get the capacity optimal
through minimization of SEC for DSWIG wind power system with rectifier load.

6.2 Experimental results

The optimal selection algorithm and simulation were performed previously,
followed by the experimental work. The experiments were carried out using an
18 kW six-phase/three-phase DSWIG wind power system prototype. The control
software is soft coded in a Freescale MC56F8346 DSP-based development system. A
three-leg Mitsubishi intelligent power module (IPM) is used for the buildup of the
static excitation converter. The wind turbine dynamics will be emulated by a 20 kW
three-phase induction motor driven by a Siemens M440 inverter. The excitation
capacitor value is selected at 60μF.

Figure 15.
Experimental waveform at 450 rev/min with 2 kW when the DSWIG outputs power from the control winding
at low speed.

Figure 16.
Experimental waveform of the transition at 500 rev/min.
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When the turbine shaft rotates at a minimum speed of 300 rev/min, the system
begins to build up voltage. The experimental results for this stage with the control
strategy described above have been shown in Figure 14. It can be noticed that UpDC

and UcDC rises with constant pace up to 200 and 600 V, respectively, without any
overshoot in voltage and current.

According to the theoretical analysis presented earlier above, when the speed is
in the range of low wind speed, the rotor speed is low and the output power is small.
In this case, the generated power is transferred through the SEC from the control

Figure 17.
DC bus voltage waveforms of the control winding line-to-line voltage and line current of DSWIG wind power
system when the speed is increasing from 500 to 1200 rev/min b. (a) Light load, 3.5 kW 500 rev/min,
(b) 11 kW, 710 rev/min, (c) rated load, 18 kW, 1200 rev/min.
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winding. Figure 15 presents the experimental tests showing the characteristic
waveform of the DSWIG wind power system spinning at 450 rev/min with 2 kW
electric load. In this case, the rms value of control winding line current is
about 8.5 A.

The power winding voltage UpDC is controlled from 200 to 600 V when the
speed reaches 500 rev/min. The speed modification is followed by a change of the
line-to-line voltage and line current of control winding. Through this transient
state, UcDC is preserved at 600 V constant. The experimental test results show the
transient state waveform of the voltage shown in Figure 16.

Figure 17 depicts the experimental results indicating the control winding line-
to-line voltage and line current following several typical operating points/states of
the energization process ranging from 500 to 1200 rev/min. In Figure 17a, one may
notice that the line current is phase shifted behind the line-to-line voltage no <120°
(it is phase shifted behind the phase voltage almost 90° electrical degrees), which
indicates that the SEC will provide the reactive excitation power to the generator
and the rms value is 8.9 A. In a similar way, while the speed increases, the load
of the generator accelerates. When the speed grows to 710 rev/min, the output
power of the generator is close to 11 kW.

The reactive current provided by SEC in this situation is irrelevant, close to
zero as it can be seen from Figure 17b. This can be explained by the fact that
enough reactive excitation power required by the generator is provided by the
excitation capacitor. The reactive excitation power provided by excitation
capacitor decreases below the generator demand, while the speed and load are
slowly increasing. This is the situation when the SEC must extract the supplemen-
tary reactive excitation power from the generator output. Over 800 rev/min, the
generation system will be capable to provide the rated power. The control winding
line current and the corresponding line-to-line voltage waveforms when the speed
is 1200 rev/min with 18 kW load are illustrated in Figure 17c. In this figure, the
line current is phase shifted from the line-to-line voltage by 60° (it is ahead of the
phase voltage for about 90°). The control winding current of is about 8.8 A (the
rms value).

The experimental results in Figure 18a presents the direct relationship
between the rotor speed and output power of the DSWIG wind power system.

Figure 18.
Experimental results for output power and control winding line current of DSWIG wind power system from
300 to 1200 rev/min. (a) Output power versus rotor speed. (b) Control winding line current versus rotor speed.
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Figure 18b, in a similar fashion, shows the modification of the control winding
line current rms value during the generator transient regime. It can be noticed
that the rms value of minimal negative current approximately equals to the
maximum positive value, which is in correspondence with the theoretical
analysis and simulation results. Furthermore, it is obvious that the maximum
capacity of SEC is about 1/3 of the rated output power. This is demonstrated by
the experimental results, and the objective for a compact implementation of SEC is
attained, which can lead to a reduction in the cost and size for the DSWIG wind
power system.

7. Conclusions

In this chapter, novel dual stator-winding induction wind power generator
system and its the optimal sizing algorithm of the excitation capacitor are
presented. The work done here indicates that selection of optimal excitation capac-
itor value is highly dependent on generator parameters, speed range, and load but
also is affected by the wind turbine power curve. Several methods are used to
achieve the optimal excitation capacitor selection in order to reach the objective of
minimizing the capacity of SEC.

We were using a complete model in the stator-voltage-orientation synchronous
d-q frame. Through the analysis of the model of SEC, the coupling between the d
and q axes of the DSWIG is underlined. Accordingly, a decoupling control strategy
using the SVM is implemented at the level of hardware control. On the bases of
this observation, the simulations and experiments from the prototype are carried
out for verification. The results demonstrate the accuracy and soundness of this
optimization algorithm for the DSWIG wind power system.

In this chapter, an optimal scheme is studied mainly, and it concentrates on the
condition when relative parameters of the generator are identified. Additionally,
the optimal design for the whole system including the generator should also be
acknowledged. However, the optimization scheme obtained in this paper is rather a
first attempt to the problem of topology design of multiphase induction machine-
based generators and system optimization of the DSWIG system applied in wind
power system.

Appendices and nomenclature

The six-phase/three-phase DSWIG parameters (both the rotor and control
windings are converted to the power winding):

Rp ¼ 0:624Ω; R
0
c ¼ 0:434Ω; R

0
r ¼ 0:32Ω; Llp ¼ 3:26mH; L

0
lr ¼ 2:02mH;

L
0
lc ¼ 3:12mH; Lm ¼ 92:4mH;Llmp12 ¼ Llmcp1 ¼ Llmcp2 ¼ 0:42mH.
Rated power: 18 kW.
Rated speed: 750 rev/min.
Pole pairs: 4.
Rated DC output voltage: 600 V.
Filter inductor: 3� 4mH.
Excitation capacitor: 6� 60μF.
DC bus capacitor: 1100μF=900V.
Interphase reactor: 9 mH.
Voltage of battery: 48 V.
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Figure 18b, in a similar fashion, shows the modification of the control winding
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maximum positive value, which is in correspondence with the theoretical
analysis and simulation results. Furthermore, it is obvious that the maximum
capacity of SEC is about 1/3 of the rated output power. This is demonstrated by
the experimental results, and the objective for a compact implementation of SEC is
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power system.
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Chapter 7

A Simple Hybrid Electric Vehicle
Fuel Consumption Model for
Transportation Applications
Kyoungho Ahn and Hesham A. Rakha

Abstract

This study presents a simple power-based microscopic hybrid electric vehicle
(HEV) fuel consumption model for use in microscopic traffic software and various
connected and automated vehicle (CAV) applications, including eco-routing and
eco-drive systems. While numerous HEV energy consumption models have been
developed, these models are complex and require vehicle engine data deeming them
difficult to implement and making them nontransferable. The proposed model was
developed using empirical data for a 2010 Toyota Prius—the most popular HEV.
The model was then extended to other HEVs thus extending the domain of appli-
cation of the model. The proposed fuel consumption model estimates the instanta-
neous fuel consumption rates of an HEV using instantaneous vehicle operational
input variables, including the vehicle’s speed, acceleration, and roadway grade,
which can be acquired from global positioning system (GPS) equipment or other
sensors. The model estimates vehicle fuel consumption rates consistent with
empirical data producing an average error of 2.1% for the Toyota Prius and up to 4%
for other HEVs demonstrating the applicability and transferability of the model to
various HEVs.

Keywords: HEV, energy model, fuel consumption model, Toyota Prius,
microscopic model

1. Introduction

This study develops a microscopic hybrid electric vehicle (HEV) fuel consump-
tion model that can be implemented in various transportation applications. In 2017,
the transportation sector accounted for �71% of the world’s total primary energy
consumption [1]. Carbon dioxide (CO2) emissions account for 98% of US emissions.
Pollutions are mainly produced from the traditional combustion engines, including
gasoline, diesel, and other heavy oils. Among fossil fuels, petroleum accounts for
92% of the total transportation energy consumption in the United States [2, 3].

Electric vehicles (EVs) utilize electricity for vehicle powertrain as either primary
or to assist conventional vehicle designs. EVs are categorized as battery-only electric
vehicles (BEVs), HEVs, and plug-in hybrid electric vehicles (PHEVs). HEVs use
both a traditional engine and an electric motor. However, while PHEVs can plug
into an electric source to charge a battery, HEVs are charged through regenerative
braking and by the internal combustion engine and cannot be plugged in to charge
the battery [4]. HEVs are more fuel efficient and produce lower tailpipe emissions
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than the conventional internal combustion engine vehicles (ICEVs) and are typi-
cally easier and cheaper to build than PHEVs.

Connected vehicles (CVs) are an emerging technology that connects vehicles to
other vehicles and to the road infrastructure using various vehicle communication
technologies. CV technology is expected to generate transformative improvements
in the roadway transportation system and will extend the benefits of intelligent
transportation systems (ITSs) to entire networks by improving the efficiency,
safety, energy consumption, and environmental footprint of the transportation
system through the real-time exchange of information among vehicles and infra-
structure. These technologies can assist drivers in avoiding congestion, reducing
vehicle stops, and achieving optimal fuel efficiency. In order to evaluate the energy
saving and the fuel efficiency of CV applications, simple and efficiency energy
model is required. Many CV applications focus on improving the energy efficiency
of various vehicle types, including electric vehicles (EVs). However, few fuel con-
sumption models for HEVs have been developed for these CV applications.

A number of fuel/energy consumption models have been developed and
employed to estimate the energy and environmental impacts of various transporta-
tion projects. Most models were developed with a special interest in measuring fuel
consumption for transportation planning, transportation impact assessments, vehi-
cle technology evaluations, traffic simulation models, and specific control condi-
tions. Some models were developed to estimate the total fuel consumed and
emissions of an entire network, city, or state, while other models were intended for
a corridor or an intersection. While various models perform effectively their spe-
cific purposes, there are several requirements for an ideal fuel consumption and
emission model that can accommodate real-time CV applications. A previous study
[5] recommended four major criteria for eco-driving fuel consumption models: real-
time computation, accuracy, model structure, and model calibration simplicity.
Currently there are a number of HEV energy models; few HEV energy consumption
models are eligible for real-time CV applications.

The objective of this study is to develop a microscopic HEV fuel consumption
model that can be incorporated in CV applications. The proposed model estimates
the instantaneous fuel consumption of HEVs using instantaneous vehicle opera-
tional input variables, including the vehicle’s speed, acceleration, and roadway
grade.

The paper is organized as follows: the next section reports the state-of-the art of
HEV energy consumption efforts. Then, the paper describes the HEV fuel con-
sumption data that were utilized for this study. The following section describes the
proposed model development and validation. Finally, the conclusions of the study
are presented.

2. Literature review

There are three types of HEV powertrain systems including series, parallel, and
series/parallel systems [6]. A series powertrain system, which is typically efficient
at stop and go operational conditions, uses electric power from either the battery or
a generator produced by a vehicle engine. The series HEV system uses the gas
engine to produce electricity for the electric motor. The series HEV controls the
required power from the battery or the generator. Parallel HEVs utilize the battery
electric motor and the engine in tandem. These vehicles typically use a small battery
compared to series HEVs and operate the motor as a generator for recharging
particularly when extra power is required [7]. Also these parallel HEVs are more
efficient for highway driving conditions because the engine is directly connected to
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the wheels. Series/parallel powertrain HEVs combine the benefits of other two HEV
types [8–10]. Xiong et al. proposed a minimum-fuel energy control strategy by
developing a fuel-optimum power management strategy of series/parallel hybrid
[9]. Staunton et al. introduced the framework for a hybrid power control system
and evaluated the Toyota Prius hybrid powertrain system [8]. The Toyota Prius is
one of the most popular series/parallel drivetrain designs. The vehicle operates as a
series HEV at low-speed and as a parallel HEV at high-speed conditions.

For all types of powertrains, the energy management strategies of most com-
mercialized HEVs typically adopt rule-based methods to simplify switching operat-
ing modes [10, 11]. Mansour and Clodic demonstrated the model and design of the
Toyota Prius hybrid powertrain system and developed a dynamic model of the
electromechanical configuration [10]. Lin et al. designed a near-optimal power
management strategy for a parallel hybrid vehicle and developed a fuel-optimum
power management strategy [11].

A number of studies have developed control algorithms for HEVs. Barsali et al.
developed a power control strategy to minimize fuel consumption for a series
hybrid vehicle [6], and Delprat et al. developed an optimal control strategy for
parallel hybrid vehicles by building a computationally efficient power control strat-
egy to minimize fuel consumption [7]. Gao et al. proposed a fuel-optimized power
control strategy for a series hybrid electric bus and developed a minimum-fuel
power control strategy for a series hybrid electric vehicle [12].

Rule-based strategies are basically designed according to engineering intuition
and simple analysis of component efficiency tables/charts [13]. For instance, Bowles
developed a powertrain model and energy control strategy for a parallel hybrid
vehicle and described new energy management strategies of HEVs.

A number of recent studies have investigated the impacts of the fuel/energy
consumption of HEVs. For example, Fontaras investigated HEV fuel economy and
pollutant emissions by measuring fuel consumption and emissions using various
drive cycles. Fontaras et al. found that HEVs could save energy consumption and
reduce vehicle emissions by up to 60% under urban driving conditions compared to
ICEVs [14]. Al-Samari investigated the energy efficiency benefits of using HEVs in
comparison to conventional vehicles using Autonomie and found that the fuel
economy could be improved significantly (up to 68%) in a real-world driving cycle
consisting of mostly city activity and up to 10% highway driving [15]. Oak Ridge
National Laboratory researchers quantified the effects of aggressive driving with
HEVs and the limitation of regenerative braking for HEVs. The study concluded
that the limitation is a major reason to a bigger variation of HEV fuel efficiency data
than the ICEV data [16].

The advanced vehicle simulator (ADVISOR) developed by the National Renew-
able Energy Laboratory (NREL) is one of the most popular models for estimating
the fuel consumption of HEVs [17]. However, due to its complex modeling struc-
ture, it would be very difficult to implement ADVISOR into real-time eco-driving
applications and CV applications. On the other hand, Boubaker et al. introduced an
HEV energy model that employs a simplified module with two motors/generators
(MGs) and planetary gear train (PGT) that estimates fuel consumption based on the
engine speed (or RPM) and the output torque of the engine. However, the model
also requires MATLAB/Simulink software to estimate model variables due to the
complexity and was not validated against real-world data [18].

In recent years, a number of studies have investigated the modeling of HEV
energy consumption. However, most of the developed HEV models are not general,
cannot be calibrated to specific vehicles, or cannot be used in CV applications, due
to the complicated vehicle-specific data requirements and/or the modeling struc-
ture. This study overcomes these problems by developing a new HEV energy model
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that is general and transferable and can be easily used in various transportation
applications. The proposed model does not require engine efficiency maps and
calculates the fuel consumption of HEVs based on driving dynamics using vehicle
speed, acceleration, and roadway grade data.

3. HEV energy consumption data

The study utilized a test dataset that was collected at the Advanced Powertrain
Research Facility (APRF) at the Argonne National Laboratory. The test vehicle, a
2010 Toyota Prius, includes an Atkinson-cycle engine, two electric motors, and a
power-split device used to control the allocation of energy between the electric and
mechanical (fuel) power paths [19]. The data were downloaded from the Down-
loadable Dynamometer Database. The database is managed by the US Department
of Energy (US DOE). APRF was built for vehicle benchmarking for the US DOE and
utilizes two-wheel chassis dynamometers and four-wheel drive chassis

Figure 1.
UDDS (city) driving cycle.

Figure 2.
Highway driving cycle.
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dynamometers to collect vehicle energy consumption data, including both fuel and
electricity, emissions, powertrain performance, and vehicle operational data. The
test Toyota Prius data were collected using a two wheels chassis dynamometer.

APRF collected fuel consumption data for driving cycles: the Urban Dynamom-
eter Driving Schedule (UDDS) (also referred to as the city test or LA4 cycle),
Highway Fuel Economy Test (HWFET), the US06 cycle, and the steady-state speed
cycle (or step speed cycle). This study utilized only hot-start trip data to only
consider hot-stabilized conditions. Figures 1–4 show the speed profiles of the four
driving cycles. The UDDS represents city driving conditions and is typically used
for light duty vehicle testing. The UDDS utilizes the same driving cycles of the
Federal Test Procedure (FTP) without a cold start section, which is the first
505 seconds. The HWFET represents highway driving conditions at 96 km/h
(60 mph). The US06 cycle is considered a “supplemental FTP” driving schedule
and represents high-speed and aggressive-acceleration driving conditions. The
steady-state speed cycle represents various steady-state speeds up to 128 km/h
(80 mph).

Figure 3.
US06 driving cycle.

Figure 4.
Steady-state speed driving cycle.
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power-split device used to control the allocation of energy between the electric and
mechanical (fuel) power paths [19]. The data were downloaded from the Down-
loadable Dynamometer Database. The database is managed by the US Department
of Energy (US DOE). APRF was built for vehicle benchmarking for the US DOE and
utilizes two-wheel chassis dynamometers and four-wheel drive chassis

Figure 1.
UDDS (city) driving cycle.

Figure 2.
Highway driving cycle.
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dynamometers to collect vehicle energy consumption data, including both fuel and
electricity, emissions, powertrain performance, and vehicle operational data. The
test Toyota Prius data were collected using a two wheels chassis dynamometer.

APRF collected fuel consumption data for driving cycles: the Urban Dynamom-
eter Driving Schedule (UDDS) (also referred to as the city test or LA4 cycle),
Highway Fuel Economy Test (HWFET), the US06 cycle, and the steady-state speed
cycle (or step speed cycle). This study utilized only hot-start trip data to only
consider hot-stabilized conditions. Figures 1–4 show the speed profiles of the four
driving cycles. The UDDS represents city driving conditions and is typically used
for light duty vehicle testing. The UDDS utilizes the same driving cycles of the
Federal Test Procedure (FTP) without a cold start section, which is the first
505 seconds. The HWFET represents highway driving conditions at 96 km/h
(60 mph). The US06 cycle is considered a “supplemental FTP” driving schedule
and represents high-speed and aggressive-acceleration driving conditions. The
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Figure 3.
US06 driving cycle.

Figure 4.
Steady-state speed driving cycle.
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4. HEV energy consumption modeling

The study utilized a test dataset that was collected at the Advanced Powertrain
Research Facility at the Argonne National Laboratory. The test vehicle, a 2010
Toyota Prius, includes an Atkinson-cycle engine, two electric motors, and a power-
split device used to control the allocation of energy between the electric motor and
the vehicle engine.

It is difficult to estimate HEV fuel consumption due to the complexity of the
various ICE engine and electrical components. The powertrain of an HEV includes
an internal combustion engine (ICE), two electric motors/generators (MG1 and
MG2), a PGT, and a battery [18].

Figures 5 and 6 illustrate the variations in the vehicle fuel consumption for
the UDDS cycle and the steady-state speed cycle. As illustrated in the figures, the
fuel consumption rates are significantly affected by vehicle speed and acceleration
levels. The figure demonstrates that the HEV uses only electric mode when
significant vehicle power is not required, as shown in the case of the steady-state
speed cycle.

Figure 5.
Fuel consumption of UDDS cycle.

Figure 6.
Fuel consumption of steady-state speed cycle.
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Figure 7 illustrates the relationship between vehicle speed and the fuel con-
sumption rate from the Toyota Prius data. Figure 8 shows the relationship between
vehicle speed and power. The figures clearly show that fuel consumption is closely
related to vehicle speed and power; as the test vehicle’s speed increased, vehicle
power increased proportionally.

We compared the speed observation and fuel data and found that there were
time lags. In order to remove the temporal offsets, we utilized a procedure for
offsetting the data and operational variables that was developed earlier [20] and
applied it to the 2010 Toyota Prius data. We analyzed the test data and found the
following HEV energy consumption behaviors. First, the amount of fuel consumed
is proportionally related to both the vehicle power and speed; second, the HEV
operates in EV mode when the power is negative; and third, the HEV utilizes only
an electric mode when the speed is lower than an EV mode speed (va) and the

Figure 7.
Relationship between vehicle speed and fuel consumption.

Figure 8.
Relationship between vehicle speed and power.
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required power is lower than a specific power (Pa). Consequently, the proposed fuel
consumption model is formulated in Eq. (1):

FC tð Þ ¼
FCEV_mode for

P≤0

v, va and P,Pa

(

aþ b ∗ v tð Þ þ c ∗P tð Þ þ d ∗P tð Þ2 for
P.0 and v≥ va

v, va and P≥Pa

8<
:

8>>>>>><
>>>>>>:

(1)

where FC(t) is the fuel consumption rate (ml/s) and FCEV_mode is the fuel
consumption rate (ml/s) in EV mode and estimated as average fuel consumption in
EV mode; P(t) is the instantaneous total power in kilowatts (kW); and v is the
instantaneous vehicle speed in kilometers per hour. Statistical analysis of the
empirical data found that the optimum values for va and Pa are 32 km/h and 10 kW,
respectively. The model coefficients a, b, c, and d for the 2010 Toyota Prius are
0.006, 0.003998, 0.077092, and �9.155E-05, respectively.

5. Model validation

Table 1 provides the fuel consumption results of the proposed model. The total
fuel consumption for the UDDS, Highway, US06, and steady-state speed cycles, as
measured in the laboratory, was 403.4, 576.8, 705.9, and 388.9 ml, respectively. The

Driving cycles Raw data (ml) Estimated fuel (ml) Trip error (%)

UDDS 403.4 387.1 �4.1

Highway 576.8 611.2 +6.0

US06 705.9 668.2 �5.3

Steady-state speed 388.9 365.7 �6.0

Total 2075.0 2032.1 �2.1

Table 1.
Fuel consumption results.

Figure 9.
Instantaneous model validation (UDDS cycle).
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estimated fuel consumptions based on the proposed model were 387.1, 611.2, 668.2,
and 365.7 ml, corresponding to a 4.1, 6.0, 5.3, and 6.0% difference in overall fuel
consumption for each driving cycle.

Figure 10.
Instantaneous model validation (highway cycle).

Figure 11.
Instantaneous model validation (US06 cycle).

Figure 12.
Instantaneous model validation (steady-state speed cycle).
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Figures 9–12 illustrate the test vehicle’s measured instantaneous fuel consump-
tion rate for the four different driving cycles. The model estimates were calculated
based on instantaneous power and vehicle speed levels. The figures show that the
estimated fuel consumption generally follows the raw fuel consumption data.
However, we found that the proposed model slightly overestimates or underesti-
mates some fuel consumption rates for the four driving cycles. In particular, the
proposed model slightly underestimates fuel consumption rates when the test vehi-
cle accelerates from a steady-state speed. While the proposed model simplifies the
conditional EV mode, the EV mode also depends on the state of charge (SOC) of the
battery. The team will further investigate the impacts of SOC to improve the
accuracy of the fuel consumption model. In general, however the model predictions
follow the laboratory-collected fuel measurements of the steady-state speed cycle
with a high correlation coefficient (0.951). The accuracy of the proposed model is
good enough to assess the effects of transportation projects, including eco-driving
and CV applications, to improve vehicle fuel economy.

6. HEV scale factor development

As demonstrated earlier, the 2010 Toyota Prius HEV energy model provides
sufficient accuracy for use in various HEV applications. The study expanded the
HEV fuel model to estimate the fuel consumption of various HEVs without specific
calibration procedures. We tested various HEV fuel consumption models and found
that the proposed scale factor method was the most accurate and efficient method.
In particular, we utilize the EPA fuel economy data to estimate the second-by-
second fuel consumption of HEVs. For example, the fuel economy of the 2010
Toyota Prius is 51 and 49 mpg for the city and highway cycles and 50 mpg for the
EPA combined fuel economy. The fuel economy of the 2013 Honda Civic Hybrid is
43 and 44 mpg for the city and highway cycles, respectively, and 43.5 mpg for the
EPA combined fuel economy. For the Honda Civic Hybrid, the relative difference of
the combined fuel economy is 1.14 (50/43.5). We utilized this scale factor to

Figure 13.
Instantaneous model validation (2013 VW Jetta hybrid).
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estimate the energy consumption for the Honda Civic HEV. Consequently, the
proposed fuel consumption model is formulated in Eq. (2):

FC tð Þ ¼
FCEVmode

� �� SCi for
P≤0

v, va and P,Pa

(

aþ b ∗ v tð Þ þ c ∗P tð Þ þ d ∗P tð Þ2
� �

� SCi for
P.0 and v≥ va

v, va and P≥Pa

8<
:

8>>>>>><
>>>>>>:

(2)

where SCi is the scale factor of vehicle i using the same va and Pa values of
32 km/h and 10 kW for the all test vehicles. Figures 13–15 compare the measured
and the estimated instantaneous fuel consumption rates for three different HEVs.

Figure 14.
Instantaneous model validation (2013 Honda civic hybrid).

Figure 15.
Instantaneous model validation (2010 ford fusion hybrid).
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We tested four HEVs that include a 2013 VW Jetta Hybrid, a 2013 Honda Civic
Hybrid, and a 2010 Ford Fusion Hybrid. For the evaluation, we utilized the US06
driving cycle since it is a high speed and acceleration cycle and has aggressive
driving behaviors with an average speed of 48.4 mph (77.9 km/h) and a maximum
speed of 80.3 mph (129.2 km/h). As illustrated in the figures, the predicted fuel
consumption generally follows the second-by-second measured fuel consumption.
The measured fuel consumption for the 2013 VW Jetta Hybrid, 2013 Honda Civic
Hybrid, and 2010 Ford Fusion Hybrid were 1.625, 1.583, and 1.924 L and the
estimated fuel consumption was 1.564, 1.604, and 1.845 L, respectively. Conse-
quently, the errors were 4, 1, and 4%, demonstrating that the proposed model could
be utilized for various HEVs.

7. HEV state of charge evaluation

The state of charge (SOC) of the battery affects the energy consumption of EVs.
Since HEVs can use an internal combustion engine, the relative impacts of SOC for
HEV are smaller than the other EVs. However, when the SOC is low, HEVs must
utilize an engine instead of using EV mode, and it reduces the fuel economy of
HEVs. Thus, the EV mode of HEVs depends on the SOC of the battery. This study
investigated how the SOC of HEVs changes during a trip.

Figure 16 illustrates the measured and the estimated SOC for the 2010 Toyota
Prius. The study estimated the instantons SOC using an EV energy consumption
model [21]. The model estimates instantaneous energy consumption of EVs using
vehicle operational data. The figure shows the instantaneous SOCs of two trips, the
UDDS (or the city cycle) and the highway cycles. The study found that the model
occasionally underestimated and overestimated the HEV regenerative energy. As
shown in the figure, the estimated SOC generally follows the measured SOC trend
of the test HEV. However, we found that the estimated SOC of the highway trip
generally underestimated the electric energy consumption and predicted a higher
final SOC. The results demonstrate that the SOC remains fairly stable throughout
the trip.

Figure 16.
The state of charge of HEV.
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8. Conclusion

This study developed a simple fuel consumption model for a 2010 Toyota Prius
HEV that can be utilized for CV applications. The model was then generalized for
other HEVs using a scale factor that is computed as the ratio of the vehicle EPA
combined rating relative to the Toyota Prius rating. The proposed model utilizes
instantaneous vehicle speed, acceleration, and roadway grade as input variables.
The model estimates the vehicle fuel consumption accurately with an average error
of 2.1% for the Toyota Prius and up to 4% for different HEVs. Although this simple
model serves the desired purpose, further refinement of the model could be
achieved by refining the EV model to reflect the variations of fuel consumption at
low speeds and low engine power levels.
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Chapter 8

Driving Control Technologies of
New High-Efficient Motors
Chang-Ming Liaw, Jia-Hsiang Zhuang, Shih-Wei Su,
Kai-Wei Hu and G. Vijay Kumar

Abstract

Although induction motor is the most commonly used actuator in the industry,
its efficiencies are difficult to upgrade due to the existence of rotor copper losses.
Permanent-magnet synchronous motor (PMSM) and synchronous reluctance
motor (SynRM) are the two new motors being able to achieve the IE4-class and
even the IE5-class efficiency. As to the switched reluctance motor (SRM), it lacks
commercialized motors and power modules being available. For establishing high-
performance PMSM and SynRM drives, many key affairs must be properly treated,
which are introduced in this article. The contents presented in this chapter include:
(1) interdisciplinary affairs of motor drives, (2) comparative characteristics and
applications of commonly used motors, (3) reversible and generator operations for
specific motors, (4) power electronic converters for motor drives, (5) possible new
high-efficient motor drives, (6) PMSM drives, (7) SynRM drives, (8) some key
issues of PMSM drives, (9) some key issues of SynRM drives, (10) example of
PMSM drive, and (11) example of SynRM drive.

Keywords: PMSM, SynRM, dynamic modeling, commutation, current control,
speed control, efficiency

1. Introduction

Induction motors [1–3] are still the most popularly applied motor owing to their
simple structures, ease of operation, and mature driving technologies. However,
their best efficiencies are generally still in IE3-class due to the existence of rotor
copper losses. Upgrading the efficiencies of IMs to IE4-class via using high-grade
core and rotor cage materials will not be cost-effective. Permanent-magnet syn-
chronous motor (PMSM) and synchronous reluctance motor (SynRM) [2–6] are the
two newmotors being able to achieve the IE4-class and even the IE5-class efficiency.
As to the switched reluctance motor (SRM) [7], although it may also possess the
potential, it still lacks commercialized motors and power modules being available.

To establish a high-performance PMSM drive, the proper match between the
available source, the interface converter, the motor drive, and the mechanical load
must be made. Some major affairs to be properly treated include: (i) physical
modeling and parameter estimation [8, 9]; (ii) current control [10–13]: generally,
the current control methods can be categorized into hysteresis controls, ramp-
comparison controls and predictive controls; (iii) speed control [14–17]; (iv) direct
torque control based on space-vector PWM [18]; (v) commutation shift and
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field-weakening control [19–25]: through appropriate d-axis field current setting
or commutation shift, the developed torque can be increased by utilizing the
reluctance torque component effectively. In the case of constant power, it can
extend the speed range through field-weakening; (vi) voltage boosting [26–28]: for
a battery-powered EV PMSM drive, the equipped battery followed interface DC/DC
converter providing adjustable DC-link voltage can increase the battery voltage
selection flexibility and the overall drive system rating utilization. The buck-boost
bidirectional interface converters are adopted in the PMSM motor drive [27]. It can
step down the voltage from battery; hence the lower DC-link voltage under lower
speed can improve the efficiency. As the motor drive is drawn from the mains, the
single-phase or three-phase switch-mode rectifiers (SMRs) [29–32] must be
equipped to achieve the DC-link voltage boosting task.

For a standard PMSM drive, the rotor absolute position is necessary to make its
vector control. However, for avoiding the risk of sensor failure, the position sensorless
controlled motor drive is preferable. Generally, the existing PMSM position sensorless
control approaches can be classified into [33–35]: (i) methods based on the measured
and/or identifiedmachine parameters [36, 37]; (ii) methods based on rotor saliency
andmagnet anisotropy: the high-frequency injection approaches are the typical ones.
The high-frequency sinusoidal-wave [38–40] or square-wave [41, 42] voltage with
suited amplitude and frequency is injected into the studied motor, and the detected
current is processed to yield the observed rotor position. These approaches can be
successfully operated under low speed including standstill, and nomachine parameters
are needed. However, the injected signal will yield high-frequency noise, lower effi-
ciency and the back-EMF harmonics in IPMSMmay cause the estimated rotor position
error; (iii) observer based methods [36, 43, 44]: these include adaptive observers,
slidingmode observers, Kalman filter observers and reduced-order observers, etc.; (iv)
back-EMFmethods [45–47]: these methods are obviously not suitable for EV due to its
frequent accelerating/decelerating operations; and (v) hybrid methods [48, 49].

As generally recognized, PMSM possesses high power density and efficiency.
However, its manufacture process is complicated with higher cost. And it has the
demagnetization risk. As to the synchronous reluctance motor (SynRM), although it
has no permanent magnet torque component, good performance/cost-compromised
performance can still be obtained if the proper switching control is made. It possesses
high application potential, especially for high-speed driving, since its rotor is rigid
and cogging torque free from having no permanent magnets and conductors.

Since only some air slots are existed in the rotor of a SynRM, its energy conver-
sion characteristics are significantly affected by rotor geometry [50–52]. The rotor is
assembled with stacked silicon steels, which leads the rotor to be easily saturated,
and the iron loss is comparatively higher than PMSM. Hence, considering iron loss
and magnetic saturation is necessary for achieving high performance and efficiency.

In efficiency optimization of a SynRM, both the copper loss and the iron loss must
be considered. The copper loss is load-dependent, while the iron loss is related to the
air-gap flux level. Basically, loss minimization approaches [53–62] for SynRM can be
roughly categorized into loss model-based control and searching control. The former
approaches minimize the power consumption by setting the optimal d-axis current
command, which is derived from the loss function using machine parameters.
Obviously, the resulted control performance is affected by the motor parameter
variations, especially the d-axis inductance. As to the searching methods, their per-
formances are insensitive to motor parameter variations. However, the complicated
searching process usually causes the sluggish dynamic response, torque ripple, and
additional losses. Finally, for illustrating the key technological affairs introduced in
this article, the example battery/supercapacitor powered EV PMSM drive [63] and
SMR-fed SynRM drive [64, 65] are presented in Section 5 and Section 6.
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2. Basic motor drive system configuration

As shown in Figure 1, motor drive is an interdisciplinary mechatronic
system including motor, mechanical load, power converter, control scheme, trans-
ducing, and sensing schemes. The proper design of motor and the proper match
between system-constituted components should be made for yielding good driving
performance.

Figure 1.
Typical motor drive system configuration.

Figure 2.
Sketched ideal developed torque characteristics of some motors: (a) DCM, (b) SRM, (c) three-phase sine-wave
PMSM (d) three-phase square-wave PMSM.
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The commonly used motors include brushed DCmotor (DCM), induction motor
(IM), and synchronous motor (SM) consisting of permanent-magnet synchronous
motor (PMSM), synchronous reluctance motor (SynRM), switched reluctance
motor (SRM), etc. The ideal developed torque characteristics of some typical
motors are sketched in Figure 2. In reality, each type of motor possesses its distinct
affairs, which must be properly treated.

3. Permanent-magnet synchronous motors

3.1 Structural features of synchronous motors

Except for the slot-less stator, the slotted and salient-pole stators are shown in
Figure 3a and b. The former is mainly employed for forming distributed armature
winding with sinusoidal currents. It is suitable for low-speed driving applications
because it generates smoother developed torque. The salient-pole stator in
Figure 3b is used for concentrated windings. This winding has higher efficiency
owing to its lower copper losses. However, it possesses higher torque ripple and
thus only suited for speed driving applications.

Some rotor structures of SM are sketched in Figure 4a–g. The SPMSM shown in
Figure 4a possesses less cogging torque and smoother developed torque. Hence, it is
suitable for low-speed driving applications. In order to increase the rigidity, one can
adopt the inset SPMSM shown in Figure 4b. There are many types of interior
PMSM (IPMSM) with various shapes of PM. The two typical rotor structures of
IPMSM with buried and interior magnets are shown in Figure 4c and d. The
existence of saliency allows them to produce reluctance torque in addition to elec-
tromagnetic torque. And the field weakening is simpler to achieve. For higher speed
driving applications, one can adopt the permanent-magnet-assisted SynRM (PMa-
SynRM) shown in Figure 4e. Two types of SynRM rotor structure are shown in
Figure 4f and g, namely, the axially laminated anisotropy (ALA) rotor and the
transversally laminated anisotropy (TLA) rotor.

Comments: SynRM belongs to SM having: (i) distributed armature windings;
and (ii) PM-free rotor with air slots. As to the switched reluctance motor (SRM), its
features lie in: (i) concentrated armature windings and (ii) teethed rotor. It follows
that these two reluctance machines have the major comparative features: (i) they all
have only reluctance torque, and the developed torque or power is highly affected

Figure 3.
Typical stator structures of synchronous motors: (a) slotted and (b) salient-pole.
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by commutation instant setting and (ii) although they all possess high ripple
torques under low speed, the one yielded by SynRM is less owing to distributed
armature with sinusoidal current excitation.

3.2 Physical modeling of PMSM

3.2.1 Voltage equations

Figure 5 shows the configuration of a Y-connected three-phase 2-pole PMSM.
The Y-connected resistors across the armature terminals are used to estimate the
motor phase back-EMF under no-load, that is, van0 ≈ eas. The following assumptions
are made for making analytic derivation: (i) symmetrical and sinusoidally distrib-
uted three-phase armature windings, (ii) sinusoidal armature back-EMFs, and (iii)
linear magnet circuit. And the rotor position θr is defined as the angle between as-
axis and the sensed q-axis.

The phase (a-phase as an example, the ones for the other two phases, can be
written analogously) voltage equation can be expressed as:

Figure 4.
Some typical rotor structures of synchronous motors: (a) SPMSM, (b) inset SPMSM, (c) radial IPMSM,
(d) tangential IPMSM, (e) hybrid V-shape IPMSM, (f) PMASynRM, (g) ALA SynRM, and (h) TLA SynRM.

Figure 5.
Configuration of an elementary three-phase two-pole Y-connected PMSM.
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vas ¼ Rsias þ d
dt

λas ¼ Rsias þ d
dt

Lasasias þ Lasbsibs þ Lascsicsð Þ þ eas (1)

Lasas ¼ Lls þ LA þ LB cos 2θr (2)

eas ¼ λ
0r
mωr cos θr Δ Êas cos θr (3)

θr ¼ θr 0ð Þ þ
ðt
0
ωr ζð Þdζ (4)

where vas is winding terminal voltages, ias is winding current, Rs is winding
resistance, λas is winding flux linkage, λ

0r
m is peak flux linkage contributed by the

rotor permanent magnet, Lasas is winding self-inductance, Lasbs is mutual induc-
tance, Lls is winding leakage inductance, θr is rotor electrical angular position, θr 0ð Þ
is the initial position of q-axis relative to a-axis, ωr is rotor electrical angular speed,
eas is back electromotive force (EMF), and Êas is the peak value of eas.

By applying rotor rotating frame transformation, the voltage equations in
dq-frame can be written as:

vqs ¼ Rs þ pLq

� �
iqs þ ωrLdids þ ωrλ

0r
m (5)

vds ¼ Rs þ pLd

� �
ids � ωrLqiqs (6)

Lq ¼ Lls þ Lmq ¼ Lls þ 3
2

LA þ LBð Þ (7)

Ld ¼ Lls þ Lmd ¼ Lls þ 3
2

LA � LBð Þ (8)

where Lq Ldð Þ denotes q-axis (d-axis) inductance and Lq .Ld.

3.2.2 Torque and mechanical equations

The electromagnetic developed torque and mechanical equations of a PMSM
drive in dq-frame can be expressed as:

Te ¼ 3P
4

λ
0r
miqs þ Ld � Lq

� �
iqsids

h i
¼ 3P

4
λ
0r
mÎas cos β þ

Ld � Lq

2
Î2as sin 2β

� �
¼ TL þ Bωr þ J

dωr

dt

(9)

where P is pole number, Îas is peak of a-phase current, the variables β denotes
the shift angle between q-axis and peak of a-phase current, TL is load torque, B is
total damping coefficient, and J is total inertia constant.

3.3 Measurement of motor key parameters

Before establishing the motor drive, some key motor parameters must be mea-
sured to comprehend the characteristics of the studied motor. Figure 6 shows the
experimental mechanism for conducting the measurements.

3.3.1 Winding resistance and inductances

For the Y-connected PMSMwith isolated neutral as indicated in Figures 5 and 6,
from Eq. (1), the inductance and resistance of PMSM between a-phase and b-phase
can be expressed as:
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Rab ¼ 2Rs, Lab θrð Þ ¼ 2Lls þ 3LA � 3LB cos 2θr � 2π
3

� �
(10)

And the q-axis and d-axis inductances of Eqs. (7) and (8) can be expressed from
Eq. (10) as:

Lq ¼ Lasbs,max

2
¼ 1

2
Lasbs θr ¼ � π

6

� �
¼ Lls þ 3

2
LA þ 3

2
LB (11)

Ld ¼ Lasbs,min

2
¼ 1

2
Lasbs θr ¼ π

3

� �
¼ Lls þ 3

2
LA � 3

2
LB (12)

A.Winding resistance: the armature winding resistance Rs ¼ Rab=2 can be
estimated by DC excitation method.

B.Winding inductances: the Lab θrð Þ can be measured using the LCR meter under
various frequencies at different rotor positions. Then the q-axis and d-axis
inductances Lq and Ld can be obtained from Eqs. (11) and (12). However, the
inductance-saturated effects cannot be acquired for the small-signal
excitation. On the other hand, one can apply the step-response method under
various current levels.

3.3.2 Back-EMF and PM flux linkage λ
0
m

As shown in Figure 5, three Y-connected resistors with a reasonably high
resistance (R = 100 kΩ) are connected at the stator terminals to observe the motor
phase back-EMF under no-load. By letting ias ¼ ibs ¼ ics ¼ 0, the back-EMF can be
found from Eqs. (1) and (3) as:

eas ¼ Êas cos θr ¼ vasjNL ≈ van0 jNL (13)

And λ
0r
m can be obtained from Eq. (3) as:

λ
0r
m ¼ Êas

P=2� ωr
Wbð Þ (14)

3.3.2.1 Measured examples

A.Figure 7a and b depict the measured back-EMFs and their spectra of two
examples of PMSMs: (a) under 1000 rpm of a three-phase SPMSM, 5 kW,

Figure 6.
Parameter measurement mechanism for SMs.

135

Driving Control Technologies of New High-Efficient Motors
DOI: http://dx.doi.org/10.5772/intechopen.88348



vas ¼ Rsias þ d
dt

λas ¼ Rsias þ d
dt

Lasasias þ Lasbsibs þ Lascsicsð Þ þ eas (1)

Lasas ¼ Lls þ LA þ LB cos 2θr (2)

eas ¼ λ
0r
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ðt
0
ωr ζð Þdζ (4)
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0r
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� �
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0r
m (5)
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� �
ids � ωrLqiqs (6)

Lq ¼ Lls þ Lmq ¼ Lls þ 3
2

LA þ LBð Þ (7)
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2

LA � LBð Þ (8)

where Lq Ldð Þ denotes q-axis (d-axis) inductance and Lq .Ld.

3.2.2 Torque and mechanical equations

The electromagnetic developed torque and mechanical equations of a PMSM
drive in dq-frame can be expressed as:

Te ¼ 3P
4

λ
0r
miqs þ Ld � Lq

� �
iqsids

h i
¼ 3P

4
λ
0r
mÎas cos β þ

Ld � Lq

2
Î2as sin 2β

� �
¼ TL þ Bωr þ J

dωr

dt

(9)

where P is pole number, Îas is peak of a-phase current, the variables β denotes
the shift angle between q-axis and peak of a-phase current, TL is load torque, B is
total damping coefficient, and J is total inertia constant.

3.3 Measurement of motor key parameters

Before establishing the motor drive, some key motor parameters must be mea-
sured to comprehend the characteristics of the studied motor. Figure 6 shows the
experimental mechanism for conducting the measurements.

3.3.1 Winding resistance and inductances

For the Y-connected PMSMwith isolated neutral as indicated in Figures 5 and 6,
from Eq. (1), the inductance and resistance of PMSM between a-phase and b-phase
can be expressed as:
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� �
(10)
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� �
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2
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2
LB (11)

Ld ¼ Lasbs,min

2
¼ 1

2
Lasbs θr ¼ π

3

� �
¼ Lls þ 3

2
LA � 3

2
LB (12)
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24.5 N-m, 8-pole, 2000 rpm and (b) under 1000 rpm of a three-phase
IPMSM, 1 kW, 3.23 N-m, 6-pole, 3000 rpm.

B. Observations: for the IPMSM, the distorted back-EMF waveform with eleventh
and thirteenth orders are observed. The influences of back-EMF harmonics
on the current control and the high-frequency-injected position sensorless
control must be considered.

3.4 Some key issues

Figure 8 shows some key issues affecting the performance of PMSM and SynRM
drives. The typical ones include: (i) suitable motor type selection, (ii) motor
parameters and dynamic model estimation, (iii) commutation instant setting and
shifting, (iv) inverter and its PWM switching control, (v) field weakening, (vi) DC-
link voltage boosting, (vii) regenerative braking operation, (viii) generator opera-
tion, and (ix) position sensorless control. Some comments are given below:

A.Motor selection: the stator and rotor structural features of some SMs have been
explored in Section 3.1. The comparative loss and efficiency characteristics of
some PMSMs and SynRM are depicted in Figure 9 [2, 3]. Basically, as the
speed is increased, the PMSM with fewer permanent magnets is chosen for the
ease of conducting field-weakening control. And finally, the SynRM or SRM is
employed for higher speed driving applications.

B. Commutation: from Eqs. (3)–(9), one can be aware that the back-EMF and the
developed torque of PMSM are highly affected by the speed, load, and
commutation angle. The commutation shifting angle β must be properly set
and tuned to yield better developed torque. Commutation-advanced shift
possesses field-weakening effects to reduce the back-EMF effects on the
winding current response. It is worth noting that the commutation shift can

Figure 7.
Measured back-EMFs and their spectra of two examples of PMSMs: (a) under 1000 rpm of a three-phase
SPMSM, 5 kW, 24.5 N m, 8-pole, 2000 rpm and (b) under 1000 rpm of a three-phase IPMSM, 1 kW,
3.23 N m, 6-pole, 3000 rpm.
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also be equivalently achieved via directly setting the d-axis field current
command. Basically, the commutation advanced shifting angles for various
SMs are (i) SPMSM, β ¼ 0∘; (ii) SynRM, β ¼ 45∘ theoretically; and (iii)
IPMSM and PMASynRM, β ¼ 0 � 45∘. This fact can also be observed from
Figure 9.

C. Current control and effects of current ripple: for an inverter-fed AC motor
drive, its driving characteristics are greatly affected by the adopted PWM
approach, including fundamental frequency control and harmonic spectral
features. The current-controlled PWM (CCPWM) scheme is normally applied
for high-performance motor drive. As indicated in Figure 10a and b, the
CCPWM scheme can be realized in abc-domain or dq-domain.

D.In some special application cases, the SPMSM is still adopted as the actuator
for very high-speed driving applications with very compact volume. In these
cases, the accurate commutation instant setting is very critical for avoiding

Figure 8.
Some key issues of PMSM and SynRM drives.

Figure 9.
Comparative efficiencies of some typical synchronous motors.
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magnet demagnetization, especially for position sensorless controlled drive.
Moreover, the suited filtering chokes must be inserted between the inverter
and the motor, as indicated in Figure 11.

E. Voltage boosting: under high speed, the sufficiently high back-EMF may make
the winding current tracking performance sluggish as indicated in Figure 11
and thus yield the worsened developed torque. Voltage boosting is the
effective means [26–28] to solve these problems. To accomplish this goal, one
must equip the suited SMR or DC-DC interface converter for the motor drive
being powered from the three-phase/single-phase mains or the battery. Some
typical schematic arrangements of the bilateral SMRs and DC-DC interface
converters are shown in Figures 12 and 13.

Figure 10.
Configurations of CCPWM schemes in (a) abc-domain and (b) dq-domain.
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Figure 11.
Effects of DC-link voltage level and non-ideal winding current waveforms on the AC motor drive driving
characteristics.

Figure 12.
Motor drive with bidirectional SMR front end: (a) three-phase SMR and (b) single-phase SMR.
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F. Generator operation of PMSM: according to Eq. (9), the generating mode of a
PMSM is achieved as: PMSG: Q-axis torque current command is directly set to
be negative; Regenerative braking and reversible operation of PMSM: the q-
axis torque current is automatically set to be negative by the control scheme to
achieve normal operations.

G.Sensorless control: basically, the most commonly used position sensorless
methods are the observer back-EMF based and the HFI approaches. The
former methods can only possess satisfactory running characteristics above a
certain speed. Moreover, the motor must be started under traditional
synchronous motor mode. By contrast, the HFI approach can be operated
effectively in standstill and low speed, so this approach is applicable to
frequent-starting occasions, for example, electric vehicles, tractions, elevators,
etc. No motor parameters and externally added schematics are needed in
constructing a HFI sensorless controlled SynRM drive. However, as mentioned
above, the injected signal will yield acoustic noise and lower efficiency, and
the back-EMF harmonics of IPMSM and SynRMmay cause the estimated rotor
position error.

4. Synchronous reluctance motors

4.1 Structural features

As shown in Figures 3 and 4, SynRM possesses distributed armature windings
and PM-free rotor with air slots. The armature is exited with sinusoidal currents.
Since it has only the reluctance torque, the developed torque is highly affected by
commutation instant setting.

4.2 Physical modeling

4.2.1 Neglecting core loss

Different from the PMSM shown in Figure 5, the d-axis is conventionally chosen
as the reference as indicated in Figure 14a. Following the similar deriving proce-
dure described in the previous section, one can yield the voltage equations of
SynRM:

vqs ¼ Rs þ Lq
d
dt

� �
iqs þ ωrLdids, vds ¼ Rs þ Ld

d
dt

� �
ids � ωrLqiqs (15)

Figure 13.
Motor drive with bidirectional DC-DC converter front end: (a) one-leg boost-buck converter and (b) H-bridge
converter.
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Lq ¼ Lls þ Lmq ¼ Lls þ 3
2

LA � LBð Þ, Ld ¼ Lls þ Lmd ¼ Lls þ 3
2

LA þ LBð Þ (16)

with Lmq (Lmd) being the q-axis (d-axis) magnetizing inductances, respectively.
Obviously, Ld .Lq can be observed from Eq. (16).

The developed torque and mechanical equations of a SynRM drive are:

Te ¼ 3P
4

Ld � Lq
� �

iqsids ¼ 3P
4
Ld � Lq

2
Î2as sin 2β ¼ TL þ Bωr þ J

dωr

dt
(17)

where Îas is peak of a-phase current, the variable β denotes the shift angle
between the d-axis and the peak of a-phase current, iqs ¼ Îas sin β and ids ¼ Îas cos β.

Comments: from Eq. (17) one can find some facts: (i) it only possesses the
reluctance torque, which is nonlinear and (ii) although β ¼ 45° can be set to yield
the maximum torque, theoretically, the proper setting of β is required for maxi-
mizing Te in reality.

4.2.2 Considering core loss

For a SynRM, the core loss is more significant than other motors. The d-axis and
q-axis equivalent circuits considering iron loss with Rc are shown in Figure 15a. And
Figure 15b shows the phasors of torque currents and terminal currents considering
iron loss. From which, the terminal currents iqs and ids can be expressed using the
torque currents imq and imd as:

iqs
ids

� �
¼ LdLq

Rc

sþ Rc=Lq
� �

=Ld ωe=Lq

�ωe=Ld sþ Rc=Ldð Þ=Lq

" #
imq

imd

� �
(18)

And the steady-state expressions of Eq. (4) are:

Iqs
Ids

� �
¼ 1 Ldωe=Rc

�Lqωe=Rc 1

� �
Imq

Imd

� �
(19)

The developed torque of a SynRM using imq and imd can be expressed as:

Te ¼ 3P
4

Ld � Lq
� �

imq imd (20)

Figure 14.
A two-pole three-phase synchronous reluctance motor: (a) configuration and (b) Y-connected armature circuit.
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4.2.2.1 Motor losses

From Figure 15b, the copper loss Pcu, the core loss Pc, and the total loss Pt of a
SynRM can be expressed as:

Pcu ¼ 3
2
Rs i2qs þ i2ds
� �

, Pc ¼ 3
2
Rc i2cq þ i2cd
� �

(21)

Pt ¼ Pcu þ Pc ¼ 3
2

(
Rs þ

ωeLq
� �2

Rc
þ ωeLq
� �2Rs

R2
c

" #
i2mq þ Rs þ ωeLdð Þ2

Rc
þ ωeLdð Þ2Rs

R2
c

" #
i2md

þ 2Rs

Rc
ωe Ld � Lq
� �� �

imqimdg

(22)

By defining the variable ς ¼ imq=imd, the commutation angle β ¼ βo is derived to
yield the minimum total loss Pt listed in Eq. (22):

∂Pt=∂ς ¼ 0, imqimd ¼ constant (23)

Through derivation for Eq. (23) using Eq. (22), one can obtain:

βo ¼ tan �1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
eL

2
d Rs þ Rcð Þ þ RsR2

c

ω2
eL

2
q Rs þ Rcð Þ þ RsR2

c

s
(24)

Comments: (i) from Eq. (24) one can find that by neglecting the core loss
(Rc ¼ ∞), the commutation angle will become β ¼ βo1 ¼ 45∘; (ii) normally,
β. βo1 ¼ 45∘ð Þ for pursuing the optimal efficiencies under varied operating
conditions; (iii) as the commutation angle equation of Eq. (24) with nominal
parameters of (Ld, Lq, Rc) is applied, the β ¼ βoð Þ. 45∘ is resulted to yield better
efficiency. If the accurate fitted parameters (L̂d, L̂q, R̂c) are available to determine
the value of β ¼ βoð Þ, a slightly increased efficiency may further be obtained.

Figure 15.
Basic characteristics of SynRM: (a) equivalent circuits considering iron loss and (b) phasors of voltages and
currents neglecting core loss.
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4.3 Measurement of motor key parameters

4.3.1 Winding resistance and inductances

The estimations of these parameters are similar to those of PMSM described
previously.

4.3.2 Estimation of iron core loss resistance Rc

a. As shown in Figure 16, the SynRM is driven under various speeds at no-load
with the commutation shift angle of β ¼ 45°. The input power Pin and motor
line currents are measured. Then the copper loss Pcu can be calculated from
Eq. (21), and the iron loss Pc can be obtained as Pc ¼ Pin � Pcu.

b. The d-axis and q-axis voltages across Rc can be found from Figure 15a as:

Vcd ¼ Vds � IdsRs, Vcq ¼ Vqs � IqsRs (25)

c. The equivalent resistance Rc can be obtained from Eq. (21) and Figure 15a:

Pc ¼ 3
2
Rc

Vcd

Rc

� �2

þ Vcq

Rc

� �2
 !

) Rc ¼ 3
2

V2
cd þ V2

cq

� �

Pc
(26)

The estimated Rc are ωr ¼ 500 rpm, Rc ¼ 34:71 Ω; ωr ¼ 1000 rpm,
Rc ¼ 38:84 Ω;ωr ¼ 1500 rpm, Rc ¼ 54:34 Ω;ωr ¼ 2000 rpm, Rc ¼ 64:96.

4.3.3 D-axis indexing

Taking an available three-phase SynRM (4-pole, 550 V, 2000 rpm, 3.7 kW, 17.67
Nm) as a test example, which is mechanically coupled with a three-phase PMSM
(5 kW, 2000 rpm, 8-pole) as its dynamic load.

To verify the correctness of the detected rotor position, the AC voltage is
injected into a-winding and b-winding terminals as indicated in Figure 14b. Owing
to rotor saliency, a-phase current will be an amplitude modulated waveform. Let
the PMSM be rotated at 100 rpm, the measured a-phase current ias, Hall signal Ha,
and rotor position θr due to the excited AC voltage 40 V/60 Hz which are plotted in

Figure 16.
Core loss resistance estimation mechanism.
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By defining the variable ς ¼ imq=imd, the commutation angle β ¼ βo is derived to
yield the minimum total loss Pt listed in Eq. (22):

∂Pt=∂ς ¼ 0, imqimd ¼ constant (23)

Through derivation for Eq. (23) using Eq. (22), one can obtain:

βo ¼ tan �1
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Comments: (i) from Eq. (24) one can find that by neglecting the core loss
(Rc ¼ ∞), the commutation angle will become β ¼ βo1 ¼ 45∘; (ii) normally,
β. βo1 ¼ 45∘ð Þ for pursuing the optimal efficiencies under varied operating
conditions; (iii) as the commutation angle equation of Eq. (24) with nominal
parameters of (Ld, Lq, Rc) is applied, the β ¼ βoð Þ. 45∘ is resulted to yield better
efficiency. If the accurate fitted parameters (L̂d, L̂q, R̂c) are available to determine
the value of β ¼ βoð Þ, a slightly increased efficiency may further be obtained.

Figure 15.
Basic characteristics of SynRM: (a) equivalent circuits considering iron loss and (b) phasors of voltages and
currents neglecting core loss.
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4.3 Measurement of motor key parameters

4.3.1 Winding resistance and inductances

The estimations of these parameters are similar to those of PMSM described
previously.

4.3.2 Estimation of iron core loss resistance Rc

a. As shown in Figure 16, the SynRM is driven under various speeds at no-load
with the commutation shift angle of β ¼ 45°. The input power Pin and motor
line currents are measured. Then the copper loss Pcu can be calculated from
Eq. (21), and the iron loss Pc can be obtained as Pc ¼ Pin � Pcu.

b. The d-axis and q-axis voltages across Rc can be found from Figure 15a as:

Vcd ¼ Vds � IdsRs, Vcq ¼ Vqs � IqsRs (25)

c. The equivalent resistance Rc can be obtained from Eq. (21) and Figure 15a:

Pc ¼ 3
2
Rc

Vcd

Rc

� �2

þ Vcq

Rc

� �2
 !

) Rc ¼ 3
2

V2
cd þ V2

cq

� �

Pc
(26)

The estimated Rc are ωr ¼ 500 rpm, Rc ¼ 34:71 Ω; ωr ¼ 1000 rpm,
Rc ¼ 38:84 Ω;ωr ¼ 1500 rpm, Rc ¼ 54:34 Ω;ωr ¼ 2000 rpm, Rc ¼ 64:96.

4.3.3 D-axis indexing

Taking an available three-phase SynRM (4-pole, 550 V, 2000 rpm, 3.7 kW, 17.67
Nm) as a test example, which is mechanically coupled with a three-phase PMSM
(5 kW, 2000 rpm, 8-pole) as its dynamic load.

To verify the correctness of the detected rotor position, the AC voltage is
injected into a-winding and b-winding terminals as indicated in Figure 14b. Owing
to rotor saliency, a-phase current will be an amplitude modulated waveform. Let
the PMSM be rotated at 100 rpm, the measured a-phase current ias, Hall signal Ha,
and rotor position θr due to the excited AC voltage 40 V/60 Hz which are plotted in

Figure 16.
Core loss resistance estimation mechanism.
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Figure 17.
Measured (Ha, ias, θr) of an example of SynRM under excited AC voltage 40 V/60 Hz.

Figure 18.
Configuration of current-injected back-EMF measurement arrangement and the measured Hall signal, back-
EMF, and rotor position.
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Figure 17. It can be expected that the maximum and minimum current ias occur at
Lasbs,min and Lasbs,max, respectively. From Eq. (10), the Lasbs,min occurs at θr ¼ π=3,
Lasbs,max occurs at θr ¼ �π=6, and the ias,max and ias,minwill also occur at θr ¼ π=3 and
θr ¼ �π=6, respectively. Hence, from the measured waveforms in Figure 17, one
can conclude that the detected rotor position is correct.

4.3.4 Back-EMF

From Eqs. (1), (3) and (15), one can find that SynRM possesses no back-EMF
under no-load. As for the measurement mechanism proposed in Figure 18, a
constant current is injected into the terminals c and b, and the a-phase terminal
voltage vas ≈ v

0
an is detected and shown in Figure 18, which can be expressed using

Eqs. (1) and (3) with ibs ¼ �ics ¼ I and ias ¼ 0 as:

vas ¼ d
dt

ffiffiffi
3

p
ILB sin 2θr

� �
¼ 2

ffiffiffi
3

p
ωeILB cos 2ωet Δ K cos 2θr, θr ¼ ωet (27)

From the measured waveforms shown in Figure 18, one can be aware of some
facts: (i) the adequacy of position sensing can be observed and (ii) the slotting
effects can be comprehended from the ripples contaminated on van0 .

4.4 Performance test of motor drive

Figure 19a and b shows the motor drive running characteristic test environment
using eddy current brake and the suggested alternative test environment using load
SPMSG as a dynamic load. Since the accurate eddy current brake and torque meter
are not available, this alternative of loading test is worthy of adopting. However, the
surface-mounted permanent-magnet synchronous generator (SPMSG) must be
properly set, and it should be noted that the motor efficiency is both speed and load
dependent.

Figure 19.
Test facilities for AC motor drive: (a) running characteristic test using eddy current brake and (b) running
characteristic test using load SPMSG as dynamic load.
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5. A battery/supercapacitor-powered EV PMSM drive

5.1 System configuration

Figure 20a shows the developed battery/super-capacitor (SC)-powered electric
vehicle (EV) IPMSM drive with proper interface power converters. The control
scheme motor drive is shown in Figure 20b, whereas the control schemes of other
power stages are neglected here.

5.1.1 IPMSM drive

5.1.1.1 System components

The used IPMSM is rated as three-phase 6-pole, 3000 rpm, 1 kW, 4.8 A, and
3.23 Nm. A surface-mounted PMSG is used as the dynamic load. The equipped
dynamic brake leg is formed by (TB1,RB,DB1) with the brake resistor
RB ¼ 25 Ω=200 W.

5.1.1.2 Operation control

a. Motoring mode: the positive torque current command i ∗qs yielded from the
outer speed loop together with the properly set field excitation current
command i ∗ds let the IPMSM to yield positive developed torque for driving
control. The improved generated torque can be obtained by commutation
advanced shift and voltage boosting. The d-axis current command is set to
yield the maximum developed torque within rated speed:

i ∗ds ¼
λ0m

2 Lq � Ld
� ��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ0m
� �2

4 Lq � Ld
� �2 þ i ∗qs

� �2
vuut (28)

b. Regenerative braking: as the speed command is decreased, the negative speed
tracking error εω will let the torque current command i ∗qs become negative
automatically. The recovered motor power will be sent back to charge the
battery.

5.1.2 Battery interface converter

5.1.2.1 System components

The battery bank is formed by two serially connected cells (UC BATTERY PS
40138, 72 V 30 Ah) with nominal voltage Vb ¼ 156 V. The DC-link voltage is
arranged as Vdc,min ¼ 100 V buck modeð Þ, Vdc,max ¼ 400 V boost modeð Þ.

5.1.2.2 Operation control

5.1.2.2.1 Discharging mode

As shown in Figure 20a, through the H-bridge DC/DC converter, the battery
(vb ¼ 156 V) establishes the adjustable and well-regulated DC-link voltage
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(vdc , vb or vdc ≥ vb). Here, the lowest and highest voltages are set as 100 V and
400 V, respectively. The buck converter is formed by (TAþ, DA�, LB, DBþ), while
the boost converter is constructed using (TAþ, TBþ, DB�, LB).

5.1.2.2.2 Charging mode

In making battery charging during motor regenerative braking, the DC-link voltage
is regulated at the set value, and the front-end converter is operated in reverse
direction automatically. The components (TB�, DBþ, LB, DAþ) and (TA�, DAþ, LB,
TBþ) form the buck and boost converters, respectively. The maximum battery
charging current is equivalently set by i ∗Lm = 12 A of the current limiter.

5.1.3 SC interface converter

5.1.3.1 System components

The SC bank is rated as 6F/160 V, BMOD0006 E160 B02 (Maxwell Technolo-
gies), and maximum current = 170 V, maximum continuous current = 7 A, ESR
(DC) = 240 mΩ. The system voltage and power ratings are set as Vsc ¼ 100 V,
Vdc ¼ 400 V, and Pdc ¼ 1 kW.

Figure 20.
The developed EV IPMSM drive: (a) schematic and (b) IPMSM drive control scheme.
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5.1.3.2 Operation control

5.1.3.2.1 Motoring mode

In motoring mode, the DC-link voltage command v ∗
dc of the SC is set slightly higher

(405 V) than the nominal DC-link voltage Vdc 400Vð Þ. This will allow the switch
TC� be operated to discharge the SC stored energy for acceleration. Then the
battery is discharged subsequently as the energy of SC is exhausted.

5.1.3.2.2 Regenerative braking mode

As the braking is commanded, the DC-link voltage will be larger than its command
due to the recovered motor stored kinetic energy. Hence the negative value of
voltage tracking error will let the current command of current loop in the SC energy
storage system become negative. The switch TCþ will be operated to recycle the
energy into the SC. Similarly, the maximum SC charging current is set by 20 A of
the current limiter.

5.1.4 Adjustable DC-link voltage

For an inverter-fed motor drive, the lower DC-link voltage under lower speed
and lighter load may yield smaller switching losses. Moreover, the EV is not often
operated at relatively higher speed. As a result, the DC-link voltage can be properly
set according to the motor running velocity to obtain higher efficiency over wide
speed range. Most existing EV PCUs can only provide boosted motor drive DC-link
voltage from battery. For the developed EV IPMSM drive, thanks to the flexibility
possessed by the H-bridge DC/DC converter, the DC-link voltage can be lower than
the battery voltage. The proposed DC-link voltage versus speed profile is depicted
in Figure 21. The DC-link voltage profiles set for comparison are:

1.Fixed DC-link voltage: vdc ¼ vdc1 ¼ 400V, 0≤ ωr ≤ 4600 rpm (0≤ ωr ≤ ωm)

2.Varied DC-link voltage:

a. vdc ¼ vdc2 ¼ 100V, 0≤ ωr ≤ 1000 rpm (0≤ ωr ≤ ω1).

b. 100V, vdc ¼ vdc2ð Þ≤ 400V, 1000 rpm≤ ωr ≤ 4600 rpm
(ω1 ,ωr ≤ ωm)

Figure 21.
The proposed DC-link voltage profile.
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5.2 Some experimental results

5.2.1 Motor drive without SC

5.2.1.1 Steady-state characteristics

By setting i ∗ds according to Eq. (26), Figure 22 shows the measured Ha and
(i ∗as, ias, i

∗
ds, i

0
ds) at (vb ¼ 156 V, vdc ¼ 400 V,RL ¼ 44:7 Ω, ω ∗

r ¼ 3000 rpm) of the
developed EV IPMSM drive powered by battery H-bridge bidirectional DC/DC
converter. The results show that the phase winding current commands i ∗as are
properly shifted with respect to the sensed Hall signal Ha, and the i ∗as closely follows
its command.

5.2.1.2 Acceleration/deceleration/reversible and regeneration braking operation

Figure 23 shows the measured (ω ∗
r , ω

0
r) and (i�qs, i

0
qs) at (vb ¼ 156V, vdc

¼ 400V, RL ¼ 100:7Ω) of the EV IPMSM drive powered by H-bridge DC/DC front-
end converter under forward and reversible operations, with the speed command
being set as (3000 rpm) to (�3000 rpm) and the rate of 600 rpm/s. In order to let
the IPMSM drive be reversibly operated, the torque current component is made
opposite automatically, which can be seen from the results. The smooth speed
forward and reversible operations can be seen from the results.

5.2.1.3 Comparative evaluation for fixed and varied-voltage DC-links

The measured (v ∗
dc, v

0
dc, ω

∗
r , ω

0
r, vb, ib, Pb, Eb) of the EV IPMSM drive powered by

H-bridge DC/DC converter at (RL ¼ 75 Ω) under the speed pattern defined by
the ECE15. The speed pattern defined by ECE15 with fixed vdc ¼400 V and varied
vdc are compared in Figure 24a and b, where Pb � vb � ib and Eb �

Ð
Pbdt:

The developed EV IPMSM drives with fixed and varied vdc all yield satisfactory
driving characteristic.

Figure 22.
Measured Ha and (i ∗as, ias, i

∗
ds, i

0
ds) of the developed standard IPMSM drive powered by H-bridge DC/DC front-

end converter at vb ¼ 156 V;ω ∗
r ¼ 3000 rpm;RL ¼ 44:7 Ω

� �
with vdc ¼ 400 V and i ∗ds ¼ �1 A being set

(̂ias ¼ 5:15A).
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Figure 22.
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The measured Eb by the fixed vdc and the varied vdc corresponding to Figure 24
are further compared in Figure 25. From the comparison one can find that the
adjustable DC-link voltage can reduce battery energy consumption.

5.2.2 Motor drive incorporated with SC

Under the preset speed changing pattern as shown in Figure 26, the measured
results of the established EV IPMSM drive powered by H-bridge DC/DC front-end
converter with acceleration and deceleration rates of 750 rpm/s at
(vb ¼ 156 V, v ∗

dc ¼ 400 V, v ∗
sc ¼ 405 V, RL ¼ 75 Ω) are provided as: Figure 26a:

(ω ∗
r , ω

0
r, ib, vb, vdc) without SC; Figure 26b: (ω ∗

r , ω
0
r, ib, isc, vsc, vb, vdc) with SC.

Without SC, the battery possesses larger charging and discharging currents as
shown in Figure 26a.

The application of SC can reduce the battery currents in driving and regenera-
tive braking operations under the same scenario. In the results presented in
Figure 26b with SC using active discharging approach (noted that v ∗

sc . v ∗
dc), the

battery current remains zero at the beginning under driving mode, the SC

Figure 23.
Measured (ω ∗

r , ω
0
r, i

∗
qs , i

0
qs) of the developed IPMSM drive powered by H-bridge DC/DC front-end converter

due to speed command change of (ωr ¼ 0 rpm ! 3000 rpm ! 0 rpm ! �3000 rpm ! 0 rpm) under
(vb ¼ 156 V, vdc ¼ 400 V, RL ¼ 100:7 Ω).

Figure 24.
Measured (v ∗

dc, v
0
dc, ω

∗
r , ω

0
r, vb,ib, Pb, Eb) of the developed EV IPMSM drive powered by H-bridge DC/DC

front-end converter at (RL ¼ 75Ω) due to the speed pattern defined by the ECE15: (a) vdc is fixed at 400 V
and (b) vdc is varied with speed.
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discharges via its bidirectional converter first, and the battery pack does not supply
power to DC link until the SC is unable to maintain the driving torque. Hence, not
only the energy of regenerative braking can be recycled, but also the battery can
avoid its intermittent charging/discharging operations. Obviously, by adding the
supercapacitor storage system, the battery provides the fewer power during accel-
eration condition, and its current would never become negative. Besides, the bat-
tery voltage is also less fluctuated.

6. A bidirectional SMR-fed synchronous reluctance motor drive

6.1 System configuration

Figure 27a shows the developed SMR-fed SynRM drive. And the control scheme
of the motor drive is depicted in Figure 27b. The three-phase full-bridge SMR is
employed to power the motor drive from the mains with good line drawn power
quality. The boosted and well-regulated DC-link voltage enhances motor driving
performance over wide speed range. Moreover, the recovered energy during regen-
erative braking can be successfully sent back to utility grid.

Figure 25.
Measured Eb of the developed standard IPMSM drive powered by H-bridge converter with fixed vdc ¼ 400 V
and varied vdc due to speed pattern defined by the ECE15 at (RL ¼ 75 Ω).

Figure 26.
Measured results of the established standard EV IPMSM drive powered by H-bridge DC/DC front-end
converter due to preset speed pattern with acceleration and deceleration rates of 750 rpm/s at
(vb ¼ 156 V, v ∗

dc ¼ 400 V, v ∗
sc ¼ 405 V, RL ¼ 75 Ω): (a) ((ω ∗

r , ω
0
r), ib, vb, vdc) without SC and

(b) ((ω ∗
r , ω

0
r), ib, isc, vsc, vb, vdc) with SC under discharging operation.
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results of the established EV IPMSM drive powered by H-bridge DC/DC front-end
converter with acceleration and deceleration rates of 750 rpm/s at
(vb ¼ 156 V, v ∗

dc ¼ 400 V, v ∗
sc ¼ 405 V, RL ¼ 75 Ω) are provided as: Figure 26a:

(ω ∗
r , ω

0
r, ib, vb, vdc) without SC; Figure 26b: (ω ∗

r , ω
0
r, ib, isc, vsc, vb, vdc) with SC.

Without SC, the battery possesses larger charging and discharging currents as
shown in Figure 26a.

The application of SC can reduce the battery currents in driving and regenera-
tive braking operations under the same scenario. In the results presented in
Figure 26b with SC using active discharging approach (noted that v ∗

sc . v ∗
dc), the

battery current remains zero at the beginning under driving mode, the SC

Figure 23.
Measured (ω ∗

r , ω
0
r, i

∗
qs , i

0
qs) of the developed IPMSM drive powered by H-bridge DC/DC front-end converter

due to speed command change of (ωr ¼ 0 rpm ! 3000 rpm ! 0 rpm ! �3000 rpm ! 0 rpm) under
(vb ¼ 156 V, vdc ¼ 400 V, RL ¼ 100:7 Ω).

Figure 24.
Measured (v ∗

dc, v
0
dc, ω

∗
r , ω

0
r, vb,ib, Pb, Eb) of the developed EV IPMSM drive powered by H-bridge DC/DC

front-end converter at (RL ¼ 75Ω) due to the speed pattern defined by the ECE15: (a) vdc is fixed at 400 V
and (b) vdc is varied with speed.
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discharges via its bidirectional converter first, and the battery pack does not supply
power to DC link until the SC is unable to maintain the driving torque. Hence, not
only the energy of regenerative braking can be recycled, but also the battery can
avoid its intermittent charging/discharging operations. Obviously, by adding the
supercapacitor storage system, the battery provides the fewer power during accel-
eration condition, and its current would never become negative. Besides, the bat-
tery voltage is also less fluctuated.

6. A bidirectional SMR-fed synchronous reluctance motor drive

6.1 System configuration

Figure 27a shows the developed SMR-fed SynRM drive. And the control scheme
of the motor drive is depicted in Figure 27b. The three-phase full-bridge SMR is
employed to power the motor drive from the mains with good line drawn power
quality. The boosted and well-regulated DC-link voltage enhances motor driving
performance over wide speed range. Moreover, the recovered energy during regen-
erative braking can be successfully sent back to utility grid.

Figure 25.
Measured Eb of the developed standard IPMSM drive powered by H-bridge converter with fixed vdc ¼ 400 V
and varied vdc due to speed pattern defined by the ECE15 at (RL ¼ 75 Ω).

Figure 26.
Measured results of the established standard EV IPMSM drive powered by H-bridge DC/DC front-end
converter due to preset speed pattern with acceleration and deceleration rates of 750 rpm/s at
(vb ¼ 156 V, v ∗

dc ¼ 400 V, v ∗
sc ¼ 405 V, RL ¼ 75 Ω): (a) ((ω ∗

r , ω
0
r), ib, vb, vdc) without SC and

(b) ((ω ∗
r , ω

0
r), ib, isc, vsc, vb, vdc) with SC under discharging operation.
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In treating the driving control for a SynRM drive, some distinct features are
worth noting: (i) since only reluctance torque is exited, the proper commutation
angle setting is the most critical issue affecting its developed torque characteristics;
(ii) the iron loss of SynRM is significant and varied with operating conditions; and
(iii) the d-axis inductance is significantly changed with the armature current level
due to magnetic saturation; hence, the iron loss and copper loss should be simulta-
neously considered to yield the improved overall efficiency. In the SynRM drive
control scheme shown in Figure 27b, the proposed improved approaches include
(i) the commutation angle is set by an adaptive commutation scheme (ACS) using
online estimated d-axis inductance to minimize motor total loss. Under higher
speed, an extra commutation angle is yielded by the field-weakening commutation
scheme (FWCS) to limit the voltage. And (ii) in the proposed ramp-comparison
current-controlled PWM (RC-CCPWM) scheme, the basic feedback control is aug-
mented with a back-EMF elimination feedforward controller and a transient cross-
coupling field controller to enhance the current control performance.

6.1.1 SynRM drive

6.1.1.1 System components

a. The employed SynRM is rated as SynRM: 4-pole, 550 V, 2000 rpm, 3.7 kW.
The inverter is formed using three Mitsubishi IGBT modules CM100DY-12H
(VCE ¼ 600 V, IC ¼ 100 A, ICM ¼ 200 A). The SPWM switching is
employed. A PMSG with load resistanceRL is served as the dynamic load of
the studied SynRM.

Figure 27.
The SMR-fed SynRM drive: (a) schematic and (b) motor drive control scheme.
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b. Estimated motor parameters:Rs ¼ 0:47 Ω, Rc ¼ 61:37 Ω, Lq ¼ 28:92 mH
(at 66.6 Hz). The d-axis inductance Ld is much affected by the magnetic
saturation compared to the q-axis inductance Lq. The fitted L̂d imdð Þ (in H) is
expressed as:

L̂d imdð Þ ¼ 0:0559 Hð Þ, imd ≤ 3A

α1ln imdð Þ þ α2 Hð Þ, imd . 3A

�
(29)

where α1 ¼ �0:00864 and α2 ¼ �0:06458:

6.1.1.2 Commutation scheme

a. The proposed adaptive commutation scheme (ACS): the fitted L̂d imdð Þ and
the estimated motor parameters are applied to Eq. (24) to determine the
commutation angle β ¼ βoð Þ:

b. Field-weakening commutation scheme (FWCS)

Under higher speeds, the field weakening via commutation advanced shift must
be applied to satisfy the electrical capabilities of a SynRM drive expressed as:

Î s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2qs þ i2ds

q
≤ Î sm (30)

V̂ s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2qs þ v2ds

q
≤ V̂ sm ¼ vdc=2 (31)

where Î s V̂ s
� �

= phase current (voltage) magnitude and the maximum voltage
V̂ sm ¼ vdc=2 is set for a SPWM inverter.

For regulating the voltage limit automatically, the commutation shift angle βf is
yielded by the proposed FWCS scheme shown in Figure 27b as:

βf ¼
0,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v ∗ 2
qs þ v ∗ 2

ds

q
,

v0dc
2

� �

Gcf sð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v ∗ 2
qs þ v ∗ 2

ds

q
� v0dc

2

� �� �
,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v ∗ 2
qs þ v ∗ 2

ds

q
≥

v0dc
2

� �

8>>><
>>>:

(32)

6.1.2 Three-phase full-bridge SMR

To simultaneously preserve bidirectional power flow and power factor corrected
capabilities, the three-phase full-bridge SMR is established and employed as the AC
front end of the SynRM drive. The three-phase AC input line voltage is 220 V/
60 Hz. And the DC-link voltage is set as Vdc = 550 V. Three IGBT modules
CM100DY-12H are used to form the power circuit.

6.2 Some experimental results

6.2.1 Performance of SMR front end

Figure 28a and b shows the steady-state characteristics of the three-phase full-
bridge SMR-fed SynRM drive at (Vdc ¼ 550 V,ωr ¼ 2000 rpm, β ¼ βo1 ¼ 45°,
RL ¼ 13:7Ω). The results indicate that the SMR possesses good operating
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the estimated motor parameters are applied to Eq. (24) to determine the
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6.1.2 Three-phase full-bridge SMR

To simultaneously preserve bidirectional power flow and power factor corrected
capabilities, the three-phase full-bridge SMR is established and employed as the AC
front end of the SynRM drive. The three-phase AC input line voltage is 220 V/
60 Hz. And the DC-link voltage is set as Vdc = 550 V. Three IGBT modules
CM100DY-12H are used to form the power circuit.

6.2 Some experimental results

6.2.1 Performance of SMR front end

Figure 28a and b shows the steady-state characteristics of the three-phase full-
bridge SMR-fed SynRM drive at (Vdc ¼ 550 V,ωr ¼ 2000 rpm, β ¼ βo1 ¼ 45°,
RL ¼ 13:7Ω). The results indicate that the SMR possesses good operating
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characteristics in powering the followed SynRM drive, good line drawn power
quality, and well-regulated DC-link voltage which are seen.

6.2.2 Effectiveness of the proposed ACS scheme

Under (Vdc ¼ 550 V,RL ¼ 13:7 Ω), let the commutation angles be β ¼ βo1 ¼ 45∘

and β ¼ βo yielded from Eq. (24); the measured (ω0
r, Î s, Pdc) of the SynRM drive at

two speeds are compared in Figure 29a and b. One can find that the proposed
commutation angle setting can lead to less power consumption and the reduction of
current magnitude.

6.2.3 Effectiveness of the proposed FWCS in high-speed driving performance

Since the rated speed of the used SynRM is 2000 rpm, the proper field weaken-
ing is necessary under the speeds larger than 2000 rpm. Let the commutation angle
be β ¼ βo1 þ βf with βo1 ¼ 45∘ being set and βf being yielded by the developed
FWCS. Figure 30 plots the measured (ω ∗

r ,ω
0
r) and the yielded commutation angle

βf during starting process at (Vdc ¼ 550 V,RL ¼ 303:9 Ω) from 0 to 4000 rpm with
an acceleration rate of (250 rpm=s). One can find from the results that speed
tracking error under high speeds can be eliminated by applying the FWCS via
increasing the commutation angle component βf .

6.2.4 Reversible operation

The measured (ω ∗
r ,ω

0
r) and Î s of the SMR-fed SynRM drive at

(Vdc ¼ 550 V,RL ¼ 13:7 Ω) with the commutation angle β ¼ βo due to the ramp

Figure 28.
Measured steady-state results of the developed SMR-fed SynRM drive under (Vdc ¼ 550 V,ω0

r ¼ 2000 rpm,
β ¼ 45°, RL ¼ 13:7 Ω): (a) (vdc, vA, iA) and (b) (iA, iB, iC).

Figure 29.
Measured (ω0

r, Î s, Pdc) of the established SMR-fed SynRM drive with β ¼ βo1 ¼ 45∘ and β ¼ βo by the proposed
ACS under (Vdc ¼ 550V,RL ¼ 13:7 Ω): (a) ω0

r ¼ 1000 rpm and (b) ω0
r ¼ 2000 rpm.
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speed command change ω ∗
r ¼ 0 ! 2000 rpm ! 0 ! �2000 rpm ! 0 with the

rising and falling rates of 250 rpm/s being plotted in Figure 31. The results indicate
the smooth speed tracking and reversible operation of the developed SynRM drive.

6.2.5 Regenerative braking

The SynRM drive is first stably operated at (ω0
r ¼ 2000 rpm, Vdc ¼ 550 V, RL

¼ ∞). Now the speed command is set from ω ∗
r ¼ 2000 rpm to 0 rpm linearly in 1 s.

The measured DC-link voltage vdc(ω ∗
r ,ω

0
r), Î s and phase-a winding current are of

the established SMR-fed SynRM drive which are plotted in Figure 32a. One can be
aware of the results that the current command Î s becomes negative under regener-
ative braking operation. Successful SynRG operation during regenerative braking is
confirmed. And Figure 32b shows the DC-link voltage vdc, phase-A voltage vA, and
current iA of the mains. From Figure 32b, the regenerative braking of SynRM drive
with energy recovered back to the mains can be observed.

Figure 30.
Measured (ω ∗

r ,ω
0
r) and the commutation angle βf yielded by the FWCS during starting process from 0 to

4000 rpm at (Vdc ¼ 550 V,RL ¼ 303:9 Ω).

Figure 31.
Measured (ω ∗

r ,ω
0
r) and Î s of the SynRM drive at (Vdc ¼ 550 V,RL ¼ 13:7 Ω) with β ¼ βo due to ramp speed

command change ω ∗
r ¼ 0 ! 2000 rpm ! 0 ! �2000 rpm ! 0 with both the rising rate and falling rate

being 250 rpm/s.
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characteristics in powering the followed SynRM drive, good line drawn power
quality, and well-regulated DC-link voltage which are seen.
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Under (Vdc ¼ 550 V,RL ¼ 13:7 Ω), let the commutation angles be β ¼ βo1 ¼ 45∘

and β ¼ βo yielded from Eq. (24); the measured (ω0
r, Î s, Pdc) of the SynRM drive at

two speeds are compared in Figure 29a and b. One can find that the proposed
commutation angle setting can lead to less power consumption and the reduction of
current magnitude.

6.2.3 Effectiveness of the proposed FWCS in high-speed driving performance
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0
r) and the yielded commutation angle

βf during starting process at (Vdc ¼ 550 V,RL ¼ 303:9 Ω) from 0 to 4000 rpm with
an acceleration rate of (250 rpm=s). One can find from the results that speed
tracking error under high speeds can be eliminated by applying the FWCS via
increasing the commutation angle component βf .

6.2.4 Reversible operation

The measured (ω ∗
r ,ω

0
r) and Î s of the SMR-fed SynRM drive at

(Vdc ¼ 550 V,RL ¼ 13:7 Ω) with the commutation angle β ¼ βo due to the ramp

Figure 28.
Measured steady-state results of the developed SMR-fed SynRM drive under (Vdc ¼ 550 V,ω0

r ¼ 2000 rpm,
β ¼ 45°, RL ¼ 13:7 Ω): (a) (vdc, vA, iA) and (b) (iA, iB, iC).

Figure 29.
Measured (ω0

r, Î s, Pdc) of the established SMR-fed SynRM drive with β ¼ βo1 ¼ 45∘ and β ¼ βo by the proposed
ACS under (Vdc ¼ 550V,RL ¼ 13:7 Ω): (a) ω0

r ¼ 1000 rpm and (b) ω0
r ¼ 2000 rpm.
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speed command change ω ∗
r ¼ 0 ! 2000 rpm ! 0 ! �2000 rpm ! 0 with the

rising and falling rates of 250 rpm/s being plotted in Figure 31. The results indicate
the smooth speed tracking and reversible operation of the developed SynRM drive.

6.2.5 Regenerative braking

The SynRM drive is first stably operated at (ω0
r ¼ 2000 rpm, Vdc ¼ 550 V, RL

¼ ∞). Now the speed command is set from ω ∗
r ¼ 2000 rpm to 0 rpm linearly in 1 s.

The measured DC-link voltage vdc(ω ∗
r ,ω

0
r), Î s and phase-a winding current are of

the established SMR-fed SynRM drive which are plotted in Figure 32a. One can be
aware of the results that the current command Î s becomes negative under regener-
ative braking operation. Successful SynRG operation during regenerative braking is
confirmed. And Figure 32b shows the DC-link voltage vdc, phase-A voltage vA, and
current iA of the mains. From Figure 32b, the regenerative braking of SynRM drive
with energy recovered back to the mains can be observed.

Figure 30.
Measured (ω ∗

r ,ω
0
r) and the commutation angle βf yielded by the FWCS during starting process from 0 to

4000 rpm at (Vdc ¼ 550 V,RL ¼ 303:9 Ω).

Figure 31.
Measured (ω ∗

r ,ω
0
r) and Î s of the SynRM drive at (Vdc ¼ 550 V,RL ¼ 13:7 Ω) with β ¼ βo due to ramp speed

command change ω ∗
r ¼ 0 ! 2000 rpm ! 0 ! �2000 rpm ! 0 with both the rising rate and falling rate

being 250 rpm/s.
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6.2.6 Efficiency evaluation

In order to verify the efficiency enhancement of the established SMR-fed
SynRM drive using the proposed ACS, the measured steady-state characteristics at
(Vdc ¼ 550 V, RL ¼ 13:7 Ω,ω0

r ¼ 2000 rpm) with the commutation angles
β ¼ βo1 ¼ 45∘ and β ¼ βo yielded by the proposed ACS are listed in Table 1. The
efficiencies are defined as:

ηSMR � Pdc=Pac ¼ SMR efficiency, ηm � SynRM efficiency,
ηg � load PMSG efficiency, η1 � PL=Pdc ¼ Pm=Pdcð Þ Pg=Pm

� �
PL=Pg
� �

, and
η � ηSMRη1 ¼ PL=Pac ¼ total efficiency.

The improvement in energy conversion efficiency via the proposed ACS is
obvious from the results. The high efficiency possessed by the developed SynRM
drive can also be aware.

7. Conclusions

As generally recognized, PMSM and SynRM are the two new motors having the
potential to achieve the IE4-class and even the IE5-class efficiency. During the past
years, the popularly used induction motors have been gradually replaced by these
two motors in various applications, such as home appliances, EVs, wind generators,
etc. For facilitating the development of high-performance PMSM and SynRM
drives, this article has presented some basics and key affairs. Moreover, an example

Figure 32.
Measured results of the established SMR-fed SynRM drive during braking by letting the speed command be
changed from ω ∗

r ¼ 2000 rpm to 0 rpm linearly in 1 s: (a) DC-link voltage vdc, (ω ∗
r ,ω

0
r), current command

Î s, and a-phase winding current, ias and (b) DC-link voltage vdc, A-phase voltage, and current (vA, iA) from
the mains.

Speed β ¼ βo1 ¼ 45∘ β ¼ βo by ACS

2000 rpm PL = 3253.8 W PL = 3251.7 W

Pdc = 4064.3 W Pdc = 3980.1 W

Pac = 4380.0 W Pac = 4285.0 W

PF = 0.998 THDiA = 5.05% PF = 0.997 THDiA = 4.98%

ηSMR = 92.8% η1 = 80.1% η = 74.3% ηSMR = 92.9% η1 = 81.7% η = 75.9%

Table 1.
Measured steady-state characteristics of the established SMR-fed SynRM drive at
(Vdc ¼ 550 V,RL ¼ 13:7 Ω,ω0

r ¼ 2000 rpm).
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of EV PMSM drive and an example of SMR-fed SynRM drive have also been
introduced for demonstration. Generally speaking, the most critical issues lie in
(i) selecting suited type of motor for specific applications, (ii) proper commutation
instant setting and shifting, (iii) applying DC-link voltage boosting approach to
enhance high-speed driving characteristics, and (iv) properly conducting the
regenerative braking operation control.
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Chapter 9

Mechanical and Electrical Design
Calculations of Hybrid Vehicles
Khalid G. Mohammed

Abstract

Electric power is widely used in electric traction for many reasons: it is easy to
control the speed of an electric motor, the absence of exhaust gases, free of noise, it
has high starting torque, and it needs less maintenance than its mechanical coun-
terpart. In the current research, a modern hybrid car is designed and manufactured
in three ways. The first method is using a 220 volt AC electric power to charge five
series batteries; each battery has 12 VDC (35 A/h) to supply totally 60 VDC input
voltage for the electronic inverter which converts 60 VDC to 60 VAC (three-phase
voltage) as a controllable voltage source to three-phase synchronous motor (SM)
type (BLDC-YG1-ZZ-1200W). The second method is to take advantage of the solar
energy which is almost available in Iraq environment throughout the year to be
stored in the batteries, especially during the shutdown of the machine and when it
stops it under the sun. The solar panel is fixed on the vehicle’s roof; it has a power of
100 watts. The third method is the mechanical energy by using the bicycle pedal to
move the wheels of the car; it is useful in the event of a sudden interruption of
electrical power or a technical failure in the vehicle. In addition, three kinds of
electronic devices are used for control. The first control is electric battery charger.
The second control is to convert solar radiation into electrical energy to be stored in
the batteries. The third control is to regulate the accessories of another electric
vehicle. The vehicle was tested in the province of Diyala, Baquba, Iraq, on a flat and
tilted land (Al Mafraq Bridge, Baquba city). The steady-state speed reached more
than 40 km/h with a total load of more than 125 kg. The design is subjected to real
electrical and mechanical engineering tests alongside using decades of applied
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electric machine motors such as DC motors, induction motors, and three-phase
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Chapter 9

Mechanical and Electrical Design
Calculations of Hybrid Vehicles
Khalid G. Mohammed

Abstract
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The traction motors need strongly two important parameters to recognize their
performance: high starting torque and acceleration. Furthermore, the traction
motor should have the initial force to overcome the resistance force induced at the
starting movement [9, 10].

The electric car was first invented in the USA and Scotland in 1834. After that,
slow progress began to prove its importance until three eras of development to this
day. These three boom eras were dominated by factors such as the presence of oil,
prices, and crises, and the second factor is the pollution of the environment and
the increase in temperature of the earth.

The first boom era began in 1850 and continued to 1900 in the USA where the
DCmotors were the basic component of the drag with the presence of batteries. The
second boom era started from 1950 to 2000, where the 1973 oil crisis, pollution of
the environment, and global warming contributed to this development. The third
boom started since the beginning of 2000 to the present day, where the Japanese
companies, Toyota and Nissan, and the German company, Mercedes or BMW, and
Chinese companies as well as US companies entered in a fierce competition to
control the global markets [11, 12]. Table 1 shows the history of the electric car
since 1834 until these days.

Name Year and
country

Type of traction Notes

Thomas Davenport 1834, USA DC motor

Robert Anderson 1832–1839,
Scotland

First prototype electric-powered
carriage

Andreas Flocken 1888,
Germany

The first four-wheeled electric car

Pope Manufacturing
Co.

1897, USA The first commercial electric vehicle

La Jamais Contente 1899, France The first electric vehicle to travel over
100 km per hour

1900, USA Electricity-powered cars Capturing 28% of
the market

The petrol-powered
Ford Model

1908, USA Electric car Model T

A Baker Electric 1909, USA Automobile

Charles Kettering 1912, USA The electric starter was invented
instead of hand-crank

Global EV stock 1912, USA Market, 30,000

Carmaker Tama 1947, Japan Electric car with a 40 V lead
acid battery

General Motors 1996, USA EV1 electric car

Toyota 1997, Japan The Prius, the world’s first commercial
hybrid car

BEV Nissan 2010, Japan The world’s largest electric car sharing
service

Nissan LEAF 2011, Japan New car models

PHEV Chevrolet Volt 2012, USA New car models

Table 1.
Electric car history [12].
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1.1 Electric traction motors

1.1.1 Traction motor types

There are three types of electric motors which are nominated to use: DC motor,
AC single- or three-phase induction motor (IM), and three-phase synchronous
motor (SM). These motor features are chosen depending on the nature of
voltage-supplied source, performance, and method of construction.

1.1.1.1 DC motors

DC motors are characterized as follows: exacted spin speeds, the same wide
range of changing speed with the possibility of easy control, the possibility of
reversing the rotational movement, and the possibility to start an appropriate
torque.

1.1.1.2 Induction motors

There are two types of induction motors: the first type has a rotor shape-like
squirrel cage arrangement. It is characterized by simple installation, low cost, and
hardness. This type is suitable for applications requiring constant rotation speed.
The second type is called the slip-ring motor which has a wound rotor with a three-
phase winding. The first three terminals of the windings are shorted, while the
second three ending terminals of the windings are connected to the three slip rings.
Slip-ring induction motor is suitable for applications that need great starting torque
for a few seconds with a decrease in the value of the starting current. This type is
characterized by the first type with its great ability to control the speed and torque
and the starting current by using additional variable three-phase resistance
connected through the three slip rings of the motor.

1.1.1.3 Synchronous motors

This type of motor is suitable for applications that need a constant rotation speed
value and great power in addition to the possibility designed to operate at slow
speeds by a high power factor and high operating efficiency.

1.2 General characteristics of traction motors

The general electrical mechanical properties required for the traction motors are:

1.A large starting torque and acceleration which are needed by electric vehicle to
overcome the power large traction required at starting the movement. In
addition to the traction force needed to overcome the resistance to train traffic,
also, the movement toward the highest inclined land means the need to extra
drag to overcome the effect of gravity.

2.Series motor properties: It is necessary for the motor used in the vehicle to
have series motor properties between motor speed and torque, for the
following reasons:

• Operating more than one motor per electric vehicle: Electric vehicle
usually contains several similar traction motors which are installed with
movement gears and wheels. As long as the wheels of movement have the
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same diameter, the motor speeds are equal, and the entire load is equally
distributed between the motors. But because of unequal corrosion that
happens, there is a dissimilarity in the wheels’ diameters. This may cause
an unequal distribution of the load between the motors.

• Self-protection feature: Because of the characteristics between the speed
and torque, the speed of the motor decreases as the torque increases. This
relationship is correct when neglecting magnetic saturation.

• Lower power consumption during load increase: During load increase, the
required traction increases, as is the case with a sloping level, when the
required power by the series motor is much lower than the power
calculated by the parallel motor; the reasons are mentioned above.

1.3 Advantages and disadvantages of electric traction

The most important advantages of using the electric motors in traction are anti-
contamination that accompanies with the use of electric motors. The electric
motor provides a great starting torque, which allows high acceleration value at the
start of the vehicle. So, they allow carrying twice as many people on the same way
because of the high flow of vehicle speed. The electric motor provides a soft change
in the ultrafast speed.

The electric motor provides the possibility of using the electric brake, which
enables the return power to the electric grid when using the brake regeneration while
walking down the slopes. The use of electric brakes leads to savings in the use of the
mechanical brakes which prolongs life and reduces corrosion in the roller wheels and
iron bars. The time required for the maintenance and repair of an electric vehicle is
lesser than the need by others. The maintenance and repair of the electric vehicle cost
about half of those cost in other vehicles. They did not need electric vehicles to the
time to become operational. Finally, getting rid of the exhaust fumes, which may
contain toxic elements, is considered one of the most important advantages of electric
traction, especially in hypocrisy and roads under the ground. The disadvantages of
electric traction are as follows: The cost of construction is high, any malfunction in
the electrical grid even for a brief period will lead to total paralysis in traffic and
might extend long hours, and also an overlap occurs between the electric traction
network and communication signals.

1.4 Feeding electric traction system networks

There are three different types of feed electric traction systems:

a. DC voltage system (DC power system)

b. Single-phase AC voltage system

c. Three-phase AC voltage system

(a) DC power system: DC voltage of 600 to 700 V is used globally for trams in
the cities, while the ongoing effort of the 1500–3000 V is used outside the cities.
The iron bars represent the neutral line. The specification states that the voltage
drop should not be more than 7 volts between any two points on the neutral line
(iron bars).
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As for the electric bus (trolleybus), the two electric lines should be two
overhanged, the feeding line and neutral line. The voltage must not exceed 10%
plus or minus. The DC network is fed into electric power stations 3–5 kilometers
away from each other inside the cities and 40–50 kilometers outside the cities.
Electric power stations are also supplied with power from the AC voltage networks
of 110–122 kV, where it is converted into a DC voltage required.

(b) Single-phase AC system: This system uses a voltage of 11–15 kV (2/3 16) or
25 Hz. If power plants are used to feed traction stations, there will be no difficulty in
generating the required voltage and frequency. In the case of high-voltage networks
at 50 or 60 Hz frequency, the frequency limit should be reduced to the desired limit
(a three-phase synchronous motor is used to operate a single-phase generator to
generate the required voltage and frequency).

In this case, the traction network consists of a single overhanged line, and the
rails represent the neutral. The traction line carries the transformer to reduce the
voltage to 300 or 400 volts to feed the general series motor, and the motor speed
can be controlled by changing the voltage of the transformer.

Low frequency (16.667) or 25 Hz is used to improve the efficiency and power
factor of the motor. It also helps to reduce the electrical spark between the brushes
and the commutator, in addition to reducing the induction impedance of the trac-
tion network transmission lines and thus reducing the lost voltage. This increases
the distance between feeding stations to 50–80 kilometers. Low-frequency use also
helps reduce interference with telephone and communication networks.

(c) Three-phase AC system: Three-phase induction motors are used as drive
motors in this case with a voltage of 3.3 kV and a frequency of 16.667 Hz. The power
stations receive power from high-voltage networks, and the voltage and frequency
are reduced to the required limit. The traction network consists of two transmission
lines; the line bar is the third line. The advantages mentioned, due to the use of low
frequency, can also be mentioned in this system.

1.5 A factor that must be considered when choosing an electric motor

Choosing an electric motor depends on the circumstances that will work underneath
and the type of load. There are several factors to consider when choosing an electric
motor to suit industrial applications, and one of the most important are as follows:

1.Electrical properties:

a. The properties of the start of the movement, in terms of the value of
each of the torque and the drawn current

b. The properties of the motor during operation, the relationship between
the torque and speed, and the relationship between speed and power,
current, losses, and efficiency

c. The extent of control the speed of rotation during operation

d. How to turn off the motor and break it

2.Mechanical considerations:

a. The type of outside cover of the motor, the type of cooling of the motor.

b. The type of rotary bearings used.
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c. What is the transmission way between the motor and the load.

d. The noise level, which is produced by the motor.

3.The motor size and the design power:

a. Loading requirements in terms of continuous or short term or
intermittent

b. Ability of the motor to deal with excessive loads

4.The cost of the motor:

a. In terms of the primary and operating cost

In addition to the previous factors, it should be kept in mind the current user
type, in terms of being a DC constant, AC single-phase, or three-phase current.
From the above it is clear that there are many factors must be considered when
choosing a motor to drive a given load, and despite the fact that the cost of the
machine came in the last previous mechanical considerations, but the final decision
in the selection of the machine, depending upon significantly. The desired and
selected machine must meet all the technical requirements of the load and at the
same time should not be so high till it succeeds economically. In fact, the choice of
the motor requires careful study and analysis of its characteristics and load together.

In addition to the full knowledge of the entire system of stirring and control
devices, it is required to have switching devices and change the frequency.

The latest factors and their impact on different types of motors will be discussed
in detail separately in the next section, to illustrate the impact of each of them:

1. Electrical properties:

The properties of the different motors in terms of operating properties and the
properties of the start of the movement and speed control have been studied in the
decisions of the DC machines and AC small power motors.

2.Mechanical considerations:

A.Cover user type: The main objective of the outer frame of the machine is
not only to provide protection for the people and the workers but also to
provide protection for the machine itself, against moisture, dirt, dust,
and unwanted objects and what might leak out of the motor fumes and
flammable materials. There are different types of the motors according to
their protection ways:

i. Open type

ii. Mesh cover-protected type

iii. Type covered against scattering of liquids and dust

iv. Water- and rain-protected type

v. Self-air cooling
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vi. Separated cooling

vii. Tubed cooling

B. Bearings used type:

There are two types of bearings used in electric motors, namely, ball bearings
and roller bearings.

i. Ball bearings: used in motors up to 100 horsepower. They are
preferred by other types due to its many benefits. The most
important of these are little friction losses, less maintenance, and
longer durability than the other wheels. Between stator and
rotor. But its main disadvantages are its high cost and noise,
especially at high speeds.

ii. Roller bearings: used in motors that work in quiet places such as
hospitals, offices, and classrooms.

C. Types of transmission: Transfer the generated mechanical power to the
machine to drive the mechanical load axis; there are many ways to lead
the load, and the most important are:

i. Direct transmission: The load and the motor are directly
connected by a mechanical coupling which is solid or flexible.
Coupling is used when the load speed is equal to the speed of the
motor.

ii. Driving by timing belts to transfer power of up to two hundred
and fifty kilowatts, preferably when using this method to be less
distance between the axis of rollers equal to four to five times the
diameter of the largest pulley, and so that the maximum ratio
between the diagonal rollers are 1: 6, as there is in this case
sliding between the borders of three to four percent. The
disadvantage of this method is that it requires a large space, so
the belts make tension sideways on the bearings, causing
increased friction missing out and fatigue.

iii. Driving by using V-type belts: This type of V-type conveyor is
used between two rollers with the same shape. This method is
used to transport large valves that exceed the capacity of the belt,
and it operates with a small slip that can be neglected.

iv. By driving chains: This method is more efficient and is used at
high speeds, but the cost is the biggest. But they need less space
than the previous two, where the required distance between the
axis of rollers is of one and half to twice the diameter of a larger
pulley. It is used in wet and dust places so that the chains should
be protected by its own cover, as it should have perfectly parallel
axes, to avoid lateral tensile axis rollers.

v. By steering with gearbox: This method is used when the motor
used has a high speed to drive a load when its speed is slow; the
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motor is built and merged with gearbox by the required speed
ratio.

D.The noise produced by the motor: noise produced inside the motor for
the following reasons:

i. Alternating magnetic field inside the motor caused by vibrations
in the iron body segments and the motor

ii. The movement of air within the instrument

iii. Friction in the bearings

Noise level should be reduced to the lowest level possible, especially in
motors that are used in hospitals, offices, theaters, and classrooms. To reduce the
transitional noise from the motor to the other places, it must be installed with
rubber or helical springs to absorb vibrations.

3. Size of the motor and its power:

The factors that control the size and capacity of the motor is the maximum
temperature reached by the motor during the service run under load conditions, in
that it continuously or intermittently, or short-term and the maximum. It has been
found that the motor that achieves the first condition of temperature also achieves
the second condition of the torque required. It is worth mentioning here that the
maximum temperature of the motor is designed on the basis of the type of the
insulating material used. Motor insulations are classified to types depending on the
maximum temperature allowed.

Loading requirements in terms of that continuous or short term or intermittent:
usually electric motors are designed based on the amount of time in which they
operate the machine required load as well as the amount of time in which the
machine is stationary for work or runs at no load. On this basis, the rules that follow
to choose electric motors indicate the possibility of rating motor in terms of time
plan. Here are some operating types of motor:

A.Continuous operation: the machine working needs to do its job in this case to
start the motor full rating and on continuous so as to reach the temperature in
all parts of the motor to the maximum amount at which the motor has been
designed on the basis of not beyond it with the operating continuation of any
period after that.

B. Short-term operating: The machine working in this type of operation runs
sporadic periods, each of which extends over a specific period of time, the
measured temperature so as not to exceed in all parts of the motor the
maximum temperature.

2. Methodology: design of vehicle

The required torque for moving vehicle gear box assembly is subjected to many
rules. These rules are interrelated with tires, friction, wind resistance, weight, and
tilt level [4].
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A tire subjected to a load will be deformed and flattened until the contact area
with the ground will get a force equal to the load on the same wheel. When the tire
rolls, the resulting force at contact is not centered but placed at a distance: this is the
lever arm required to calculate the required torque on the tire to overcome the
resistance by rolling (it is not the tire radius). The friction coefficient between the
tire rubber and ground is only required to find out the maximum torque before
sliding. This may occur in case of a very high starting torque when the moment of
vehicle inertia has an essential role. Tire deformation demands energy, and tires
have an internal friction in which it is clear that after driving, tires heat up. The
motor must supply the torque and energy to overcome all losses. If, for instance,
two wheels are active, the rolling resistance and other losses are present on all four
wheels even if the torque is applied only on two. Since rolling resistances are not
linear, their sum should consider load distribution on the different axes and wheels.
All before is valid for a flat horizontal ground. When the road is inclined with an
angle, then the e = weight force can be analyzed to components. The downward
component is F = G � sin (angle). The friction coefficient also adds an opposite
torque to the tire torque. Figure 1 explains the design flowchart of the vehicle.

2.1 Mechanical model

The required traction force on the tire of the vehicle is Ft. The force Ft induced
on the edge of the vehicle tires is to move it itself. The force traction required for the
vehicle on the ground level is shown by Eq. (1):

Ft ¼ Fa þ Fr (1)

If the vehicle is moving at an inclined level, it can be expressed by Eq. (2):

Figure 1.
Flowchart of the vehicle design.
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Ft ¼ Fa þ Fr þ Fg (2)

The force needed for the linear acceleration of the vehicle is Fa. The required
force to overcome the resistance to vehicle traffic is Fr. The power required to
overcome the effect of gravity is Fg. The positive signal is used when the vehicle
goes up to the sloped level, while the negative signal is used if the vehicle drops to
the skewed level.

2.2 Calculating the needed force for acceleration

The effect of force motion Fa on a vehicle mass ofm kg and its weightW and the
value of the vehicle linear acceleration generated are calculated by Eq. (3):

Fa ¼ mw ∗ a (3)

The vehicle contains mechanical rotary parts, such as pedals, front and rear
axles, actuators, and gearbox. The equivalent mass (me) vehicle rises by 10–20%
from the static mass of the vehicle as clarified by Eq. (4):

Fa ¼ me � a ¼ We=gð Þa (4)

where me is measured in Kg, Fa is in N, and a is in (m/s2).

2.3 Calculating the required force to overcome resistance of vehicle

The force which is opposed the vehicle movement is called mechanical resis-
tance such as friction forces which existed in the axles, gears, and tires at starting. It
does not depend on the speed of the vehicle and the mass of the vehicle. Wind
resistance increases with the vehicle speed. Assume that Fr is the resistance force to
the vehicle in (N / ton) as shown by Eq. (5).

Fr ¼ m� r (5)

2.4 Calculating the force needed to overcome the effect of gravity

If the vehicle goes uphill at an angle θ, then the force Fg is resolved to two
components and will be affected by the height axis Sinθ as expressed by Eq. (6):

Fg ¼ W � sin θð Þ ¼ m� g � sin θð Þ (6)

If C is the slope percentage is as expressed by Eq. (7), Fg is again identified by
Eq. (8):

C% ¼ Y=Xð Þ:100 ¼ 100 sinθ (7)

Fg ¼ m � g � C (8)

2.5 Total traction force on the tire

Ft ¼ Fa þ Fr þ Fg (9)

Ft ¼ me� aþm� rþm� C (10)

r is measured by N/Kg. The positive sign is used when the vehicle is upward to
the sloped level, while the negative sign is devoted for the vehicle downward.

172

Applied Electromechanical Devices and Machines for Electric Mobility Solutions

2.6 The driving power for moving the tires

If the vehicle is roaming at a constant speed V of m/s, the needed power Po for
movement is calculated by Eq. (11):

Po ¼ Ft � V (11)

If the gear efficiency is η, the needed power by electric motor Pm is calculated by
Eq. (12):

Pm ¼ Po=η ¼ Ft � V=η (12)

2.7 Mechanical vehicle movement

The movement of the motor spindle, which makes torque in the rotary tires, is
transmitted using a gearbox to reduce the speed from Nm to N rpm, if:

The torque induced from the traction force on the tire T The traction force
which drives the gears F1.

Traction force on the tire Ft Motor speed Nm.
Wheel speed N.
Gear ratio d2/d1 = σ.
Diameter gear motor/diameter gear wheel stirring = d1, d2.
Diameter of tire (tire) D.
Gearbox efficiency η.
The relation between the motor torque Tm and traction torque required by the

tire T, gear conversion ratio, and gearbox efficiency η can be simplified through
Eqs. (13) to (16):

Tm ¼ Ft ∗ d1=2ð Þ (13)

T ¼ Ft � D2 ⁄ 2ð Þ ¼ ηFt d2 ⁄ 2ð Þ (14)

Ft ¼ F1 η d2 ⁄Dð Þ (15)

Ft ¼ F1 η d2=Dð Þ ¼ η� 2 Tm ⁄ d1ð Þ � d2=Dð Þ ¼ 2ησ Tmð Þ Dð Þ (16)

Ft depends on many factors: weight, wind resistance, and gradient. Further-
more, the traction force is also increased with the growing friction factor μ so that
the total traction force (10) can be adjusted to Eq. (17):

Ft ¼ μ�me � a ¼ m� rþm� C (17)

3. Experimental tests and mathematical calculations

3.1 Electrical design

3.1.1 Motor and vehicle

The three-phase synchronous motor used (3PSM) is a BLDC-YG1-ZZ- 1200 W
type. The choice of this motor is based on the speed and torque necessary for the
load. The 3PSM is provided by an AC three-phase line voltage of 380 volt and 50 Hz.
The motor maximum speed is 3000 rpm. The torque Tm of the motor can be
calculated by using Eq. (18). Po is the shaft output power. The angular velocity ω is
explained by Eq. (19), where N is the speed in rpm unit [5]:
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Tm ¼ Po=ω (18)

ω ¼ 2πN
60

¼ 314:16 rps (19)

where according to the real specification of the 3PSM, the torque of the motor
can be calculated using Eqs. (1) and (2):

Tm ¼ 1200W= 2� 3:14� 3000=60ð Þ ¼ 3:8n �m

This anticipated torque is significantly adequate with 3000 rpm for the present
load and as an input of mechanical gearbox. The next qualifications of the mechan-
ical gear box will depend firmly upon the two manufactured torques: torque of
the 3PSM and traction torque required for the vehicle load. Figure 2 shows the
three-phase synchronous motor which is used for vehicle and its nameplate.

3.1.2 Gearbox and vehicle load

The gearbox used in the vehicle is shown in Figure 3. It is subjected to many
factors: input and output speeds and input and output torques required. The present
vehicle has a steady-state linear speed which reaches slightly more than 40 km/hr.
The angular velocity of vehicle tires is explained by Eq. (20), where r is identified as
the tire radius. The real tire radius is measured to give 0.125 m. The angular speed of
gearbox pulley is determined by Eq. (21):

Vt ¼ 2πrωt (20)

ωtD ¼ ω2 d2 (21)

where according to the real linear speed of the vehicle’ tires, the angular speed of
the tire can be calculated using Eq. (3):

40000= 60� 60ð Þ ¼ 2π � 0:135� ωt

ωt ¼ 13:1 rps

Then, the rotation speed the gearbox output pulley ω2 is calculated using Eq. (4):

13:1� 0:27 ¼ 0:04ω2

ω2 ¼ 88:425 rps

Figure 2.
Three-phase synchronous motor for vehicle traction and its nameplate.
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3.1.3 DC/AC inverter

The DC to three-phase inverter is designed as a frequency changer [6]. The
synchronous speed of the 3PSM is various using the frequency changer and is
determined by Eq. (22):

Ns ¼ 120 f=p (22)

where from the experimental tests of the 3PSM conditions, the real number of
stator slots is designed to give 18 slots. The stator has three phases, and six coils/
phases are determined; for the motor shaft speed of 3000 rpm, it means that there
are three coils per one pole inside the motor stator. Then, by using Eq. (22) and the
obtainable data, the range of input frequency f can be calculated:

3000 ¼ 120 f=6

Then the frequency f of 300 Hz represents the maximum frequency necessary
required from the three-phase inverter to the 3PSM. This frequency leads the
vehicle and reaches to a maximum linear speed of 40 km/h.

The real inverter designed is explained by Figure 4.

3.1.4 Batteries

Five series batteries are connected; each battery is a 12 VDC and 14 AH lead-acid
sealed type. The entire voltage is 60 VDC which is supplied to the terminal inputs of
the inverter. Figure 5 highlights the used battery.

Figure 3.
Motor gearbox.

Figure 4.
The DC to three-phase voltage inverter used.
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3.2 Mechanical design

3.2.1 Binding stress calculations τb

The main supports and joints used for the vehicle frame are iron hollow rectan-
gular metal beams with dimensions of 1.5 inch and thickness of 2 mm. The length of
the iron beams 1 and 2 is the same; each beam length is 2 m. Figure 6 shows the
lengths of the vehicle structure iron beams 1 and 2.

The bending stress is determined at the center of beam 1 and beam 2. The
total weight of the driver, five batteries, and solar panel are checked to give a weight
of 125 kg. The gravitation force downward by total weight is calculated using
Eq. (23):

Fω ¼ mω � ag (23)

Fω ¼ 125� 9:8 ¼ 1225N

The bending stress will be determined using Eq. (24):

τb ¼ Fb=Ab (24)

The bending force is distributed into beams 1 and 2 at the middle of each, so the
force Fw must be divided by 4. The length of beams is 2 m as shown in Figure 6, and
the rectangular dimension length of cross-sectional area of beams 1 and 2 is
9 cm � 4 cm, and its thickness is 1.5 mm. The τb calculation is implemented using
Eq. (24) [3]:

Figure 6.
Dimensions of the vehicle iron beams 1 and 2.

Figure 5.
The used battery of 12VDC and 14 amp.hr.
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τb ¼ Fb=4ð Þ
2 hþ ωð Þ � tð Þ ¼

1225=4ð Þ
2 0:09þ 0:04ð Þ � 0:015ð Þ

¼ 78:5
N
m2 < <Bending stress of mild iron 360

MN
m2

where Ab is the cross-sectional area of hollow rectangular beams 1 and 2 at the
tires’ shafts.

3.2.2 Axial shear stress calculations of each tire τs

The total axial force Fs (similar to Fw) is composed by the driver, five batteries,
and the iron frame weights which it is concentrated onto three tires (two rear tires
and one in front). The entire force Fs should be divided by three tires and two rod
sides per tire. The three circular iron solid rods have each 1 centimeter diameter.
The axial shear stress τs can be determined using Eq. (25):

τs ¼ Fs=As (25)

τs ¼ Fs= 3 tires� 2 sides� Arð Þ ¼ 1225ð Þ= 3 ∗ 2 ∗ 3:14 ∗ 0:01ð Þ2=4ð Þ ∗0:015Þ
¼ 2:6MN=m2 1½ �< < shear stress of mild iron 36MN⁄m2�

3.2.3 Pedal and gears

Two gear discs are used to transfer the mechanical power created by legs for
turning the tires and then the vehicle. It is instituted experimentally; the torque
established Td by the legs is sufficient to move vehicle which is closed to bicycle. To
calculate the torque establishedTd, can be applied by (13) on the pedal and tire system.

Td ¼ 125kg � 9:8N=m2 � 0:27=2ð Þ ¼ 165:375N �m,

The minimum mechanical torque required to move the vehicle which is less
than the torque required for moving the bicycle with the driver is equal to
85 kg � 9.8 N/m2 � (1/2) = 415 N � m.

3.2.4 Solar design

The solar panel (type SK150D, 150 watts, 18 V, 8.33 Amp) used is considered as
additional power source and has the following specifications as shown in Figure 7
through its nameplate. The rated power produced is amplified by using power

Figure 7.
Solar panel is supplying power to the batteries.
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Figure 6.
Dimensions of the vehicle iron beams 1 and 2.

Figure 5.
The used battery of 12VDC and 14 amp.hr.
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τb ¼ Fb=4ð Þ
2 hþ ωð Þ � tð Þ ¼

1225=4ð Þ
2 0:09þ 0:04ð Þ � 0:015ð Þ

¼ 78:5
N
m2 < <Bending stress of mild iron 360

MN
m2

where Ab is the cross-sectional area of hollow rectangular beams 1 and 2 at the
tires’ shafts.
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¼ 2:6MN=m2 1½ �< < shear stress of mild iron 36MN⁄m2�

3.2.3 Pedal and gears
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3.2.4 Solar design

The solar panel (type SK150D, 150 watts, 18 V, 8.33 Amp) used is considered as
additional power source and has the following specifications as shown in Figure 7
through its nameplate. The rated power produced is amplified by using power

Figure 7.
Solar panel is supplying power to the batteries.
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electronic chopper (low DCV/high DCV) to convert the low-DC volt input to the
required volt which is 60 DCV. The solar panel is used for charging the five
batteries under the sunlight.

4. Results and discussion

The investigational tests on the electric motor of the vehicle are shown for the
three different speeds, the AC line-to-line voltages are measured, and instantly the
current is drawn by the electric lines. The investigational tests are revealed
in Table 2.

Based on these experimental tests, the power input and output of the 3PSM can
be calculated using the following performance equations for the 3PSM [3]:

Pin ¼ 1:73VLIL cos θ (26)

Pmo ¼ Tshω ¼ ηmPin (27)

The results of test 1 are shown in Table 2. By using Eq. (26), the power factor
can be supposed as 0.8 [5, 7]:

Pin ¼ 1:73� 36� 5:13� 0:8 ¼ 255:6W

Referring to test 2, Pin = 363.6 W. Pin = 456.72 W for test 3.
Then, efficiency of the 3PSM can be supposed as 0.9 [5, 7]. By reusing Eqs. (20),

(21), and (27), the torque induced is:

0:9� 456:72 ¼ 2π � 1500=60ð Þ � Tsh

Tsh = 2.6 N.m is produced by the motor initially to increase it through the
gearbox. Finally the required torque is achieved for moving the vehicle.

5. Conclusion

The investigational tests and theoretical calculations of the vehicle show that
there is a good confirming result which satisfied the required torque and speed.
There is some enhancement that needs to be applied in the future to reduce the iron
size of the two beams by using a smaller size. Furthermore to that, it is possible to
use four tires instead of three tires. Also electronic control devices can be advanced
by using Arduino controller applications.

Test no. Vehicle speed (km/hr) 3PSM line-to-line voltage (volt) 3PSM line current (ampere)

1 20 36 5.13

2 30 47 5.59

3 40 55 6

Table 2.
Experimental tests.
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Chapter 10

Torque Control of a DC Motor
with a State Space Estimator
and Kalman Filter Applied
in Electrical Vehicles
Alex Archela, Dario Guilherme Toginho
and Leonimer Flávio de Melo

Abstract

This work presents a study over a torque-generated speed control of free wheel
attached to a DC motor, for use on traction of mobile vehicles. Also, it presents the
discrete state space model of a DC model and the Kalman filter’s equations and
applications. This work presents a hardware-in-the-loop (HIL) system for design of
a torque controller noticed that this process produces a faster design, coding, and
parameter optimization of any embedded systems. The hardware used for the
implementation of the system is discussed as the hardware-in-the-loop environ-
ment which makes possible the fast tuning and design of the system. In the absence
of a torque sensor, this work uses the Kalman filter’s estimated states torque and
speed as feedbacks of the system.

Keywords: hardware-in-the-loop, Kalman filter, discrete state estimation,
DC motor, closed-loop control, electrical vehicles, torque control,
embedded control systems

1. Introduction

More attention has been taken on electrical vehicles for a series of motives, like
price of oil increasing and concern about global environmental problems [1]. The
study on this area has been searching for methods of increasing the energy effi-
ciency, safety, stability, and performance of those systems [2, 3].

Another aim of the researchers is to develop efficient control strategies for
navigation, but without an accurate control of the traction motors, the trajectory
desired cannot be followed [4]. Traction control of vehicles can be very tricky
though, because the friction coefficient between the tire and surface is nonlinear
and uncertain [5]. This effect also happens for applications in mobile robots with
torque higher than the surface friction; hence, the velocity control cannot assure
that the trajectory will be followed.

The architecture of four independent motors actuating on each wheel is
presented by [5, 6]. Usually, each wheel is controlled by a torque controller, direct
or indirectly, as in [7], which proposes an optimum torque distribution strategy of
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four independent motors on an electric vehicle, considering its driving force and
yaw moment ratios testing on slippery road conditions.

As pointed by [8], the torque of an electric motor can be generated quickly and
accurately and also can be easily measured through an observer, making it possible
to create a drive force observer. This work presents a study over the torque control
of a DC motor, which the electromagnetic torque is estimated, with a discrete state
space estimator and a Kalman filter [9].

2. System design

In this section, the mechanical system is described, which is the aim of the
control study; it also presented the mathematical description of this model, so it
can further be applied in this work.

2.1 Mechanical system

The choice of physical implementation for testing, setting, and tuning is a
motor-wheel system, where a motor is attached to a suspended wheel with the use
of a crown, pinion, and chain. This system provides an actuation of the motor on
acceleration and braking of the wheel, making it possible to generate a full cycle of
control. Figure 1 presents the current system.

Notice that the motor is attached directly to the wheel instead of an axis,
providing the possibility of a full cycle of control of the wheel speed and torque by
the motor.

2.2 Dynamic model

The approach of the independent-driven wheels for vehicle traction results in a
DC motor attached to a single wheel. Therefore, knowingly Eqs. (1)–(3) describe
the electric DC motor states:

v tð Þ ¼ Raia tð Þ þ Lai0a þ e tð Þ (1)

Figure 1.
Suspended wheel attached to the traction motor by a crown-chain-pinion.

182

Applied Electromechanical Devices and Machines for Electric Mobility Solutions

e tð Þ ¼ Keω tð Þ (2)

Tm ¼ Ktia tð Þ (3)

where v(t) is the voltage supplied to the motor (V), Ra the armature resistance
(Ω), ia the value of armature current (A), La the armature inductance (H), e(t)
the back electromotive force (V), Ke the back electromotive constant (V.s/rad),
ω(t) the motor shaft speed (rad/s),Tm the motor electromagnetic torque (N.m)
and Kt is the motor torque constant (N.m.A). Substituting (2) and (3) in (1)
yields (4):

ð4Þ

Apart from the DC motor, the single wheel attached to the motor alters the
dynamic equations for the system. Applying Newton’s second law of motion on the
rotational movement results in Eq. (5):

JT
dω tð Þ
dt

¼ Tm tð Þ � TL tð Þ � BTω tð Þ (5)

Given that BT is the coefficient of viscosity (Kgm2/s) of the system and JT is the
moment of inertia (Kgm2) generated by the sum of the motor shaft (Jm), the wheel
(Jr) is given by Eq. (6):

ð6Þ

Considering ω(t) and Tm(t) the system states and TL(t) is zero, it is possible to
obtain the state space matrices for the DC motor, given Eqs. (4) and (5).

2.3 State space of a DC motor

Selecting the states previously elected and knowing that v(t) and TL(t) are
inputs of the system, Eqs. (4) and (5) can be rewritten as (7) and (8):

_x ¼ Axþ Bu (7)

y ¼ CxþDu (8)

resulting in (9) and (10)

_ω tð Þ
_Tm tð Þ

" #
¼

�Bm

Jm
�KeKt

La

1
Jm

�Ra

La

2
6664

3
7775

ω tð Þ
Tm tð Þ

" #
þ

0

Kt=La

�1=Jm

0

2
4

3
5 v tð Þ

TL tð Þ

" #
(9)

R ¼ E ννT
� �

: (10)

Therefore, the output of the system given by Eq. (10) is only the current rotor
speed, once there is no torque sensor integrated on the system. Also the matrix D is
equal to zero, because there is no interference on the input of the system directly to
the output.

Although the state space obtained describes the motor inputs and outputs for a
continuous time application, these matrices cannot be applied on a digital discrete
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system. Hence, for an implementation of the digital control, it is needed to obtain
the state space discrete model described by (9) and (10) with a sample period of τ.
For that, (7) becomes (11):

P k½ � ¼ Φ~P k� 1½ �ΦT þQ (11)

where

ð12Þ

and

ð13Þ

3. System implementation

In this section, the hardware used for the development of this work as the
introduction of the hardware-in-the-loop applied system is described. Also, the
motor and mechanical parameters for tuning the controllers are presented.

3.1 System description

The hardware-in-the-loop (HIL) process is composed of the real physical sys-
tem, to be controlled, activated by an embedded microcontroller which communi-
cates directly to the virtual environment of design in the computer, as illustrated in
Figure 2. The embedded controller is made through the BeagleBone Black,
programed through the software MATLAB/Simulink, allowing fast prototyping and
tuning of the controller settings and observation of the results.

As illustrated in Figure 2, the controller design is made through MATLAB/
Simulink, where it is also possible to tune the controller parameters and observation
of the results in real time, without compromising the experiment execution. The
results can be observed through real-time graphs that can also be stored for later
analysis.

The controller design is created through Simulink block diagram that automati-
cally generates a code compatible to the microcontroller and downloads it to the
embedded controller system. The embedded system, on the other hand, is dedicated
to execution of the motor control, estimating states and sensors reading.

Figure 2.
Illustration of hardware-in-the-loop system.
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3.2 Hardware

A DC motor model MY1016 is used for the traction of the wheel for the studied
system, which has a nominal voltage of 24 V, current of 13.7 A, maximum velocity
of 2650 RPM, and nominal power of 250 W. For the system power supply, two
batteries of 12 V and 7.0 Ah are used, powering the motor driver.

The motor velocity is obtained through a Hall effect sensor u1881 and six pairs of
magnets attached to the motor shaft with alternated polarities, so when the motor
spins, it produces six rising and falling edges per revolution.

For the crown-chain-pinion set, a 11 teeth pinion on the motor axis is used, while
the wheel has a 55 teeth crown, generating a mechanical advantage of 5, meaning
the motor axis has a rotational speed five times faster than the wheel; meanwhile, its
torque is five times higher.

With a diameter of 18.0 cm in the wheel, the maximum speed expected by the
system is 17.98 km/h, resulting in a system speed high enough for the analysis used
in this work. The embedded system is controlled by a BeagleBone Black ARM
Cortex-A8 microcontroller, which has up to 1 GHz of frequency. The parameters
that describe the state space for the torque control are provided in Table 1.

4. Hardware-in-the-loop

This section describes hardware-in-the-loop process used in this work; it also
presents the configuration and workflow of the current system.

4.1 MATLAB/Simulink embedded coder

The system in hardware-in-the-loop allows the fast prototyping of a control
system, allowing the observation of speed, control signal graphs, and observation of
states in real time, provided by the embedded board BeagleBone Black. It also pro-
vides a result much more closer to reality than the pure simulation [10].

Once the coding does not need to be tested in a complete real situation, the
presence of HIL system turns out to be a low-cost solution for engineering problems
[11]. Allowing the code to be directly generated and optimized by the embedded
coder from the Simulink environment [12].

This processor is responsible for sensor reading and processing the actual speed,
given the sensor signals provided, as estimation of the current torque value. Besides,
the PWM signals controls the motor through its driver. Figure 3 illustrates the HIL
system workflow.

As shown in Figure 3, the design of the project is previously created in Simulink
virtual environment of design. Through the use of code generator provided by
MATLAB, the environment generates a compatible code to the embedded controller
and downloads the code.

Once the code is downloaded, the embedded system still maintains a communi-
cation in background with the physical computer but, in second plane, without
compromising the current experiment. This communication provides the value of

Ra [Ω] La [μH] Ke [Vs/rad] Kt [Nmrad/s] Bm [Kgm2/s] Jm [Kgm2]

4.735 344.6 0.0236 0.0424 0.15379 0.0005

Table 1.
Parameters of the mechanical system.
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Figure 2.
Illustration of hardware-in-the-loop system.
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3.2 Hardware
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[11]. Allowing the code to be directly generated and optimized by the embedded
coder from the Simulink environment [12].
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the PWM signals controls the motor through its driver. Figure 3 illustrates the HIL
system workflow.
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MATLAB, the environment generates a compatible code to the embedded controller
and downloads the code.

Once the code is downloaded, the embedded system still maintains a communi-
cation in background with the physical computer but, in second plane, without
compromising the current experiment. This communication provides the value of

Ra [Ω] La [μH] Ke [Vs/rad] Kt [Nmrad/s] Bm [Kgm2/s] Jm [Kgm2]

4.735 344.6 0.0236 0.0424 0.15379 0.0005

Table 1.
Parameters of the mechanical system.
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specific variables, so the results can be observed in real time. Also, it is possible that
new adjusts in variables inside the controller designed can be transferred to the
embedded controlled in the current experiment, without the necessity of terminat-
ing the simulation and starting again.

The embedded board is responsible for all the execution of the digital controller;
hence, the speed sensor is an input to the microcontroller, which processes the
information and estimates the respective speed; this speed works as an input to the
Kalman filter that works not just as an estimator for the torque but also filters the
noise generated by speed sensor. By adding a Kalman filter, the vibration of the
system is reduced, creating a much more efficient controller [13]. As a result, the
current torque works as an input for the feedback of a PID controller, producing
PWM signals for the motor drive.

For the physical system, the input is the PWM signals that provide not just the
information of the amplitude in which the motor will be activated but also its
direction, depending on the current PWM activated. This signal activates the inter-
face of activation of the motor producing the correction on the motor torque and
speed. As the motor axis rotational speed produces a rotational movement on the
motor axis, the Hall effect speed sensor produces a signal that works as an output,
providing a feedback for closed-loop control system [14].

4.2 MATLAB/Simulink configuration

For the implementation of the HIL system, it is needed to follow some configu-
ration steps. The first step is to assure that MATLAB has support for the desired
embedded board; in this present research, it was chosen to use the BeagleBone Black
board. The support packages can be found in Add-Ons ! Get Hardware Support
Packages.

Those which are necessary to successfully communicate with MATLAB are ARM
Cortex-A: Generate code optimized for ARM Cortex-A processor, providing the
possibility for MATLAB to generate code compatible to an ARM processor
Cortex-A.

BeagleBone Black development board interact with MATLAB which in turn
generates an optimized code necessary for HIL implamentation.

After the download and installation of each package, it is needed to connect the
board to MATLAB and open Simulink configurations in model configuration param-
eters to properly set the communication with the board, as shown in Figure 4.

Figure 3.
Schematic of a hardware-in-the-loop system design.
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The configuration parameters are set automatically once the previous installa-
tions are successfully done; however, for high demanding control system in HIL
which are time dependent, it is necessary to run the communication in the second
plane. To configure the HIL in the background, it is necessary to check the option
Run external mode in a background thread in the External mode menu.

Another parameter configuration menu panel that is very important for a
successfully code generation is depicted in Figure 5.

Language C and the system target file, ert.tlc, are necessarily set for a successful
download of the designed control system, so the code can be understood by the
embedded board. This menu also allows the generation of the code for external
applications without running in HIL.

For the application of the HIL, after the proper design of the controller has been
set, it is necessary to change the mode of execution from normal to external, as

Figure 4.
Interface of parameter configuration for the hardware communication.

Figure 5.
Interface of parameter configuration for the code generator.
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shown in Figure 6, and run the simulation button, instead of deploying on the
hardware. While the code is running, Simulink will automatically generate a code
and print a report of the code generated and also automatically downloads the code
into the embedded board and starts the experiment.

5. Controller design

The torque controller as its design as a Simulink block diagram and also the
torque-generated speed controller are described in this section, where it also
presented its design for application.

5.1 Torque controller

Motor’s speed could present a high slipping ratio and some times lost of traction,
in extreme situations, once the controller has no information about traction and real
acceleration, which might be dangerous.

Figure 7 shows a design of a torque controller for the motor, in which the
reference is an input for the system. The sensor signal is then read and processed
and assigned as one of the Kalman filter inputs, aside from the control signal. The
Kalman filter is responsible for filtering noises from the sensor signal and also
estimates the current torque, since there is no torque sensor attached to the system.

As a torque control, the output of the Kalman filter which estimates the real
current speed is ignored, and the current torque is assigned as the feedback for the
controller. The resulting error signal is the input of the discrete PID controller,
resulting on a control signal.

This control signal is a feedback to the Kalman filter and also it is normalized,
and after passing through a block of separation and generation of the protected
PWM signals, the system outputs both PWM signals as generated.

Figure 6.
Illustration for running the code in HIL.

Figure 7.
Torque controller design.
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5.2 Torque-generated speed controller

A second option for the solution of the pure speed controller problems is the
application of a torque-generated speed controller, where the controller sets the
speed as desired, but it is tuned by a torque controller. This method keeps the
torque monitored and can be easily limited and used for noticing traction of the
wheel.

The significant difference from the torque controller to the design of the present
controller is that the estimated speed is not ignored any longer, but its value is used
as a feedback of a global controller, where the speed is controlled by another
discrete PID controller.

The resulting signal of this global controller is a torque reference for the
previous controller, called local controller. This system then provides a stable
speed controller with a monitored torque that provides more safety for the system
(Figure 8).

6. Results

The results of this work are presented and discussed in this section. Each result is
presented with graphs.

6.1 Torque controller

The torque controller for a free wheel has low stability, as higher the speed
lowers the current torque, but the tuning of a good torque controller allows the
increase of stability for other types of controllers.

It is noticeable in Figure 9 that the torque controller manages to stabilize around
0.15 and 0.02 Nm, in different states of time, which happens because of the control
correction.

The controller actuation can be seen in Figure 10, where the fast response of the
controller to correct the stability region in a small period of time is noticeable.

Also it is possible to observe in Figure 11 the error signal, where it notices the
correction of the controller with the time, and visualize the challenge of stability of
a torque control in the absence of traction.

Figure 8.
Torque-generated speed controller design.
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6.2 Torque-generated speed controller

Once the pure torque control proves to be challenging, the proposition of devel-
oping a torque-generated speed controller seems to produce better results adding
the best characteristics of each controller. Figure 12 shows the signal reference of
the local controller generated by the global controller and notices the stability of the
current system.

As the response to the reference signal, the local controller alters the torque-
generated speed controller which controls the final speed. Figure 13 shows the
current torque of the system during the experiment, and it is possible to notice not
only the stability of the controller but also an oscillation of the state resultant from
the chain that attaches the motor and wheel.

The variation of the resultant torque is caused by the control signal; this signal
activates the motor through a driver using two PWM signals that varies from 0 to 1,
and each one controls the direction of the motor activation. Figure 14 shows the
PWM signals and its values.

It can be noticed that, periodically, the controller generates a reverse pulse of
PWM, caused by the mechanical system chain oscillation, but the controller proves
to be stable as the result can be seen in Figure 15.

Figure 9.
Torque generated.

Figure 10.
Normalized control signal.
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Figure 12.
Reference signal.

Figure 13.
Torque.

Figure 11.
Torque controller error.
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Figure 14.
Control PWM signal.

Figure 15.
Speed.

Figure 16.
Error Kalman.
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Figure 15 shows the resulting signal of the controller that stabilizes on the
desired speed. The mechanical oscillation is still present, but the controller transient
shows to be more smooth than a pure speed controller, allowing a better control of
slippery traction situations.

Also Figure 16 proves the use of a Kalman filter instead of a simple state
observer for the torque estimation. The figure shows the noise removed from the
speed reading without generating an offset of this signal, resulting in a more stable
controller.

7. Conclusion

This work presents a hardware-in-the-loop system as a solution for fast
prototyping, tuning, observation of results, and coding. The process of design by
the use of Simulink block diagrams and then automatically generating a code results
in a much easier and faster way of designing a code for a complex controller, once
the process of coding human error is completely eliminated. Also the possibility of
adjusting variables in real time turns out to be a good tool for minor tuning of the
controllers, when differences between the real system differs from the mathemati-
cal model. Also this work presents a torque controller for a traction motor to solve
the slip problem created by high responsible speed controllers, and finally, this
work concludes that a torque-generated speed controller shows to be more reliable
than both the previous solutions, once the designer has more control over the
traction of the vehicle without losing the control of the speed of the vehicle.
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Chapter 11

2D-Layered Nanomaterials for 
Energy Harvesting and Sensing 
Applications
Po-Kang Yang and Chuan-Pei Lee

Abstract

Nanoscale electromechanical and energy harvesting devices based on few-layer 
and monolayer two-dimensional (2D) materials with non-symmetric configura-
tion have received enormous attention in recent years. Specifically, piezoelectric 
and triboelectric devices based on 2D materials for energy harvesting, physical/
chemical sensing, healthcare, and optoelectronics applications have been a growing 
interest. In this chapter, the typical preparation methods of 2D-layered materials, 
such as exfoliation methods and chemical vapor phase deposition (CVD), will be 
discussed first. Then, various characterization techniques by atomic microscopic 
analysis for 2D materials will be provided briefly. Finally, future aspects of develop-
ing 2D piezoelectric and triboelectric devices and their potential applications will 
be introduced.

Keywords: electromechanical, energy harvesting, piezoelectricity, sensors, 
triboelectricity, two dimensional materials

1. Introduction

2D materials have been creating a renaissance in many scientific areas since the 
adventure of graphene in 2014 [1]. Recently, the family of 2D-layered materials has 
been profoundly growing up, including transition metal dichalcogenide (TMD) 
[2, 3], transition metal carbide (TMC) [4], and graphene-based materials [5, 6], 
as shown in Figure 1 [7]. They cover the whole range of material properties from 
insulators, semiconductors, metals to superconductors, offering a broad portfolio 
of material’s solutions with extraordinary chemical and physical properties for wide 
applications in promising energy and sensing application technologies [8–11].

For example, piezoelectricity, which is a unique material characteristic, allows 
effective conversion of ambient mechanical energy into electricity or vice versa. 
Previously, various TMDs have been applied to fabricate piezoelectric devices 
owing to their non-centrosymmetric, large piezoelectric coefficients, and layered 
crystal structure [12]. Prof. Alyörük and his co-workers theoretically predict the 
piezoelectric constants in various kinds of TMDs [13]. Moreover, Professor Wu’s 
group first demonstrated that a monolayer molybdenum disulfide (MoS2) is capable 
of generating piezoelectric response and piezotronics applications [14]. Meanwhile, 
Professor Kim’s group also reported that bilayer tungsten diselenide (WSe2) is a suit-
able candidate for next generation piezoelectric nanogenerators (PENG) [15]. More 
importantly, Prof. Li’s group have measured the multi-directional piezoelectricity of 
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Chapter 11

2D-Layered Nanomaterials for 
Energy Harvesting and Sensing 
Applications
Po-Kang Yang and Chuan-Pei Lee

Abstract

Nanoscale electromechanical and energy harvesting devices based on few-layer 
and monolayer two-dimensional (2D) materials with non-symmetric configura-
tion have received enormous attention in recent years. Specifically, piezoelectric 
and triboelectric devices based on 2D materials for energy harvesting, physical/
chemical sensing, healthcare, and optoelectronics applications have been a growing 
interest. In this chapter, the typical preparation methods of 2D-layered materials, 
such as exfoliation methods and chemical vapor phase deposition (CVD), will be 
discussed first. Then, various characterization techniques by atomic microscopic 
analysis for 2D materials will be provided briefly. Finally, future aspects of develop-
ing 2D piezoelectric and triboelectric devices and their potential applications will 
be introduced.

Keywords: electromechanical, energy harvesting, piezoelectricity, sensors, 
triboelectricity, two dimensional materials

1. Introduction

2D materials have been creating a renaissance in many scientific areas since the 
adventure of graphene in 2014 [1]. Recently, the family of 2D-layered materials has 
been profoundly growing up, including transition metal dichalcogenide (TMD) 
[2, 3], transition metal carbide (TMC) [4], and graphene-based materials [5, 6], 
as shown in Figure 1 [7]. They cover the whole range of material properties from 
insulators, semiconductors, metals to superconductors, offering a broad portfolio 
of material’s solutions with extraordinary chemical and physical properties for wide 
applications in promising energy and sensing application technologies [8–11].

For example, piezoelectricity, which is a unique material characteristic, allows 
effective conversion of ambient mechanical energy into electricity or vice versa. 
Previously, various TMDs have been applied to fabricate piezoelectric devices 
owing to their non-centrosymmetric, large piezoelectric coefficients, and layered 
crystal structure [12]. Prof. Alyörük and his co-workers theoretically predict the 
piezoelectric constants in various kinds of TMDs [13]. Moreover, Professor Wu’s 
group first demonstrated that a monolayer molybdenum disulfide (MoS2) is capable 
of generating piezoelectric response and piezotronics applications [14]. Meanwhile, 
Professor Kim’s group also reported that bilayer tungsten diselenide (WSe2) is a suit-
able candidate for next generation piezoelectric nanogenerators (PENG) [15]. More 
importantly, Prof. Li’s group have measured the multi-directional piezoelectricity of 
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indium selenide (In2Se3) and demonstrated its potential as a biomechanical energy 
harvesting device for PENG applications [16]. As shown in Figure 2, a 2D material-
based PENG is consisted of a monolayer MoS2 with the multi-layer metal electrode 
Cr/Pd/Au.

Briefly, the basic sequence of the working principle of the as-fabricated PENG 
is shown in Figure 2. Three stages are involved in charge generation process by 

Figure 1. 
The schematic assortments of synthetic methods, characterization techniques, and potential device applications 
of 2D materials [7].

Figure 2. 
Schematic of a monolayer MoS2 piezoelectric device and operation scheme [14].
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external mechanical stress, which are initial, stretched, and released states. First, 
the mechanical strain is applied to the few-layer MoS2 on the PET substrate for dif-
ferent bending radius. Then, the as-fabricated piezoelectric device is coupled to an 
external load resistor, forming a total electric circuit loop to investigate piezoelec-
tric response. In addition, several attempts of utilizing 2D materials in piezoelectric 
devices have been found in previous sensor network, including strain sensors [17], 
pressure sensors [18], and gas sensors [19]. Nevertheless, some challenges may still 
remain for 2D material-based piezoelectric devices, including material selection, 
device reliability, and low electric output power.

Recently, the rise of triboelectric nanogenerators (TENGs) starts a new route to 
generating electricity from ambient mechanical energy. The TENGs are operated at 
the basis of well-known contact electrification effect, which were first invented and 
explained in 2012 (Figure 3; [20]). Within the contact electrification effect, two 
different materials become mutually charged after it comes into contact with each 
other. Two electrically charged material causes an electrostatic potential difference, 
driving the induced electrons to flow via outer circuit loop to provide electricity.

Toward the development of TENGs, 2D materials also become one of the key 
features. For instance, Prof. Wang’s group successfully introduced a monolayer 
MoS2 as an electron acceptor layer to capture triboelectric charges that result in 

Figure 3. 
First prototype triboelectric nanogenerator (TENG) [20].
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significant output enhancement (Figure 4; [21]). In addition, Prof. Kim’s group 
studied the triboelectric series with various promising 2D materials paving the way 
for future design rule of 2D material-based TENGs (Figure 5; [22]).

In this chapter, the electromechanical property of 2D materials and their 
subsequent applications in energy harvesting and sensing fields will be addressed 
adequately. To begin with, a variety of fabrication methods to prepare 2D materials 
are briefly described. Sequentially, the exciting progresses of these materials made 
in both energy harvesting and sensing applications, especially for piezoelectricity, 

Figure 5. 
Triboelectric properties of different 2D materials and their output characteristics [22].

Figure 4. 
A contact-separation mode TENG with monolayer MoS2 [21].
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triboelectricity, and multi-functional sensing designs, are explored and discussed. 
Furthermore, future prospects and further developments in above-mentioned 
research fields based on 2D materials are also commented.

2. Discussion

2.1 Preparation of 2D materials: exfoliation methods

Traditional approaches to extract single- and few-layer-thick 2D materials from 
their bulk solids are based on exfoliation methods, which can be categorized into 
mechanical exfoliation and chemical exfoliation [23]. For mechanical exfoliation 
(ME) process, it has been widely adopted in preparing diverse 2D materials, such as 
graphene [24], phosphorene [25] (Figure 6), and borophenes [26]. The ME process 
contains several advantages, making them promising for small-scale devices and 
fundamental researches. For instance, layed Materials prepared from ME process 
are commonly crystalline and the preparation process is usually rapid. However, the 
disadvantages of ME method are also obvious, limiting its large-scale production and 
future applications, such as low material yield, area uniformity, and layer-to-layer 
asymmetry. As one would like to obtain a certain 2D material with only a few layer or 
even monolayer, the ME process is relatively time-consuming and inefficient.

2.2 Preparation of 2D materials: chemical vapor deposition (CVD)

In contrast to the exfoliation methods, chemical vapor deposition method (CVD) 
has been profoundly investigated to produce 2D-layered thin film on desirable 

Figure 6. 
Schematic representation for the evolution and overview on the Phosphorene fabrication process [25].
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substrates via the chemical reaction of volatile precursors in recent years [27]. 2D 
materials grown by CVD methods have been demonstrated to obtain scalable size, 
controllable thickness, and high crystallinity. Take the tin disulfide (SnS2) as an 
example, according to Yang et al. [28], SnS2 nanosheets could be synthesized on SiO2 
substrates by CVD method using Sn and sulfur as the precursors. The as-synthesized 
SnS2 flakes could be ranged from 50 to 70 μm in lateral dimensions. This synthesis 
method can produce ultrathin and highly crystalline SnS2 flakes. Meanwhile, it is 
noted that the 2D materials with heterostructure can also be produced by multiple 
CVD process. Revannath et al. presented a p-MoS2/n-MoS2 vertical heterostructure 
by a multiple step CVD process, where the molybdenum oxide (MoO3) and sulfur 
were served as precursors. The as-fabricated heterostructure can be further employed 
for future light-emitting diode (LED) applications [29]. As discussed above, one can 
found that 2D materials produced by CVD techniques possess several advantages, 
such as good quality, high yield, and uniform dimensions. Moreover, 2D material-
based heterostructures can also be obtained by multiple CVD process, which is crucial 
to both research and industrial applications [30] (Figure 7).

2.3 Piezoelectricity in 2D materials

Piezoelectricity was first discovered in 1880, which is due to the accumulated 
electric charge polarization of materials in response to applied mechanical stress. 
Previously, bulk materials have been reported to possess the piezoelectric effect, 
including crystals and polymers. Accordingly, in 2D materials, piezoelectricity is 
usually attributed to the non-symmetric structure to generate polarization charges 
in response to the externally applied mechanical stimuli [31]. Recently, owing to the 

Figure 7. 
Roadmap of 2D materials by CVD techniques, from single crystals to device applications [30].
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continuous growth of wearable, flexible, healthcare, and artificial intelligent robots 
industry, the market demands for nanoscale and multi-functional sensing devices  
have become critical, especially for human-machine interface interaction and remote 
healthcare monitoring. Under these circumstances, 2D piezoelectric materials with 
their ultrathin geometry, excellent electromechanical response, and other unique 
physical properties are suitable candidates and of great importance. Moreover, to 
directly observe piezoelectricity inside 2D materials, piezoresponse force microscopy 
(PFM) method is widely implemented, which is based on the converse piezoelectric 
effect [32, 33] (Figure 8).

2.4 Piezoelectric devices based on 2D materials

As mentioned above, after successful inspection of piezoelectricity in 2D mate-
rials, a series of correlated applications, including field-effect transistors (FET), 
sensors, catalytic reactions, optoelectronics, and energy storage, are emerged 
[34–38]. Herein, we will briefly review the device application of 2D piezoelectric 
materials, especially for energy harvesting device development. For example, in 
2017, Muralidharan et al. present a mechano-electrochemical device configuration 
based on sodiated black phosphorus (BP) nanosheets, where this device is capable 
of harvesting low frequency mechanical energy at 0.01 Hz [39] (Figure 9).

In addition, Lee et al. have also developed a monolayer WSe2 piezoelectric 
nanogenerator (PENG), which can provide an output voltage of 45 mV (Figure 9). 
The output electrical signal will only appear during the moment of stretching and 
releasing from external strain. This proves the concept of using this device to generate 
electricity from mechanical stimuli. Moreover, one can also see that the output voltage 
and current increase with increasing tensile strain. Furthermore, the as-fabricated 
PENG can sustain stable electrical output even after 3 hours, demonstrating its excel-
lent device reliability.

Figure 8. 
Piezoelectricity observation in various 2D materials, including MoS2, boron nitride, graphene nitride, and 
monolayer MoSSe [32, 33].
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Figure 10. 
Observing triboelectrification by friction of graphene with a Pt AFM tip (a–e). Schematic diagram for 
measuring the triboelectricity of the subpart labels of a and b in (f) show the topographic image of a graphene−
WS2 heterojunction and corresponded surface potential measured by KPFM, respectively (f, g) [41–43].

Figure 9. 
Piezoelectric nanogenerator based on 2D materials, where WSe2 and black phosphorus are shown as examples 
[39].
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2.5 Triboelectricity in 2D materials

Triboelectric charging is a well-known electrical charging phenomenon of materi-
als, which has been studied for more than 2500 years [40]. The triboelectric charging 
phenomenon occurs at two different materials, which come into contact and separate 
with each other. Owing to the charge transfer during contact, charges of opposite 
signs accumulate on the surface of each material, thereby developing static electricity 
or so-called triboelectricity. In addition to conventional thin-film and bulk materials, 
recently, 2D materials, such as TMDs and graphene (GR), have also been found to 
exhibit considerable triboelectricity [41–43]. Generally, Kelvin probe force micro-
scope (KPFM) and Scanning Kelvin Probe microscopy (SKPM) have been utilized 
into characterizing surface potential and surface work function. The KPFM method 
allows one to measure and compare the surface potentials of the dielectrics before and 
after friction, which is highly correlated to the triboelectricity (Figure 10).

Figure 11. 
Schematic diagrams of device fabrication and compatibility of graphene with an arbitrary substrate (a–g). 
The flexible MXene TENG was operated with a force of 1 N applied at 2 Hz by the mandrel (h–l) [44, 45].
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2.6 Triboelectric devices based on 2D materials

To further understand and evaluate the triboelectricity inside 2D materials, 
several attempts have been made to fabricate triboelectric devices based on 2D mate-
rials. For instance, Kim et al. reported the first flexible, transparent TENG device 
using graphene [44]. The as-fabricated TENGs were able to power commercial LEDs 
by using the electrical power output generated from TENG without any other exter-
nal energy source. Meanwhile, Dong et al. reported high-performance TENG device 
by new materials, such as fluorinated MXene, and successfully demonstrated to both 
rigid and flexible TENGs applications. Furthermore, these MXene-based TENGs can 
be further integrated into accessories, wrist bands, and textiles [45] (Figure 11).

3. Conclusion

For 2D materials, future challenges and aspects for fundamental research and 
industrial applications, especially for energy harvesting and sensing field, may be 
summarized as follows. Though various kinds of 2D materials have been explored to 
possess either piezoelectricity or triboelectricity, most of them are not well inves-
tigated owing to the difficult material preparation process via exfoliation or CVD 
method. To be more specific, several key factors still need to be further understood 
in both 2D piezoelectric and triboelectric materials. In 2D piezoelectric materials, 
first, it has been well known that the band structure could be affected by piezo-
electric field created by strain; therefore, the influence of strain on band structure 
of 2D materials should be thoroughly investigated. Second, optimize synthetic 
methods of 2D piezoelectric materials are required, playing a key role for further 
improving output characteristics of piezoelectric devices. Meanwhile, as for 2D 
triboelectric materials, compared with traditional triboelectric materials, they have 
shown great advantages, such as ultrathin film feasibility, flexibility, and process 
compatibility with large array devices, advancing its applications as future wearable 
sensors and human-machine bridging interface. Nevertheless, further efforts still 
need to be made in the following aspects. First, an entirely qualitative and quantita-
tive characterization of 2D triboelectricity should be implemented to understand 
the triboelectric charge transferring process. Moreover, 2D triboelectric materials in 
a large scale with low costs, high uniformity, and low-temperature synthesis process 
should be achieved, which will be beneficial for next-generation flexible device 
developments.
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shown great advantages, such as ultrathin film feasibility, flexibility, and process 
compatibility with large array devices, advancing its applications as future wearable 
sensors and human-machine bridging interface. Nevertheless, further efforts still 
need to be made in the following aspects. First, an entirely qualitative and quantita-
tive characterization of 2D triboelectricity should be implemented to understand 
the triboelectric charge transferring process. Moreover, 2D triboelectric materials in 
a large scale with low costs, high uniformity, and low-temperature synthesis process 
should be achieved, which will be beneficial for next-generation flexible device 
developments.
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