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Preface

Mathematical modeling is the most effective method for studying a wide variety of
processes: physical, biological, social, and many others. The mathematical model of
any process includes a set of defining parameters and characteristics of the object
under study, as well as the establishment of mathematical relationships between
them.

Dynamic processes in various media and structures under the action of external and
internal sources of perturbations are described, as a rule, by differential equations
of various types, the solutions of which depend on the geometry of the object under
study and conditions on its boundaries, which can be infinite. Mathematical models
of such processes are boundary value problems of mathematical physics and
mechanics.

The main content of this book is related to construction of analytical solutions of
differential equations and systems of mathematical physics, to the development of
analytical methods for solving boundary value problems for such equations, and the
study of properties of their solutions. A wide class of equations (elliptic, parabolic,
and hyperbolic) is considered here, on the basis of which complex wave processes
in biological and physical media can be simulated.

Chapter 1 is devoted to construction and research of solutions to a complex
multiparameter system of nonlinear partial differential equations of the parabolic
type and their modifications with an application to the problems of hemotaxis
process in living organisms. Transport solutions of these equations are constructed
that describe traveling waves of the solitons type. For various partial values of the
parameters, the exact solutions of these equations are constructed using the theory
of Bessel and hypergeometric functions. The constructed solutions are well illus-
trated by the presented graphic material.

In Chapter 2, a two-component Biot medium is considered, which allows modeling
the dynamics of liquid and gas saturated porous media and rods. By using Fourier
transformation of generalized functions, Green tensors of these hyperbolic systems
are constructed in spaces of different dimensions. The cases of nonstationary
motion and periodic vibration are considered. The regular integral representations
of these solutions are given for acting regular and singular mass forces.

Chapter 3 is devoted to solving the boundary value problems for equations of
hyperbolic type of theoretical physics, which describes the motion of elementary
particles in potential fields. In particular, the Klein-Gordon equation is considered,
whose solutions for various scalar fields have been studied by many authors.

Note that boundary value problems for hyperbolic equations and systems in
domains with arbitrary boundary geometry are among the most complex problems
of mathematical physics, since the classical potential theory, characteristic of solv-
ing boundary value problems for elliptic and parabolic systems, is not applicable in
the initial space-time. This is due to singularity and hyper singularity of the funda-
mental solutions of hyperbolic equations on wave fronts, as well as their belonging
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to the class of singular generalized functions in spaces with odd dimensions, which
makes it impossible to apply classical methods of potential theory for such BVPs.

The method of generalized functions, used in Chapter 3 for solving the boundary
value problems, allows construction of regular integral representations of solutions,
which determine the solution inside the domain through the boundary values of the
solution and their derivatives. Some of them are known from boundary conditions,
and to determine the unknown boundary functions, the resolving singular bound-
ary integral equations are constructed in 2D and 3D spaces. The correctness of the
posed problems is proved, taking into account the appearance of shock waves.

Chapter 4 is devoted to the development of the method of generalized functions
(GFM) for construction of solutions of BVPs for hyperbolic systems of mathemat-
ical physics, which describe wave processes and dynamics of continue media, in
particular, dynamics of elastic solids and media.

This very constructive method is based on the idea of transition from the classical
formulation of initial boundary value problems to its formulation in the space of
generalized functions. This allows reducing a process of BVP solving to solving the
differential equations system with a singular right-hand side in the space of gener-
alized functions. This singular part contains simple and double layers, the densities
of which are determined by the value of the solution and its derivatives on the
boundary. By using the Green matrix (tensor) of these equations, a generalized
solution of the BVP can be obtained in the form of a convolution of the right-hand
side with this matrix. The regularization of solutions and transition to their regular
representations makes it possible to construct a classical solution for the BVP. The
asymptotic properties of Green tensor and the tensors derived from it, which are
the kernels of these integral representations, make it possible to construct resolving
singular boundary integral equations.

The method of generalized functions is universal and can be applied to differential
equations of any types. It allows us to study processes accompanied by shock waves,
which is often impossible using classical methods. All these issues are considered in
sufficient detail in this chapter.

The next part of this book covers the construction of various approximations for
solutions of differential equations and functions. Note that the use of various
approximations in the form of series and sequences of elementary and special
functions to construct solutions to equations and boundary value problems is one of
the most common ways to solve them, and the choice of such approximations is
closely related to the specifics of the problems being solved.

The Padé approximation method is one of the most promising nonlinear methods
for summing power series and localizing its singular points. It is convenient to use it
when constructing solutions of equations based on asymptotic expansions of solu-
tions in a small parameter in the vicinity of singular points.

Chapter 5 is devoted to applications of asymptotic methods in solving the nonlinear
BVPs of mechanics using the Padé approximation. Here three boundary value
problems for nonlinear ordinary differential equations are considered: the Airy
boundary value problem, the BVP for Blasius equation, which describes laminar
flow of boundary layers, and BVP for equations of laminar boundary layer near a
semi-infinite plate in super-sonic flow of viscous perfect gas. In this chapter,

IV

asymptotic interior and exterior Padé approximations for these problems are
constructed. In the last problem, the influence of the Mach number on asymptotic
of the solutions is also investigated.

Chapter 6 is expository for the importance of using programming in algebraic
calculations. Although complete binomial and multinomial construction can be a
hard task, there exist some mathematical formulas that can be deployed to calculate
binomial and multinomial coefficients, in order to make it quicker. A main aim here
is the development of an alternative method to carry out the calculation of binomial
and multinomial coefficients.

The analytic formulas are presented, that yield binomial coefficients, by means of
summation series, and the equation targeted at binomial calculations, is deduced
which is convenient for calculations. Finally an algorithm set up on Computing
Algebra System (CAS) Maxima is raised. The Appendix explains all calculus and
logic deductions in this chapter. This algorithm checks if it is faster than usual one
by calculations.

Chapter 7 is devoted to problems of interpolation of nondifferential functions,
which are typical for real and experimental signals by study of different physical
processes and others. The authors provide an overview of several types of fractal
interpolation functions. The connections between fractal interpolation functions
resulting from Banach contractions as well as those resulting from Rakotch
contractions are considered. The theoretical and practical significance for the
generation of fractal functions for interpolation purposes in 2D and 3D spaces is
given. The new methods presented can be extended to piecewise fractal
interpolation functions.

The book would be interesting for specialists in the field of mathematical and
theoretical physics, mechanics and biophysics, students of mechanics, mathematics,
physics and biology departments of higher educational institutions. The thoughtful
reader will find in it a lot that is necessary and useful for his scientific research
work.

Lyudmila Alexeyeva
Institute of Mathematics and Mathematical Modeling,

Kazakhstan

VXIV
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Chapter 1

Exact Traveling Wave Solutions
of One-Dimensional Parabolic-
Parabolic Models of Chemotaxis
Maria Vladimirovna Shubina

Abstract

In this chapter we consider several different parabolic-parabolic systems of
chemotaxis which depend on time and one space coordinate. For these systems we
obtain the exact analytical solutions in terms of traveling wave variables. Not all of
these solutions are acceptable for biological interpretation, but there are solutions
that require detailed analysis. We find this interesting, since chemotaxis is present
in the continuous mathematical models of cancer growth and invasion (Anderson,
Chaplain, Lolas, et al.) which are described by the systems of reaction–diffusion-
taxis partial differential equations, and the obtaining of exact solutions to these
systems seems to be a very interesting task, and a more detailed analysis is possible
in a future study.

Keywords: parabolic-parabolic system, exact solution, soliton solution, Patlak-
Keller-Segel model, chemotaxis

1. Introduction

This chapter uses the publications of Shubina M.V.:

1.Exact Traveling Wave Solutions of One-Dimensional Parabolic-Parabolic
Models of Chemotaxis, Russian J Math Phys., Maik Nauka/Interperiodica
Publishing (Russian Federation), 25(3), 383–395, 2018.

2.The 1D parabolic-parabolic Patlak-Keller-Segel model of chemotaxis: The
particular integrable case and soliton solution, J Math Phys., 57(9), 091501,
2016.

Chemotaxis, or the directed cell (bacteria or other organisms) movement up or
down a chemical concentration gradient, plays an important role in many biological
and medical fields such as embryogenesis, immunology, cancer growth, and inva-
sion. The macroscopic classical model of chemotaxis was proposed by Patlak in 1953
[1] and by Keller and Segel in the 1970s [2–4]. Since then, the mathematical model-
ing of chemotaxis has been widely developed. This model is described by the system
of coupled nonlinear partial differential equations. Proceeding from the study of the
properties of these equations, it is concluded that the model demonstrates a deep
mathematical structure. The survey of Horstmann [5] provides a detailed

1
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introduction into the mathematics of the Patlak-Keller-Segel model and summarizes
different mathematical results; the detailed reviews also can be found in the text-
books of Suzuki [6] and Perthame [7]. In the review of Hillen and Painter [8], a
number of variations of the original Patlak-Keller-Segel model are explored in
detail. The authors study their formulation from a biological perspective, summa-
rize key results on their analytical properties, and classify their solution forms [8]. It
should be noted that interest in the Patlak-Keller-Segel model does not weaken and
new works appear devoted to the study of various properties of equations and their
solutions [9–12] and the links below.

In this chapter we investigate a number of different models describing chemo-
taxis. The aim of this paper is to obtain exact analytical solutions of these models.
For one-dimensional parabolic-parabolic systems under consideration, we present
these solutions in explicit form in terms of traveling wave variables. Of course, not
all of the solutions obtained can have appropriate biological interpretation since the
biological functions must be nonnegative in all domains of definition. However
some of these solutions are positive and bounded, and their analysis requires further
investigation. Despite the large number of works devoted to the systems under
consideration and their properties, as well as the properties of their solutions, it
seems to us that the solutions obtained in this paper are new.

The Patlak-Keller-Segel model describes the space–time evolution of a cell
density uðt, r!Þ and a concentration of a chemical substance vðt, r!Þ. The general form
of this model is:

ut � ∇ δ1∇u� η1u∇ϕ vð Þð Þ ¼ 0

vt � δ2∇2v� f u, vð Þ ¼ 0,

�

where δ1 >0 and δ2 ≥0 are cell and chemical substance diffusion coefficients,
respectively, and η1 is a chemotaxis coefficient; when η1 >0, this is an attractive
chemotaxis (“positive taxis”), and when η1 <0, this is a repulsive (“negative”) one
[13, 14]. ϕ vð Þ is the chemosensitivity function, and f u, vð Þ characterizes the chem-
ical growth and degradation. These functions are taken in different forms that
correspond to some variations of the original Patlak-Keller-Segel model. We follow
the reviews of Hillen and Painter [8] and of Wang [15] and consider the models
presented therein.

This paper is concerned with one-dimensional simplified models when the coef-
ficients δ1, δ2, and η1 are positive constants, x∈ℜ, t≥0, u ¼ u x, tð Þ, and v ¼ v x, tð Þ.

2. Signal-dependent sensitivity model

Let us start with a model that allows nonnegative bounded solutions that may be
of interest from a biological point of view. Now consider the “logistic” model, one
of versions of signal-dependent sensitivity model [8] with the chemosensitivity
functions ϕ vð Þ ¼ 1þ bð Þ ln vþ bð Þ, where b ¼ const, and f u, vð Þ ¼ ~σu� ~βv. In the
review [5] one can see a mathematical analysis of this model. When b ¼ 0 and ~β ¼ 0,
the existence of traveling waves was established in [16, 17]. The replacements of

t ! δ1t and u ! σ ~σ
δ1
u give δ1 ¼ 1, α ¼ δ2

δ1
, β ¼ ~β

δ1
, and σ ¼ �1. We also set η ¼ η1 1þbð Þ

δ1
,

1þ b>0, as well as ϕ vð Þ ¼ ln ∣vþ b∣. It should be noted that a sign of σ may effect
on the mathematical properties of the system. So, σ ¼ 1 corresponds to an increase
of a chemical substance, proportional to cell density, whereas σ ¼ �1 corresponds
to its decrease. And as we shall see later, various solutions correspond to these
two cases.

2

Mathematical Theorems - Boundary Value Problems and Approximations

After the above replacements, the model reads:

ut � uxx þ η u vx
vþb

� �
x
¼ 0

vt � αvxx � σuþ βv ¼ 0:

(
(1)

If we introduce the function υ ¼ vþ b, in terms of traveling wave variable
y ¼ x� ct, where c ¼ const, this system has the form:

uy þ cu� ηu ln υð Þð Þy þ λ ¼ 0

αυyy þ cυy � βυþ βbþ σu ¼ 0,

(
(2)

where u ¼ u yð Þ, υ ¼ υ yð Þ, and λ is an integration constant.
In this chapter we will consider the case of λ ¼ 0. Then Eq. (2) gives:

u ¼ Cue�cyυη, (3)

Cu is a constant and we will examine the following equation for υ:

αυyy þ cυy � βυþ βbþ σCue�cyυη ¼ 0: (4)

Since η is a positive constant, we consider two cases: η ¼ 1 [Eq. (4) is a linear
nonhomogeneous equation] and η 6¼ 1.

A.η ¼ 1

Let us begin with η ¼ 1. We introduce the new variable z and the new function w:

z ¼ 4σCu

αc2

� �1
2

e�
cy
2

w ¼ 4σCu

αc2

� �α�2
4α

υe
cy
2α

(5)

and Eq. (4) becomes:
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4. Eq. (6) is the Lommel differential
equation [18, 19] with μ ¼ �1� 1

α, and we consider σCu >0. Since this is a linear
inhomogeneous second-order differential equation, one can integrate it by the
method of variation of parameters. We assume a solution in the form:

w zð Þ ¼ CJ zð ÞJν zð Þ þ CY zð ÞYν zð Þ,

where Jν zð Þ and Yν zð Þ are Bessel functions and CJ zð Þ and CY zð Þ are the functions
of z that satisfy the equations:

Jν zð Þ CJ zð Þ� �
z þ Yν zð Þ CY zð Þð Þz ¼ 0

Jν zð Þð Þz CJ zð Þ� �
z þ Yν zð Þð Þz CY zð Þð Þz ¼ Λz�1

α:

Considering that Wronskian W Jν,Yνð Þ zð Þ ¼ 2
πz, we obtain:
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introduction into the mathematics of the Patlak-Keller-Segel model and summarizes
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books of Suzuki [6] and Perthame [7]. In the review of Hillen and Painter [8], a
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�
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δ1
u give δ1 ¼ 1, α ¼ δ2

δ1
, β ¼ ~β

δ1
, and σ ¼ �1. We also set η ¼ η1 1þbð Þ

δ1
,

1þ b>0, as well as ϕ vð Þ ¼ ln ∣vþ b∣. It should be noted that a sign of σ may effect
on the mathematical properties of the system. So, σ ¼ 1 corresponds to an increase
of a chemical substance, proportional to cell density, whereas σ ¼ �1 corresponds
to its decrease. And as we shall see later, various solutions correspond to these
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After the above replacements, the model reads:
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� �
x
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(
(1)
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(
(2)

where u ¼ u yð Þ, υ ¼ υ yð Þ, and λ is an integration constant.
In this chapter we will consider the case of λ ¼ 0. Then Eq. (2) gives:
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4. Eq. (6) is the Lommel differential
equation [18, 19] with μ ¼ �1� 1

α, and we consider σCu >0. Since this is a linear
inhomogeneous second-order differential equation, one can integrate it by the
method of variation of parameters. We assume a solution in the form:

w zð Þ ¼ CJ zð ÞJν zð Þ þ CY zð ÞYν zð Þ,

where Jν zð Þ and Yν zð Þ are Bessel functions and CJ zð Þ and CY zð Þ are the functions
of z that satisfy the equations:

Jν zð Þ CJ zð Þ� �
z þ Yν zð Þ CY zð Þð Þz ¼ 0

Jν zð Þð Þz CJ zð Þ� �
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Considering that Wronskian W Jν,Yνð Þ zð Þ ¼ 2
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CJ zð Þ ¼ cJ � Λπ
2

ð
z�1�1

αYν zð Þdz

CY zð Þ ¼ cY þ Λπ
2

ð
z�1�1

α Jν zð Þdz,

where cJ and cY are constants. If both of the numbers � 1
α � ν are positive, the

lower limits in the integrals may be taken to be zero. Then a particular integral of
Lommel equation “proceeding in ascending powers of z” is sμ,ν zð Þ [19]; if one
considers a solution of Lommel equation “in the form of descending series,” one
obtains the function Sμ,ν zð Þ [19] [see Eq. (8)]. Thus, quoting Watson [19] “...and so,
of Lommel’s two functions sμ,ν zð Þ and Sμ,ν zð Þ, it is frequently more convenient to use
the latter.” Then the general solution of Eq. (6) has the form:

w zð Þ ¼ CJJν zð Þ þ CYYν zð Þ þ ΛSμ,ν zð Þ, (7)

where CJ and CY are constants,

Sμ,ν zð Þ ¼ sμ,ν zð Þ þ 2μ�1Γ
μ� νþ 1

2

� �
Γ

μþ νþ 1
2

� �

sin
π

2
μ� νð Þ

� �
Jν zð Þ � cos

π

2
μ� νð Þ

� �
Yν zð Þ

h i
,

sμ,ν zð Þ ¼ 
zμþ1

μþ 1ð Þ2 � ν2
h i 1F2 1;

μ� νþ 3
2

,
μþ νþ 3

2
;� z2

4

� �
(8)

are Lommel functions, and 1F2 is the generalized hypergeometric function
[18, 19]. Further, substituting the initial variable y and the function v [see Eq. (5)]
into Eq. (7), we obtain a formal solution.

1.b ¼ 0

We first consider the case b ¼ 0. Then υ ¼ v≥0 and Cu >0. Eq. (6) becomes
homogeneous, and for σ ¼ 1, its general solution is:

w zð Þ ¼ CJJν zð Þ þ CYYν zð Þ: (9)

However one can check that the function u ¼ u yð Þ diverges as cy ! �∞ for all ν.
Consider now σ ¼ �1. For v yð Þ to be real, let α ¼ 2. Then Eq. (6) becomes the

modified Bessel equation; the analysis of solution behavior at �∞ leads to suitable
solutions for v yð Þ and u yð Þ:

v yð Þ ¼ e�
cy
4 Kν

ffiffiffiffiffiffiffiffi
2Cu

c2

r
e�

cy
2

 !

u yð Þ ¼ Cue�
5cy
4 Kν

ffiffiffiffiffiffiffiffi
2Cu

c2

r
e�

cy
2

 ! (10)

with restrictions ν≤ 1
2 and β≤0. So one can see that v yð Þ ! 0 as cy ! �∞ for all

ν≤ 1
2; v yð Þ ! 0 for ν< 1

2 and v yð Þ !
ffiffiffiffiffiffi
π2c2
8Cu

4
q

for ν ¼ 1
2 as cy ! ∞ and u yð Þ ! 0 as y !

�∞ for all ν≤ 1
2. The curves of these functions are presented in Figures 1 and 2, and
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the plots for c ¼ 5 are thicker than for c ¼ 1. Thus, the solution obtained may be
considered as a biologically appropriated one, and this requires further investigation.

2.b>0

Let us return to Eq. (6) with Λ 6¼ 0. The analysis of solution asymptotic forms
at �∞ [18, 19] gives the following expressions for v yð Þ and u yð Þ:

v yð Þ þ b ¼ �4βb
αc2

4σCu

αc2

� � 1
2α

e�
cy
2α Sμ,ν

ffiffiffiffiffiffiffiffiffiffiffi
4σCu

αc2

r
e�

cy
2

 !

u yð Þ ¼ �Cu
4βb
αc2

4σCu

αc2

� � 1
2α

e�cy 1þ 1
2αð Þ Sμ,ν

ffiffiffiffiffiffiffiffiffiffiffi
4σCu

αc2

r
e�

cy
2

 ! (11)

with σCu >0 and ν< 1
α. The latter condition leads to the requirement� c2

4α ≤ β<0.

The v yð Þ ! �b, u yð Þ ! � βb
σ as cy ! �∞ and v yð Þ ! 0 and u yð Þ ! 0 as cy ! ∞.

Thus, one can see that for b>0, σ ¼ 1, and Cu >0, u yð Þ≥0 is satisfied but v yð Þ<0.
These functions are presented in Figures 3 and 4. It should be noted that
ν 6¼ 1

α or β 6¼ 0 because of the pole in Γ function.

3.b<0

Using the analysis of Eq. (11), one can see that the condition b<0 along with
σ ¼ �1 and Cu <0 (σCu >0) leads to the fact that the function u yð Þ has not
changed, but v yð Þ becomes positive on all domains of definition. This function is
presented in Figure 5.
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CY zð Þ ¼ cY þ Λπ
2
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α Jν zð Þdz,

where cJ and cY are constants. If both of the numbers � 1
α � ν are positive, the

lower limits in the integrals may be taken to be zero. Then a particular integral of
Lommel equation “proceeding in ascending powers of z” is sμ,ν zð Þ [19]; if one
considers a solution of Lommel equation “in the form of descending series,” one
obtains the function Sμ,ν zð Þ [19] [see Eq. (8)]. Thus, quoting Watson [19] “...and so,
of Lommel’s two functions sμ,ν zð Þ and Sμ,ν zð Þ, it is frequently more convenient to use
the latter.” Then the general solution of Eq. (6) has the form:

w zð Þ ¼ CJJν zð Þ þ CYYν zð Þ þ ΛSμ,ν zð Þ, (7)

where CJ and CY are constants,
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are Lommel functions, and 1F2 is the generalized hypergeometric function
[18, 19]. Further, substituting the initial variable y and the function v [see Eq. (5)]
into Eq. (7), we obtain a formal solution.

1.b ¼ 0

We first consider the case b ¼ 0. Then υ ¼ v≥0 and Cu >0. Eq. (6) becomes
homogeneous, and for σ ¼ 1, its general solution is:

w zð Þ ¼ CJJν zð Þ þ CYYν zð Þ: (9)

However one can check that the function u ¼ u yð Þ diverges as cy ! �∞ for all ν.
Consider now σ ¼ �1. For v yð Þ to be real, let α ¼ 2. Then Eq. (6) becomes the

modified Bessel equation; the analysis of solution behavior at �∞ leads to suitable
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the plots for c ¼ 5 are thicker than for c ¼ 1. Thus, the solution obtained may be
considered as a biologically appropriated one, and this requires further investigation.

2.b>0

Let us return to Eq. (6) with Λ 6¼ 0. The analysis of solution asymptotic forms
at �∞ [18, 19] gives the following expressions for v yð Þ and u yð Þ:
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with σCu >0 and ν< 1
α. The latter condition leads to the requirement� c2

4α ≤ β<0.

The v yð Þ ! �b, u yð Þ ! � βb
σ as cy ! �∞ and v yð Þ ! 0 and u yð Þ ! 0 as cy ! ∞.

Thus, one can see that for b>0, σ ¼ 1, and Cu >0, u yð Þ≥0 is satisfied but v yð Þ<0.
These functions are presented in Figures 3 and 4. It should be noted that
ν 6¼ 1

α or β 6¼ 0 because of the pole in Γ function.

3.b<0

Using the analysis of Eq. (11), one can see that the condition b<0 along with
σ ¼ �1 and Cu <0 (σCu >0) leads to the fact that the function u yð Þ has not
changed, but v yð Þ becomes positive on all domains of definition. This function is
presented in Figure 5.
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B. η 6¼ 1

Let us return to Eq. (4) and rewrite it in terms of the variable ξ ¼ e�
cy
α :

ξ2υξξ � αβ

c2
υþ σαCu

c2
ξα υη ¼ � αβb

c2
: (12)

To integrate this equation, we use the Lie group method of infinitesimal
transformations [20]. We find a group invariant of a second prolongation of one-
parameter symmetry group vector of (12), and with its help, we transform Eq. (12)
into an equation of the first order. It turns out that nontrivial symmetry group
requires some conditions:

αβb
c2

¼ 0,

β ¼ α� 2ð Þ αþ ηþ 1ð Þc2
α ηþ 3ð Þ2

(13)
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and we consider the case b ¼ 0. Thus, υ ¼ v, and for:

z ¼ v
1�η
α

y

w ¼ vy v�
αþη�1

α

(14)

we obtain the Abel equation of the second kind:

wz 1� ηð Þw� αz½ � þ αþ η� 1ð Þz�1w2 þ αz � αβ

c2
þ σαCu

c2
z�α

� �
¼ 0: (15)

Then we find the solutions of Eq. (15) in parametric form [21] with the
parameter t. Now we consider the case 2αþ η 6¼ 1. A combination of substitutions
leads to:

z ¼ � ηþ 3ð Þ ηþ 1ð Þ t2 þ 2σαCu
c2

� �
2 2αþ η� 1ð Þ

ϑt tð Þ
ϑ tð Þ

 !2
α

w ¼ z
2�α
2 tþ 2 2αþ ηþ 1ð Þ

η� 1ð Þ ηþ 3ð Þ z
α
2

� �
þ α

1� η
z,

(16)

where we take

ϑ tð Þ>0 and 2αþ η� 1ð Þϑt tð Þ<0, (17)

and Eq. (15) becomes an equation for the function ϑ tð Þ. Solving it, for σCu >0,
we obtain:

ϑ tð Þ ¼ ~Cϑ
2σαCu

c2

� �� ηþ3
2 ηþ1ð Þ

t2F1
1
2
,

ηþ 3
2 ηþ 1ð Þ ;

3
2
;� ηþ 1ð Þc2

2σαCu
t2

� �
þ Cϑ, (18)

where ~Cϑ and Cϑ are constants and 2F1 is the hypergeometric Gauss function.
Further we obtain the solutions of initial Eqs. (3)–(4) in parametric form:

y tð Þ ¼ � α ηþ 3ð Þ
c 2αþ η� 1ð Þ ln ϑ tð Þð Þ

v tð Þ ¼ �
~Cϑ ηþ 3ð Þ

2 2αþ η� 1ð Þ

 ! 2
1�η

ηþ 1ð Þt2 þ 2σαCu

c2

� �� 1
ηþ1

ϑ tð Þð Þ 2�α
2αþη�1

u tð Þ ¼ Cu �
~Cϑ ηþ 3ð Þ

2 2αþ η� 1ð Þ

 ! 2
1�η

ηþ 1ð Þt2 þ 2σαCu

c2

� �� 1
ηþ1

ϑ tð Þð Þαηþ2αþ2
2αþη�1

(19)

where the constant ~Cϑ is chosen so that 2αþ η� 1ð Þ~Cϑ <0, which is consistent
with Eq. (17). Using the asymptotic representation of hypergeometric Gauss
function as t ! �∞ [18], we can take:

Cϑ > ∣~Cϑ∣
π

2
ffiffiffiffiffiffiffiffiffiffiffi
ηþ 1

p 2σαCu

c2

� �� 1
ηþ1 Γ 1

ηþ1

� �

Γ ηþ3
2 ηþ1ð Þ
� � (20)
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transformations [20]. We find a group invariant of a second prolongation of one-
parameter symmetry group vector of (12), and with its help, we transform Eq. (12)
into an equation of the first order. It turns out that nontrivial symmetry group
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αβb
c2

¼ 0,

β ¼ α� 2ð Þ αþ ηþ 1ð Þc2
α ηþ 3ð Þ2

(13)
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and we consider the case b ¼ 0. Thus, υ ¼ v, and for:

z ¼ v
1�η
α

y

w ¼ vy v�
αþη�1

α

(14)

we obtain the Abel equation of the second kind:

wz 1� ηð Þw� αz½ � þ αþ η� 1ð Þz�1w2 þ αz � αβ

c2
þ σαCu

c2
z�α

� �
¼ 0: (15)

Then we find the solutions of Eq. (15) in parametric form [21] with the
parameter t. Now we consider the case 2αþ η 6¼ 1. A combination of substitutions
leads to:

z ¼ � ηþ 3ð Þ ηþ 1ð Þ t2 þ 2σαCu
c2

� �
2 2αþ η� 1ð Þ

ϑt tð Þ
ϑ tð Þ

 !2
α

w ¼ z
2�α
2 tþ 2 2αþ ηþ 1ð Þ

η� 1ð Þ ηþ 3ð Þ z
α
2

� �
þ α

1� η
z,

(16)

where we take

ϑ tð Þ>0 and 2αþ η� 1ð Þϑt tð Þ<0, (17)

and Eq. (15) becomes an equation for the function ϑ tð Þ. Solving it, for σCu >0,
we obtain:

ϑ tð Þ ¼ ~Cϑ
2σαCu

c2

� �� ηþ3
2 ηþ1ð Þ

t2F1
1
2
,

ηþ 3
2 ηþ 1ð Þ ;

3
2
;� ηþ 1ð Þc2

2σαCu
t2

� �
þ Cϑ, (18)

where ~Cϑ and Cϑ are constants and 2F1 is the hypergeometric Gauss function.
Further we obtain the solutions of initial Eqs. (3)–(4) in parametric form:

y tð Þ ¼ � α ηþ 3ð Þ
c 2αþ η� 1ð Þ ln ϑ tð Þð Þ

v tð Þ ¼ �
~Cϑ ηþ 3ð Þ

2 2αþ η� 1ð Þ

 ! 2
1�η

ηþ 1ð Þt2 þ 2σαCu

c2

� �� 1
ηþ1

ϑ tð Þð Þ 2�α
2αþη�1

u tð Þ ¼ Cu �
~Cϑ ηþ 3ð Þ

2 2αþ η� 1ð Þ

 ! 2
1�η

ηþ 1ð Þt2 þ 2σαCu

c2

� �� 1
ηþ1

ϑ tð Þð Þαηþ2αþ2
2αþη�1

(19)

where the constant ~Cϑ is chosen so that 2αþ η� 1ð Þ~Cϑ <0, which is consistent
with Eq. (17). Using the asymptotic representation of hypergeometric Gauss
function as t ! �∞ [18], we can take:

Cϑ > ∣~Cϑ∣
π

2
ffiffiffiffiffiffiffiffiffiffiffi
ηþ 1

p 2σαCu

c2

� �� 1
ηþ1 Γ 1

ηþ1

� �

Γ ηþ3
2 ηþ1ð Þ
� � (20)
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in order for y, v, and u to be real. Then one can see that all functions in Eq. (19) are
continuous bounded ones for t∈ℜ and v, u are positive. Hence, onemay try to
biologically interpret the functions v yð Þ and u yð Þ, and this requires further investiga-
tion. In Figure 6 onemay see the different curves v yð Þ for η ¼ 0:1 and different α.
Figure 7 demonstrates v yð Þ and u yð Þ for two values η : η ¼ 0:1 and η ¼ 0:01, see
Figure 7. Further, for larger values of α and η, it seemsmore convenient to present the
curves y tð Þ, v tð Þ, andu tð Þ to analyze them(seeFigures 8–10). One can see fromEq. (13)
that β≷0when α≷ 2, and the case of β ¼ 0 and α ¼ 2 is presented in Figure 11.
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in order for y, v, and u to be real. Then one can see that all functions in Eq. (19) are
continuous bounded ones for t∈ℜ and v, u are positive. Hence, onemay try to
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tion. In Figure 6 onemay see the different curves v yð Þ for η ¼ 0:1 and different α.
Figure 7 demonstrates v yð Þ and u yð Þ for two values η : η ¼ 0:1 and η ¼ 0:01, see
Figure 7. Further, for larger values of α and η, it seemsmore convenient to present the
curves y tð Þ, v tð Þ, andu tð Þ to analyze them(seeFigures 8–10). One can see fromEq. (13)
that β≷0when α≷ 2, and the case of β ¼ 0 and α ¼ 2 is presented in Figure 11.
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3. Logarithmic sensitivity

The model with logarithmic chemosensitivity function ϕ vð Þ � ln v is also stud-
ied. For the case of f u, vð Þ ¼ �vmuþ ~βv, where ~β ¼ const, an extensive analysis is
performed in [15]. This survey is focused on different aspects of traveling wave
solutions. When m ¼ 0, this model coincides with Eq. (1) for b ¼ 0. When ~β ¼ 0
and m ¼ 1, the system was studied in [22, 23]. The complete analysis for ~β ¼ 0 is
performed in [15]. An existence of global solution is established in [24].

Now we consider the system with ϕ vð Þ ¼ ln v and f u, vð Þ ¼ ~σvu� ~βv. Similarly,

a replacement of t ! δ1t and u ! σ ~σ
δ1
u gives δ1 ¼ 1, η ¼ η1

δ1
, α ¼ δ2

δ1
, β ¼ ~β

δ1
, and

σ ¼ �1. Then the model has the form:

ut � uxx þ η u vx
v

� �
x ¼ 0

vt � αvxx � σvuþ βv ¼ 0:

(
(21)

Let us rewrite the system (21) in terms of the function υ x, tð Þ ¼ ln v x, tð Þ:

ut � uxx þ η uυxð Þx ¼ 0

υt � αυxx � α υxð Þ2 þ β � σu ¼ 0,

(
(22)

Then in terms of the traveling wave variable y ¼ x� ct, where c ¼ const, Eq. (22)
has the form:

uy þ cu� ηuυy þ λ ¼ 0

αυyy þ α υy
� �2 þ cυy � β þ σu ¼ 0,

8<
: (23)

where u ¼ u yð Þ, υ ¼ υ yð Þ, and λ is an integration constant. To integrate Eq. (23),
we tested this system on the Painlevé ODE test. One can show that for η>0, it
passes this test only if α ¼ 2 with the additional condition λ ¼ �σcβ 1þ η

2

� �
[25]. If

we express u yð Þ as υ yð Þ from Eq. (23), we obtain an equation only for υ yð Þ; for
α ¼ 2, it has the form:

2υyyy þ 3cυyy þ c2 þ ηβ
� �

υy þ 2 2� ηð Þυyυyy þ 2 2� ηð Þ υy
� �2 � 2η υy

� �3 � cβ � σλ ¼ 0:

(24)

For λ ¼ �σcβ 1þ η
2

� �
, this equation can be linearized. It becomes equivalent to

the following linear equation for F:

Fy þ cF ¼ 0, where F yð Þ ¼ e2υ 2υyy þ cυy � η υy
� �2 þ ηβ

2

� �
(25)

that gives the equation for υ yð Þ:

2υyy þ cυy � η υy
� �2 þ ηβ

2
¼ CFe�2υ�cy, (26)

where CF ¼ const. If we rewrite Eq. (26) in terms of the variable ξ ¼ e�
cy
2 for

the function Ψ ξð Þ ¼ e�
η
2υ, we obtain an equation similar to Eq. (12) with zero

right-hand side:
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ξ2Ψξξ � η2β

2c2
Ψþ ηCF

c2
ξ2Ψ

4
ηþ1 ¼ 0: (27)

Using the result of the symmetry group analysis of Eq. (12), we can write the
solution for β ¼ 0 [see Eq. (19)]:

y tð Þ ¼ � 2
c
ln ϑ tð Þð Þ

v tð Þ ¼ ∣~Cϑ∣
2

2 ηþ 2ð Þ
η

t2 þ 2ηCF

c2

� � 1
ηþ2

(28)

where ϑ tð Þ is given in Eq. (18) and u yð Þ may be expressed from Eq. (23).
However one may see that v ! ∞ as t ! �∞, and this solution is unacceptable as a
biological function.

Another possibility to solve this equation exactly is to put CF equal to zero.
When CF ¼ 0, that means F yð Þ ¼ 0, for β 6¼ 0; Eq. (27) can be linearized by ξ ¼ eτ

[21]. Its solution has three forms according to a sign of the expression D ¼ 2η2β
c2 þ 1.

Since v should be a nonnegative and bounded function as cy ! �∞, the only
suitable solution is:

v yð Þ ¼ e
c
2η y C� e�

c
ffiffi
D

p
4 y þ Cþ e

c
ffiffi
D

p
4 y

� ��2
η

(29)
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3. Logarithmic sensitivity

The model with logarithmic chemosensitivity function ϕ vð Þ � ln v is also stud-
ied. For the case of f u, vð Þ ¼ �vmuþ ~βv, where ~β ¼ const, an extensive analysis is
performed in [15]. This survey is focused on different aspects of traveling wave
solutions. When m ¼ 0, this model coincides with Eq. (1) for b ¼ 0. When ~β ¼ 0
and m ¼ 1, the system was studied in [22, 23]. The complete analysis for ~β ¼ 0 is
performed in [15]. An existence of global solution is established in [24].

Now we consider the system with ϕ vð Þ ¼ ln v and f u, vð Þ ¼ ~σvu� ~βv. Similarly,

a replacement of t ! δ1t and u ! σ ~σ
δ1
u gives δ1 ¼ 1, η ¼ η1

δ1
, α ¼ δ2

δ1
, β ¼ ~β

δ1
, and

σ ¼ �1. Then the model has the form:

ut � uxx þ η u vx
v

� �
x ¼ 0

vt � αvxx � σvuþ βv ¼ 0:

(
(21)

Let us rewrite the system (21) in terms of the function υ x, tð Þ ¼ ln v x, tð Þ:

ut � uxx þ η uυxð Þx ¼ 0

υt � αυxx � α υxð Þ2 þ β � σu ¼ 0,

(
(22)

Then in terms of the traveling wave variable y ¼ x� ct, where c ¼ const, Eq. (22)
has the form:

uy þ cu� ηuυy þ λ ¼ 0

αυyy þ α υy
� �2 þ cυy � β þ σu ¼ 0,

8<
: (23)

where u ¼ u yð Þ, υ ¼ υ yð Þ, and λ is an integration constant. To integrate Eq. (23),
we tested this system on the Painlevé ODE test. One can show that for η>0, it
passes this test only if α ¼ 2 with the additional condition λ ¼ �σcβ 1þ η

2

� �
[25]. If

we express u yð Þ as υ yð Þ from Eq. (23), we obtain an equation only for υ yð Þ; for
α ¼ 2, it has the form:

2υyyy þ 3cυyy þ c2 þ ηβ
� �

υy þ 2 2� ηð Þυyυyy þ 2 2� ηð Þ υy
� �2 � 2η υy

� �3 � cβ � σλ ¼ 0:

(24)

For λ ¼ �σcβ 1þ η
2

� �
, this equation can be linearized. It becomes equivalent to

the following linear equation for F:

Fy þ cF ¼ 0, where F yð Þ ¼ e2υ 2υyy þ cυy � η υy
� �2 þ ηβ

2

� �
(25)

that gives the equation for υ yð Þ:

2υyy þ cυy � η υy
� �2 þ ηβ

2
¼ CFe�2υ�cy, (26)

where CF ¼ const. If we rewrite Eq. (26) in terms of the variable ξ ¼ e�
cy
2 for

the function Ψ ξð Þ ¼ e�
η
2υ, we obtain an equation similar to Eq. (12) with zero

right-hand side:
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ξ2Ψξξ � η2β

2c2
Ψþ ηCF

c2
ξ2Ψ

4
ηþ1 ¼ 0: (27)

Using the result of the symmetry group analysis of Eq. (12), we can write the
solution for β ¼ 0 [see Eq. (19)]:

y tð Þ ¼ � 2
c
ln ϑ tð Þð Þ

v tð Þ ¼ ∣~Cϑ∣
2

2 ηþ 2ð Þ
η

t2 þ 2ηCF

c2

� � 1
ηþ2

(28)

where ϑ tð Þ is given in Eq. (18) and u yð Þ may be expressed from Eq. (23).
However one may see that v ! ∞ as t ! �∞, and this solution is unacceptable as a
biological function.

Another possibility to solve this equation exactly is to put CF equal to zero.
When CF ¼ 0, that means F yð Þ ¼ 0, for β 6¼ 0; Eq. (27) can be linearized by ξ ¼ eτ

[21]. Its solution has three forms according to a sign of the expression D ¼ 2η2β
c2 þ 1.

Since v should be a nonnegative and bounded function as cy ! �∞, the only
suitable solution is:

v yð Þ ¼ e
c
2η y C� e�

c
ffiffi
D

p
4 y þ Cþ e

c
ffiffi
D

p
4 y

� ��2
η

(29)
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where C� are positive constants and β>0. Unfortunately, the corresponding
solution for u yð Þ is alternating and has the form:

u yð Þ ¼ � σc2 ηþ 2ð Þ
2η2

C2
� 1þ

ffiffiffiffi
D

p� �
e�

c
ffiffi
D

p
4 y þ C2

þ 1�
ffiffiffiffi
D

p� �
e
c
ffiffi
D

p
4 y

�

� 4η2β
c2

C�CþÞ C� e�
c
ffiffi
D

p
4 y þ Cþ e

c
ffiffi
D

p
4 y

� ��2
η
:

(30)

It is easy to see that σu yð Þ ! c2 ηþ2ð Þ
2η2 �1� ffiffiffiffi

D
p� �

as cy ! �∞. These functions are
presented in Figures 12 and 13.

4. Linear sensitivity

Let us consider the system with linear function ϕ vð Þ � v. When f u, vð Þ ¼ u� v,
the system is called the minimal chemotaxis model following the nomenclature of
[26]. This model is often considered with f u, vð Þ ¼ ~σu� ~βv (~σ and ~β are constants),
and it is studied in many papers. As was proved in [27, 28], the solutions of this
system are global and bounded in time for one space dimension. The case of positive
~σ and nonnegative ~β is studied in [29–33]. As we noted earlier, a sign of ~σ may
effect on the mathematical properties of the system, which changes its solvability
conditions [34].

Now we consider the linear chemosensitivity function ϕ vð Þ ¼ v and f u, vð Þ ¼
~σu� ~βv. The replacement of t ! δ1t, v ! η1

δ1
v, and u ! σ ~ση1

δ21
u leads to δ1 ¼ η1 ¼ 1,

α ¼ δ2
δ1
, β ¼ ~β

δ1
, and σ ¼ �1. Then the system has the form:

ut � uxx þ uvxð Þx ¼ 0

vt � αvxx þ βv� σu ¼ 0:

�
(31)

This system reduces to the system of ODEs in terms of traveling wave variable
y ¼ x� ct, where c ¼ const:

uy þ cu� uvy þ λ ¼ 0

αvyy þ cvy � βvþ σu ¼ 0,

�
(32)

where u ¼ u yð Þ, v ¼ v yð Þ, and λ is an integration constant. As shown in [35], this
system passes the Painlevé ODE test only if α ¼ 2 and β ¼ 0. Let us focus on this
case.

It is convenient to solve Eq. (32) in terms of variable:

z ¼ κ

∣c∣
e�

cy
2 , (33)

where κ>0 is an arbitrary constant. Then for v and u, we obtain the solutions in
the form:

v ¼ � ln
∣c∣
κ
zZ2

ν zð Þ
� �

u ¼ c2z2 1� 1
4

vzð Þ2
� �

� λ

c
, where ν2 ¼ 1

4
� λ

c3
:

(34)
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The function Zν zð Þ satisfies the modified Bessel’s equation and can be present as
a linear combination of Infeld’s and Macdonald’s functions.

Using the series expansion of the Infeld’s function, as well as theirs
asymptotic behavior [36], one may obtain the following asymptotic forms for evν zð Þ

and uν zð Þ:

z ! ∞ : evν zð Þ ! 0; uν zð Þ ! 0: (35)

z ! 0 : evν zð Þ !

∞, 0≤ ν<
1
2
;

κ

∣c∣C2
8π

π þ 2ð Þ2 , ν ¼ 1
2
;

0, ν>
1
2
;

8>>>>>><
>>>>>>:

(36)

uν zð Þ ! c2 ν� 1
2

� �
, (37)

where the expression for ν ¼ 1
2 agrees with Eq. (39).

So, the exact solution obtained has the form:

v ¼ � ln e�
cy
2 A2 Iν

κ

∣c∣
e�

cy
2

� �
þ BKν

κ

∣c∣
e�

cy
2

� �� �2
" #

u ¼ �σ vy
� �2 � κ2 e�cy þ λ

c

� �
, where ν2 ¼ 1

4
� λ

c3
,

(38)

where κ>0, A, and B are arbitrary constants and the functions Iν and Kν are
Infeld’s and Macdonald’s functions, respectively. This solution is not satisfactory
from the biological point of view, since v yð Þ is an alternating function for any ν.
However it seems interesting because of the following: in the case of ν ¼ 1

2 and

B ¼ 2þπ
2π in terms of e�

cy
2 , its form coincides with the well-known Korteweg-de Vries

soliton.
Consider now the class of solutions with half-integer index ν ¼ nþ 1

2, when Zν zð Þ
can be expressed in hyperbolic functions. The requirement of absence of divergence
u ! �∞ for finite z leads to the following form for Znþ1

2
zð Þ:

Znþ1
2
zð Þ ¼

Cznþ
1
2 d

zdz

� �n cosh zþ ζð Þ
z

, n ¼ 2k,

Cznþ
1
2 d

zdz

� �n sinh zþ ζð Þ
z

, n ¼ 2kþ 1; k ¼ 0, 1… ;

ζ ¼ 1
2
ln

2
π
, C ¼ const:

8>>>>>><
>>>>>>:

(39)

At first let us consider the solutions obtained for e
vnþ1

2 and unþ1
2
as functions of z.

We begin with n ¼ 0 or ν ¼ 1
2. It is interesting to present the expressions for e

u1
2
zð Þ

and u1
2
zð Þ:

e
v1
2
zð Þ ¼ κ

C2∣c∣
sech2 zþ ζð Þ (40)

u1
2
zð Þ ¼ z2c2 sech2 zþ ζð Þ, (41)
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where C� are positive constants and β>0. Unfortunately, the corresponding
solution for u yð Þ is alternating and has the form:

u yð Þ ¼ � σc2 ηþ 2ð Þ
2η2

C2
� 1þ

ffiffiffiffi
D

p� �
e�

c
ffiffi
D

p
4 y þ C2

þ 1�
ffiffiffiffi
D

p� �
e
c
ffiffi
D

p
4 y

�

� 4η2β
c2

C�CþÞ C� e�
c
ffiffi
D

p
4 y þ Cþ e

c
ffiffi
D

p
4 y

� ��2
η
:

(30)

It is easy to see that σu yð Þ ! c2 ηþ2ð Þ
2η2 �1� ffiffiffiffi

D
p� �

as cy ! �∞. These functions are
presented in Figures 12 and 13.

4. Linear sensitivity
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system are global and bounded in time for one space dimension. The case of positive
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δ1
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δ21
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δ1
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δ1
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�
(31)
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�
(32)

where u ¼ u yð Þ, v ¼ v yð Þ, and λ is an integration constant. As shown in [35], this
system passes the Painlevé ODE test only if α ¼ 2 and β ¼ 0. Let us focus on this
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where Eq. (40) appears the one-soliton solution exactly the same as the well-
known one of the Korteweg-de Vries equation. Returning to the variable y:

ev e�
cy
2

� �
¼ κ

C2∣c∣
sech2

κ

∣c∣
e�

cy
2 þ 1

2
ln

2
π

� �

u yð Þ ¼ σ πB� 1ð Þκ2 e�cy

sinh κ
∣c∣ e

�cy
2

� �
þ π

2 Be
� κ

∣c∣ e
�cy
2

� �2 :
(42)

One can see that for σ ¼ 1 (an increase of a chemical substance), the cell density
u yð Þ≥0 for B≥ 1

π and that for B>0 u yð Þ is the solitary continuous solution
vanishing as y ! �∞, whereas for B<0 u yð Þ has a point of discontinuity. One can
say that when B<0, we obtain “blow-up” solution in the sense that it goes to
infinity for finite y, and this is true for different ν.

The expressions for n≥ 1 become more complicated, and one can see the

solitonic behavior of e
vnþ1

2
zð Þ
and the curves for unþ1

2
zð Þ in Figures 14 and 15.
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Figure 14.
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The explicit form of our solution in terms of the variable y can be obtained by
direct substitution of Eq. (33) into Eq. (39), where λ

c ¼ �c2n nþ 1ð Þ. The resulting
formulae are complicated and slightly difficult for analytic analysis; it seems to be
more convenient to present the plots.

For n ¼ 0 in the function e
v1
2

yð Þ
, we have the “step” whose altitude depends on

the values of velocity c and arbitrary constant κ. One may see that these curves
become higher and shift to the right with different rates for the rising κ. The u1

2
yð Þ

is the positive function whose altitude and sharpness of peak depend on c
(see Figures 16 and 17).

For n≥ 1 we can see that the solitonic behavior of e
vnþ1

2
yð Þ
is retained for different

values of c and κ; the curves become higher and more tight, and they shift to the
right also with an increase of c and κ. For the cell density unþ1

2
yð Þ, the obtained

solution has the negative section converging to zero for cy ! �∞ (Figures 18–21).
The curves for the concentration of the chemical substance vnþ1

2
yð Þ are presented

in Figure 22. Since vnþ1
2
yð Þ has to be positive (nonnegative), we see that these

functions do not satisfy this requirement in all domains of definition.
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In conclusion it seems interesting to present the plots for evν yð Þ and uν yð Þ for
different values of ν (Figures 23–25). It is interesting to see that there are irregular
solutions for evν yð Þ; however, the corresponding solutions for uν yð Þ are regular [see
Eqs. (35)–(37)].

5. Conclusion

We investigate three different one-dimensional parabolic-parabolic Patlak-
Keller-Segel models. For each of them, we obtain the exact solutions in terms of
traveling wave variables. Not all of these solutions are acceptable for biological
interpretation, but there are solutions that require detailed analysis. It seems inter-
esting to consider the latter for the experimental values of the parameters and see
their correspondence with experiment. This question requires further
investigations.
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Chapter 2

Generalized and Fundamental
Solutions of Motion Equations of
Two-Component Biot’s Medium
Lyudmila Alexeyeva and Yergali Kurmanov

Abstract

Here processes of wave propagation in a two-component Biot’s medium are
considered, which are generated by arbitrary forces actions. By using Fourier
transformation of generalized functions, a fundamental solution, Green tensor, of
motion equations of this medium has been constructed in a non-stationary case and
in the case of stationary harmonic oscillation. These tensors describe the processes
of wave propagation (in spaces of dimensions 1, 2, 3) under an action of power
sources concentrated at coordinates origin, which are described by a singular delta-
function. Based on them, generalized solutions of these equations are constructed
under the action of various sources of periodic and non-stationary perturbations,
which are described by both regular and singular generalized functions. For regular
acting forces, integral representations of solutions are given that can be used to
calculate the stress-strain state of a porous water-saturated medium.

Keywords: Biot’s medium, solid and liquid components, Green tensor, Fourier
transformation, regularization

1. Introduction

Various mathematical models of deformable solid mechanics are used to study
the seismic processes of earth’s crust. The processes of wave propagation are most
studied in elastic media. But these models do not take into account many real
properties of an ambient array. These are, for example, the presence of groundwa-
ter, which affects the magnitude and distribution of stresses. Models, which take
into account the water saturation of earth’s crust structures, presence of gas bub-
bles, etc., are multicomponent media. A variety of multicomponent media, com-
plexity of processes associated with their deformation, lead to a large difference in
methods of analysis and modeling used in solving such problems.

Porous medium saturated with liquid or gas, from the point of view of contin-
uum mechanics, is essentially a two-phase continuous medium, one phase of which
is particles of liquid (gas) and other solid particles are its elastic skeleton. There are
various mathematical models of such media, developed by various authors. The
most famous of them are the models of Biot, Nikolaevsky, and Horoshun [1–5].
However, the class of solved tasks to them is very limited and mainly associated
with the construction and study of particular solutions of these equations based on
methods of full and partial separation of variables and theory of special functions in
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the works of Rakhmatullin, Saatov, Filippov, Artykov [6, 7], Erzhanov, Ataliev,
Alexeyeva, Shershnev [8, 9], etc. In this regard, it is important to develop effective
methods of solution of boundary value problems for such media with the use of
modern mathematical methods.

Periodic on time processes are very widespread in practice. By this cause, here
we consider also processes of wave propagation in Biot’s medium, posed by the
periodic forces of different types. Based on the Fourier transformation of general-
ized functions, we constructed fundamental solutions of oscillation equations of
Biot’s medium. It is Green tensor, which describes the process of propagation of
harmonic waves at a fixed frequency in the space–time of dimension N = 1, 2, 3,
under the action concentrated at the coordinates origin. By using this tensor, we
construct generalized solutions of these equations for arbitrary sources of periodic
disturbances, which can be described as both regular and singular distributions.
They can be used to calculate the stress-strain state of a porous water-saturated
medium by seismic wave propagation.

2. The parameters and motion equations of a two-component Biot’s
medium

The equations of motion of a homogeneous isotropic two-component Biot’s
medium are described by the following system of second-order hyperbolic
equations [1–3]:

λþ μð Þgraddivus þ μΔus þQ graddivu f þ Fs x, tð Þ ¼ ρ11€us þ ρ12€u f

Q graddivus þ Rgraddivu f þ F f x, tð Þ ¼ ρ12€us þ ρ22€u f
(1)

x, tð Þ∈RN � 0,∞½ Þ:

Here N is the dimension of the space. At a plane deformation N = 2, the total
spatial deformation corresponds to N = 3, at N = 1 the equations describe the
dynamics of a porous liquid-saturated rod.

We denote us ¼ usj x, tð Þe j is a displacement vector of an elastic skeleton, u f ¼
ufj x, tð Þe j is a displacement vector of a liquid, and e j j ¼ 1, … ,Nð Þ are basic orts of
Lagrangian Cartesian coordinate system (everywhere by repeating indices, there is
summation from 1 to N).

Constants ρ11, ρ12, ρ22 have the dimension of mass density, and they are associ-
ated with densities of masses of particles, composing a skeleton ρsand a fluid ρ f , by
relationships:

ρ11 ¼ 1�mð Þρs � ρ12, ρ22 ¼ mρ f � ρ12,

where m is a porosity of the medium. The constant of attached density ρ12 is
related to a dispersion of deviation of micro-velocities of fluid particles in pores
from average velocity of fluid flow and depends on pores geometry. Elastic
constants λ, μ are Lama’s parameters of an isotropic elastic skeleton, and Q , R
characterize an interaction of a skeleton with a liquid on the basis of.

2.1 Biot’s law for stresses

σij ¼ λ∂kusk þQ∂kufk
� �

δij þ μ ∂iusj þ ∂ jusi
� �

σ ¼ �mp ¼ R∂kufk þQ∂kusk
(2)
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Here σij x, tð Þ are a stress tensor in a skeleton, and p x, tð Þ is a pressure in a fluid
component. External mass forces acting on a skeleton Fs ¼ Fs

j x, tð Þe j and on a liquid

component F f ¼ F f
j x, tð Þe j.

Further we use the next notations for partial derivatives: ∂k ¼ ∂

∂xk
, u j,k ¼ ∂ku j,

Δ ¼ ∂k∂k is Laplace operator.
There are three sound speeds in this medium:

c21 ¼
α1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α12 � 4α2α3

p

2α2
,

c22 ¼
α1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α12 � 4α2α3

p

2α2
,

c23 ¼
ffiffiffiffiffiffiffiffiffi
ρ22μ

α2

r
(3)

where the next constants were introduced as:

α1 ¼ λþ 2μð Þρ22 þ Rρ11 � 2Qρ12,

α2 ¼ ρ11ρ22 � ρ12ð Þ2,
α3 ¼ λþ 2μð ÞR� Q2:

The first two speeds с1, c2 с1 > c2ð Þ describe the velocity of propagation of two
types of dilatational waves. The second slower dilatation wave is called repackaging
wave. A third velocity c3 corresponds to shear waves and at ρ12 ¼ 0 coincides with
velocity of shear wave propagation in an elastic skeleton (c3 < c1).

We introduce also two velocities of propagation of dilatational waves in
corresponding elastic body and in an ideal compressible fluid:

cs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
λþ 2μ
ρ11

s
, с f ¼

ffiffiffiffiffiffi
R
ρ22

s

3. Problems of periodic oscillations of Biot’s medium

Construction of motion equation solutions by periodic oscillations is very
important for practice since existing power sources of disturbances are often peri-
odic in time and therefore can be decomposed into a finite or infinite Fourier series
in the form:

Fs x, tð Þ ¼
X
n
Fs
n xð Þe�iωnt,

F f x, tð Þ ¼
X
n
F f
n xð Þe�iωnt

(4)

where periods of oscillation of each harmonic Tn ¼ 2π=ωn are multiple to the
general period of oscillation T. Therefore, it is enough to consider the case of
stationary oscillations, when the acting forces are periodic on time with an oscilla-
tion frequency ω:

Fs x, tð Þ ¼ Fs xð Þe�iωt,

F f x, tð Þ ¼ F f xð Þe�iωt (5)
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The solution of Eq. (1) can be represented in the similar form:

us x, tð Þ ¼ us xð Þe�iωt, u f xð Þ ¼ u f xð Þe�iωt (6)

where complex amplitudes of displacements us xð Þ, u f xð Þ must be determined. If
the solution has been known for any frequency ω, then we get similar decomposi-
tion for displacements of a medium:

us x, tð Þ ¼
X
n
usn xð Þe�iωnt,

u f x, tð Þ ¼
X
n
ufn xð Þe�iωnt

(7)

which give us the solution of problem for forces (4).
We get equations for complex amplitudes by stationary oscillations, substituting

(6) into the system (1):

λþ μð Þgraddivus þ μΔus þ Q graddivu f þ ρ11ω
2us þ ρ12ω

2u f þ Fs xð Þ ¼ 0

Q graddiv us þ Rgraddivu f þ ρ12ω
2us þ ρ22ω

2u f þ F f xð Þ ¼ 0
(8)

To construct the solutions of this system for different forces, we define Green
tensor of it.

4. Green tensor of Biot’s equations by stationary oscillations

Let us construct U j
m x,ωð Þe�iωt j,m ¼ 1, … , 2Nð Þ fundamental solutions of the

system (1) for the forces in the form:

F x, tð Þ ¼ Fs

F f

� �
¼ δ

j½ �
k ek

δ
j½ �
kþNek

 !
δ xð Þe�iωt, (9)

k ¼ 1, … ,N, j ¼ 1, … , 2N:

Here δ j
k ¼ δjk is the Kronecker symbol, and δ xð Þ is the singular delta-function.

They describe a motion of Biot’s medium at an action of sources of stationary
oscillations, concentrated in the point x = 0. The upper index of this tensor (… [k])
fixes the current concentrated force and its direction. The lower index corresponds to
component of movement of a skeleton and a fluid, respectively, k ¼ 1, … ,N and
k ¼ N þ 1, … , 2N.

Their complex amplitudes U j
m x,ωð Þ j,m ¼ 1, … , 2Nð Þ satisfy the next system

of equation:

λþ μð ÞUk
j,ji þ μUk

i,jj þ ω2ρ11U
k
i þ QUkþN

j,ji � ω2ρ12U
kþN
i þ δ xð Þδkj ¼ 0

QUk
j,ji þ ρ12ω

2Uk
i , tt þ RUkþN

j,ji þ ρ22ω
2UkþN

i þ δ xð ÞδkjþN ¼ 0

j ¼ 1, … , 2N, k ¼ 1, … , 2N:

(10)

Since fundamental solutions are not unique, we’ll construct such, which tend to
zero at infinity:

U j
i x,ωð Þ ! 0 at xk k ! ∞ (11)
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and satisfy the radiation condition of type of Sommerfeld radiation conditions [10].
Matrix of such fundamental equations is named Green tensor of Eq. (8).

5. Fourier transform of fundamental solutions

To construct U j
m x,ωð Þ, we use Fourier transformation, which for regular

functions has the form:

F φ xð Þ½ � ¼ φ ξð Þ ¼
ð

RN

φ xð Þei ξ,xð Þdx1 … dxN

F�1 φ ξð Þ½ � ¼ φ xð Þ ¼ 1

2πð ÞN
ð

RN

φ ξð Þe�i ξ,xð Þdξ1:… dξN

where ξ ¼ ξ1, … , ξNð Þ are Fourier variables.
Let us apply Fourier transformation to Eq. (10) and use property of Fourier

transform of derivatives [10]:

∂

∂x j
$ �iξ j (12)

Then we get the system of 2 N linear algebraic equations for Fourier components
of this tensor:

� λþ μð Þξ jξ jU
k
j � μ ξk k2Uk

j � Qξ jξ jU
k
jþN þ ρ11ω

2Uk
j þ ρ12ω

2Uk
jþN þ δkj ¼ 0

�Qξ jξ jU
k
j � Rξ jξlU

k
jþN þ ρ12ω

2U
k
j þ ρ22ω

2U
k
jþN þ δkjþN ¼ 0

j ¼ 1, … ,N, k ¼ N þ 1, … , 2N
(13)

By using gradient divergence method, this system has been solved by us. For this
the next basic function were introduced:

f0k ξ,ωð Þ ¼ 1

сk2 ξk k2 � ω2
,

fjk ξ,ωð Þ ¼
f j�1ð Þk ξ,ωð Þ

�iω
, j ¼ 1, 2;

(14)

and the next theorem has been proved [11, 12].
Theorem 1. Components of Fourier transform of fundamental solutions have the form:

for j ¼ 1,N, k ¼ 1,N,

U
k
j ¼ �iξ j

� �
�iξkð Þ β1f21 þ β2f22 þ β3f23½ �þ

þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
f03,

U
k
jþN ¼ �iξ j

� �
�iξkð Þ γ1f21 þ γ2f22 þ γ3f23½ ��

� μ

α2
δkjþN ξk k2f23 � 1

α2
ρ11δ

k
jþN þ ρ12δ

k
j

� �
f03;

27

Generalized and Fundamental Solutions of Motion Equations of Two-Component Biot’s Medium
DOI: http://dx.doi.org/10.5772/intechopen.92064



The solution of Eq. (1) can be represented in the similar form:

us x, tð Þ ¼ us xð Þe�iωt, u f xð Þ ¼ u f xð Þe�iωt (6)
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X
n
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X
n
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(8)

To construct the solutions of this system for different forces, we define Green
tensor of it.

4. Green tensor of Biot’s equations by stationary oscillations

Let us construct U j
m x,ωð Þe�iωt j,m ¼ 1, … , 2Nð Þ fundamental solutions of the

system (1) for the forces in the form:

F x, tð Þ ¼ Fs

F f

� �
¼ δ

j½ �
k ek

δ
j½ �
kþNek

 !
δ xð Þe�iωt, (9)

k ¼ 1, … ,N, j ¼ 1, … , 2N:

Here δ j
k ¼ δjk is the Kronecker symbol, and δ xð Þ is the singular delta-function.

They describe a motion of Biot’s medium at an action of sources of stationary
oscillations, concentrated in the point x = 0. The upper index of this tensor (… [k])
fixes the current concentrated force and its direction. The lower index corresponds to
component of movement of a skeleton and a fluid, respectively, k ¼ 1, … ,N and
k ¼ N þ 1, … , 2N.

Their complex amplitudes U j
m x,ωð Þ j,m ¼ 1, … , 2Nð Þ satisfy the next system

of equation:

λþ μð ÞUk
j,ji þ μUk

i,jj þ ω2ρ11U
k
i þ QUkþN

j,ji � ω2ρ12U
kþN
i þ δ xð Þδkj ¼ 0

QUk
j,ji þ ρ12ω

2Uk
i , tt þ RUkþN

j,ji þ ρ22ω
2UkþN

i þ δ xð ÞδkjþN ¼ 0

j ¼ 1, … , 2N, k ¼ 1, … , 2N:

(10)

Since fundamental solutions are not unique, we’ll construct such, which tend to
zero at infinity:

U j
i x,ωð Þ ! 0 at xk k ! ∞ (11)
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and satisfy the radiation condition of type of Sommerfeld radiation conditions [10].
Matrix of such fundamental equations is named Green tensor of Eq. (8).

5. Fourier transform of fundamental solutions

To construct U j
m x,ωð Þ, we use Fourier transformation, which for regular

functions has the form:

F φ xð Þ½ � ¼ φ ξð Þ ¼
ð

RN

φ xð Þei ξ,xð Þdx1 … dxN

F�1 φ ξð Þ½ � ¼ φ xð Þ ¼ 1

2πð ÞN
ð

RN

φ ξð Þe�i ξ,xð Þdξ1:… dξN

where ξ ¼ ξ1, … , ξNð Þ are Fourier variables.
Let us apply Fourier transformation to Eq. (10) and use property of Fourier

transform of derivatives [10]:

∂

∂x j
$ �iξ j (12)

Then we get the system of 2 N linear algebraic equations for Fourier components
of this tensor:

� λþ μð Þξ jξ jU
k
j � μ ξk k2Uk

j � Qξ jξ jU
k
jþN þ ρ11ω

2Uk
j þ ρ12ω

2Uk
jþN þ δkj ¼ 0

�Qξ jξ jU
k
j � Rξ jξlU

k
jþN þ ρ12ω

2U
k
j þ ρ22ω

2U
k
jþN þ δkjþN ¼ 0

j ¼ 1, … ,N, k ¼ N þ 1, … , 2N
(13)

By using gradient divergence method, this system has been solved by us. For this
the next basic function were introduced:

f0k ξ,ωð Þ ¼ 1

сk2 ξk k2 � ω2
,

fjk ξ,ωð Þ ¼
f j�1ð Þk ξ,ωð Þ

�iω
, j ¼ 1, 2;

(14)

and the next theorem has been proved [11, 12].
Theorem 1. Components of Fourier transform of fundamental solutions have the form:

for j ¼ 1,N, k ¼ 1,N,

U
k
j ¼ �iξ j

� �
�iξkð Þ β1f21 þ β2f22 þ β3f23½ �þ

þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
f03,

U
k
jþN ¼ �iξ j

� �
�iξkð Þ γ1f21 þ γ2f22 þ γ3f23½ ��

� μ

α2
δkjþN ξk k2f23 � 1

α2
ρ11δ

k
jþN þ ρ12δ

k
j

� �
f03;
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for j ¼ 1, … ,N k ¼ N þ 1, … , 2N

U
k
j ¼ �iξ j

� �
�iξk�Nð Þ η1 f 21 þ η2 f 22 þ η3 f 23

� �þ

þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
f03

Uk
jþN ¼ �iξ j

� �
�iξk�Nð Þ ς1f21 þ ς2f22 þ ς3f23½ ��

� μ

α2
δkjþN ξk k2f23 � 1

α2
ρ11δ

k
jþN þ ρ12δ

k
j

� �
f03

where the next constants have been introduced as:

D1 ¼ 1
α2υ12

, υlm ¼ c2l � c2m, q1 ¼ Qρ12 � λþ μð Þρ12, q2 ¼ ρ11R� Qρ12,

d1 ¼ λþ μð Þρ22 �Qρ12, d2 ¼ Qρ22 � Rρ12, d3j ¼ ρ12с
2
j � Q j ¼ 1, 2ð Þ

β j ¼ �1ð Þ jþ1ð Þ D1с2j
α2υ3j

d1bsj þ d2d3j
� �

, β3 ¼ � с23
α2υ31υ32

d1bs3 þ d2d33ð Þ;

γ j ¼ �1ð Þ jþ1 D1с2j
α2υ3j

q1bfj þ q2d3j
� �

, γ3 ¼ � D1с23υ12
α2υ31υ32

q1b f3 þ q2d33
� �

;

η j ¼ �1ð Þ jþ1 D1с2j
α2υ3j

d jd3j þ d2bjs
� �

, η3 ¼ � с23υ12
α2υ31υ32

d1d33 þ d2b3sð Þ;

ς j ¼ �1ð Þ jþ1 D1с2j
α2υ3j

q1d3j þ q2b 4�jð Þs
� �

, ς3 ¼ � с23υ12
α2υ31υ32

q1d33 þ q2b3s
� �

bfj ¼ ρ22υfj, bsj ¼ ρ11υjs:

This form is very convenient for constructing originals of Green tensor.

6. Stationary Green tensor construction: radiation conditions

In this case let us construct the originals of the basic function but only over ξ by
constant frequency:

Φ0m x,ωð Þ ¼ F�1
ξ f 0m ξ,ωð Þ� �

which, in accordance with its definition (14), satisfies the equation:

c2m ξk k2 � ω2
� �

f0m ¼ 1 (15)

Using property (12) for derivatives from here, we get Helmholtz equation for
fundamental solution (accurate within a factor c�2

m ):

Δþ k2m
� �

Φ0m þ c�2
m δ xð Þ ¼ 0, km ¼ ω

cm
(16)
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Fundamental solutions of Helmholtz equation, which satisfy Sommerfeld con-
ditions of radiation:

at r ! ∞

Ф0
0m rð Þ � ikmФ0m rð Þ ¼ O r�1� �

, N ¼ 3,

Ф0
0m rð Þ � ikmФ0m rð Þ ¼ O r�1=2

� �
, N ¼ 2:

are well known [10]. They are unique. Using them, we obtain:

for N ¼ 3

Ф0m ¼ 1
4πrc2

eikmr, km ¼ ω

cm
;

for N ¼ 2

Ф0m ¼ i
4c2

H 1ð Þ
0 kmrð Þ,

where H 1ð Þ
j kmrð Þ is the cylindrical Hankel function of the first kind:

for N ¼ 1

Ф0m ¼ sin km xj j
2kmc2m

:

These functions (subject to factor e�iωt) describe harmonic waves which move
from the point x = 0 to infinity and decay at infinity.

The last property is true only for N = 2,3. In the case N = 1, all fundamental
solutions of Eq. (16):

d2

dx2
þ k2m

 !
Φ0m þ c�2

m δ xð Þ ¼ 0,

do not decay at infinity.
From Theorem 1, the next theorem follows.
Theorem 2. The components of Green tensor of Biot’s equations at stationary

oscillations with frequency ω, which satisfy the radiation conditions, have the form:

for j ¼ 1,N, k ¼ 1,N,

Uk
j x,ωð Þ ¼ �ω�2

X3
m¼1

βm
∂
2Φ0m

∂x j∂xk
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Φ03,

Uk
jþN x,ωð Þ ¼ �ω�2

X3
m¼1

γm
∂
2Φ0m

∂x j∂xk
þ

þ μδkjþN

α2ω2 c�2
3 δ xð Þ þ k23Φ0m

� �� ρ11δ
k
jþN þ ρ12δ

k
j

α2
Φ03;

for j ¼ 1, … ,N k ¼ N þ 1, … , 2N
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for j ¼ 1, … ,N k ¼ N þ 1, … , 2N

U
k
j ¼ �iξ j

� �
�iξk�Nð Þ η1 f 21 þ η2 f 22 þ η3 f 23

� �þ

þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
f03

Uk
jþN ¼ �iξ j

� �
�iξk�Nð Þ ς1f21 þ ς2f22 þ ς3f23½ ��

� μ

α2
δkjþN ξk k2f23 � 1

α2
ρ11δ

k
jþN þ ρ12δ

k
j

� �
f03

where the next constants have been introduced as:

D1 ¼ 1
α2υ12

, υlm ¼ c2l � c2m, q1 ¼ Qρ12 � λþ μð Þρ12, q2 ¼ ρ11R� Qρ12,

d1 ¼ λþ μð Þρ22 �Qρ12, d2 ¼ Qρ22 � Rρ12, d3j ¼ ρ12с
2
j � Q j ¼ 1, 2ð Þ

β j ¼ �1ð Þ jþ1ð Þ D1с2j
α2υ3j

d1bsj þ d2d3j
� �

, β3 ¼ � с23
α2υ31υ32

d1bs3 þ d2d33ð Þ;

γ j ¼ �1ð Þ jþ1 D1с2j
α2υ3j

q1bfj þ q2d3j
� �

, γ3 ¼ � D1с23υ12
α2υ31υ32

q1b f3 þ q2d33
� �

;

η j ¼ �1ð Þ jþ1 D1с2j
α2υ3j

d jd3j þ d2bjs
� �

, η3 ¼ � с23υ12
α2υ31υ32

d1d33 þ d2b3sð Þ;

ς j ¼ �1ð Þ jþ1 D1с2j
α2υ3j

q1d3j þ q2b 4�jð Þs
� �

, ς3 ¼ � с23υ12
α2υ31υ32

q1d33 þ q2b3s
� �

bfj ¼ ρ22υfj, bsj ¼ ρ11υjs:

This form is very convenient for constructing originals of Green tensor.

6. Stationary Green tensor construction: radiation conditions

In this case let us construct the originals of the basic function but only over ξ by
constant frequency:

Φ0m x,ωð Þ ¼ F�1
ξ f 0m ξ,ωð Þ� �

which, in accordance with its definition (14), satisfies the equation:

c2m ξk k2 � ω2
� �

f0m ¼ 1 (15)

Using property (12) for derivatives from here, we get Helmholtz equation for
fundamental solution (accurate within a factor c�2

m ):

Δþ k2m
� �

Φ0m þ c�2
m δ xð Þ ¼ 0, km ¼ ω

cm
(16)
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Fundamental solutions of Helmholtz equation, which satisfy Sommerfeld con-
ditions of radiation:

at r ! ∞

Ф0
0m rð Þ � ikmФ0m rð Þ ¼ O r�1� �

, N ¼ 3,

Ф0
0m rð Þ � ikmФ0m rð Þ ¼ O r�1=2

� �
, N ¼ 2:

are well known [10]. They are unique. Using them, we obtain:

for N ¼ 3

Ф0m ¼ 1
4πrc2

eikmr, km ¼ ω

cm
;

for N ¼ 2

Ф0m ¼ i
4c2

H 1ð Þ
0 kmrð Þ,

where H 1ð Þ
j kmrð Þ is the cylindrical Hankel function of the first kind:

for N ¼ 1

Ф0m ¼ sin km xj j
2kmc2m

:

These functions (subject to factor e�iωt) describe harmonic waves which move
from the point x = 0 to infinity and decay at infinity.

The last property is true only for N = 2,3. In the case N = 1, all fundamental
solutions of Eq. (16):

d2

dx2
þ k2m

 !
Φ0m þ c�2

m δ xð Þ ¼ 0,

do not decay at infinity.
From Theorem 1, the next theorem follows.
Theorem 2. The components of Green tensor of Biot’s equations at stationary

oscillations with frequency ω, which satisfy the radiation conditions, have the form:

for j ¼ 1,N, k ¼ 1,N,

Uk
j x,ωð Þ ¼ �ω�2

X3
m¼1

βm
∂
2Φ0m

∂x j∂xk
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Φ03,

Uk
jþN x,ωð Þ ¼ �ω�2

X3
m¼1

γm
∂
2Φ0m

∂x j∂xk
þ

þ μδkjþN

α2ω2 c�2
3 δ xð Þ þ k23Φ0m

� �� ρ11δ
k
jþN þ ρ12δ

k
j

α2
Φ03;

for j ¼ 1, … ,N k ¼ N þ 1, … , 2N
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Uk
j x,ωð Þ ¼ �ω�2

X3
m¼1

ηm
∂
2Φ0m

∂x j∂xk
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Φ03

Uk
jþN x,ωð Þ ¼ �ω�2

X3
m¼1

ςm
∂
2Φ0m

∂x j∂xk
þ

þ μ

α2ω2 c�2
3 δ xð Þ þ k23Φ0m

� �
δkjþN � 1

α2
ρ11δ

k
jþN þ ρ12δ

k
j

� �
Φ03

where

for N ¼ 1

d2Ф0m

dx2
¼ 1

2c2mkm
km

2 sin km xj jð Þ � 2kmδ xð Þ� �
;

for N ¼ 2

∂
2Ф0m

∂x j∂xk
¼ � i

4c2m
0:5k2m H0 kmrð Þ �H2 kmrð Þð Þr, jr, k þ kH1

1 kmrð Þr, jk
� �

;

for N ¼ 3

∂Ф0m

∂x j∂xk
¼ 1

4πrc2m
eikr r, jr, k ikm � 1

r

� �2

þ 1
r2

 !
þ r, jk ikm � 1

r

� �( )
;

km ¼ ω

cm
, r ¼ xk k, r, j ¼

x j

r
, r, ij ¼ 1

r
δij �

xix j

r2
� �

::

Proof. By using originals of basic functions, property (12) of derivatives, we can
obtain from formulas for Uk

j in Theorem 1 the originals of all addends, besides that

which contain factor ξk k2. But using (16) we have:

�ΔΦ ¼ c�2
m δ xð Þ þ k2mΦ0m $ ξk k2f0m ¼ c�2

m þ k2mf0m

Then formulas of Theorem 2 follow from formulas of Theorem 1.

7. Generalized solutions by arbitrary periodic forces

Under the action of arbitrary mass forces with frequency ω in Biot’s medium, the
solution for complex amplitudes has the form of a tensor functional convolution:

u j x, tð Þ ¼ Uk
j x,ωð Þ ∗ Fk xð Þe�iωt, j, k ¼ 1, 2N (17)

Note that mass forces may be different from the space of generalized vector
function, singular and regular. Since Green tensor is singular and contains delta-
functions, this convolution is calculated on the rule of convolution in generalized
function space. If a support of acting forces are bounded (contained in a ball of
finite radius), then all convolutions exist. If supports are not bounded, then the
existence conditions of convolutions in formula (17) requires some limitations on
behavior of forces at infinity which depends on a type of mass forces and space
dimension.
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The obtained solutions allow us to study the dynamics of porous water- and gas-
saturated media at the action of periodic sources of disturbances of a sufficiently
arbitrary form. In particular, they are applicable in the case of actions of certain
forces on surfaces, for example, cracks, in porous media that can be simulated by
simple and double layers on the crack surface.

There is another interesting feature of the Green tensor of the Biot’s equations,
which contains, as one of the terms, the delta-function that complicates the appli-
cation of this tensor for solving boundary value problems based on analogues of
Green formulas for elliptic systems of equations or the boundary element method.
Here, when constructing the model, the viscosity of the liquid is not taken into
account, which, apparently, leads to the presence of such terms, and it requires
improvement of this model taking into account a viscosity.

8. Green tensor of Biot’s equations by non-stationary motion

To construct the non-stationary Green tensor, at first we also construct the
originals of the basic functions in an initial space-time:

Φ0m x, tð Þ ¼ F�1 f 0m ξ,ωð Þ� � ¼ F�1 c2m ξk k2 � ω2
� ��1
� �

They are originals of the classic wave equation:

∂
2

∂t2
� c2mΔ

� �
Φ0m ¼ δ tð Þδ xð Þ (18)

Depending on the dimension of a space, solutions of this wave equation that
satisfy the radiation conditions have the following form [10]:

Φ0m x, tð Þ ¼ 1
4πc2mr

δ t� r
cm

� �
, N ¼ 3; (19)

Φ0m x, tð Þ ¼ 1
2πcm

H ct� rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p , N ¼ 2; (20)

Ф0m x, tð Þ ¼ 1
2
H cmt� xj jð Þ, N ¼ 1: (21)

Here H tð Þ is the Heaviside function, and singular function δ t� r=cmð Þ is the
simple layer on the sound cone r ¼ cmt, r ¼ xk k.

Using regularization of the general function ω�1in the space of distribution [10]:

H tð Þδ xð Þ $ 1
�i ωþ i0ð Þ

and the properties of Fourier transform of generalized functions convolution:

h ¼ f ∗ g $ h ¼ f � g

It is easy to show that the next lemma is true.
Lemma. The originals of the primitives of the basic functions satisfying the radiation

conditions are representable in the following form:

31

Generalized and Fundamental Solutions of Motion Equations of Two-Component Biot’s Medium
DOI: http://dx.doi.org/10.5772/intechopen.92064



Uk
j x,ωð Þ ¼ �ω�2

X3
m¼1

ηm
∂
2Φ0m

∂x j∂xk
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Φ03

Uk
jþN x,ωð Þ ¼ �ω�2

X3
m¼1

ςm
∂
2Φ0m

∂x j∂xk
þ

þ μ

α2ω2 c�2
3 δ xð Þ þ k23Φ0m

� �
δkjþN � 1

α2
ρ11δ

k
jþN þ ρ12δ

k
j

� �
Φ03

where

for N ¼ 1

d2Ф0m

dx2
¼ 1

2c2mkm
km

2 sin km xj jð Þ � 2kmδ xð Þ� �
;

for N ¼ 2

∂
2Ф0m

∂x j∂xk
¼ � i

4c2m
0:5k2m H0 kmrð Þ �H2 kmrð Þð Þr, jr, k þ kH1

1 kmrð Þr, jk
� �

;

for N ¼ 3

∂Ф0m

∂x j∂xk
¼ 1

4πrc2m
eikr r, jr, k ikm � 1

r

� �2

þ 1
r2

 !
þ r, jk ikm � 1

r

� �( )
;

km ¼ ω

cm
, r ¼ xk k, r, j ¼

x j

r
, r, ij ¼ 1

r
δij �

xix j

r2
� �

::

Proof. By using originals of basic functions, property (12) of derivatives, we can
obtain from formulas for Uk

j in Theorem 1 the originals of all addends, besides that

which contain factor ξk k2. But using (16) we have:

�ΔΦ ¼ c�2
m δ xð Þ þ k2mΦ0m $ ξk k2f0m ¼ c�2

m þ k2mf0m

Then formulas of Theorem 2 follow from formulas of Theorem 1.

7. Generalized solutions by arbitrary periodic forces

Under the action of arbitrary mass forces with frequency ω in Biot’s medium, the
solution for complex amplitudes has the form of a tensor functional convolution:

u j x, tð Þ ¼ Uk
j x,ωð Þ ∗ Fk xð Þe�iωt, j, k ¼ 1, 2N (17)

Note that mass forces may be different from the space of generalized vector
function, singular and regular. Since Green tensor is singular and contains delta-
functions, this convolution is calculated on the rule of convolution in generalized
function space. If a support of acting forces are bounded (contained in a ball of
finite radius), then all convolutions exist. If supports are not bounded, then the
existence conditions of convolutions in formula (17) requires some limitations on
behavior of forces at infinity which depends on a type of mass forces and space
dimension.
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The obtained solutions allow us to study the dynamics of porous water- and gas-
saturated media at the action of periodic sources of disturbances of a sufficiently
arbitrary form. In particular, they are applicable in the case of actions of certain
forces on surfaces, for example, cracks, in porous media that can be simulated by
simple and double layers on the crack surface.

There is another interesting feature of the Green tensor of the Biot’s equations,
which contains, as one of the terms, the delta-function that complicates the appli-
cation of this tensor for solving boundary value problems based on analogues of
Green formulas for elliptic systems of equations or the boundary element method.
Here, when constructing the model, the viscosity of the liquid is not taken into
account, which, apparently, leads to the presence of such terms, and it requires
improvement of this model taking into account a viscosity.

8. Green tensor of Biot’s equations by non-stationary motion

To construct the non-stationary Green tensor, at first we also construct the
originals of the basic functions in an initial space-time:

Φ0m x, tð Þ ¼ F�1 f 0m ξ,ωð Þ� � ¼ F�1 c2m ξk k2 � ω2
� ��1
� �

They are originals of the classic wave equation:

∂
2

∂t2
� c2mΔ

� �
Φ0m ¼ δ tð Þδ xð Þ (18)

Depending on the dimension of a space, solutions of this wave equation that
satisfy the radiation conditions have the following form [10]:

Φ0m x, tð Þ ¼ 1
4πc2mr

δ t� r
cm

� �
, N ¼ 3; (19)

Φ0m x, tð Þ ¼ 1
2πcm

H ct� rð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p , N ¼ 2; (20)

Ф0m x, tð Þ ¼ 1
2
H cmt� xj jð Þ, N ¼ 1: (21)

Here H tð Þ is the Heaviside function, and singular function δ t� r=cmð Þ is the
simple layer on the sound cone r ¼ cmt, r ¼ xk k.

Using regularization of the general function ω�1in the space of distribution [10]:

H tð Þδ xð Þ $ 1
�i ωþ i0ð Þ

and the properties of Fourier transform of generalized functions convolution:

h ¼ f ∗ g $ h ¼ f � g

It is easy to show that the next lemma is true.
Lemma. The originals of the primitives of the basic functions satisfying the radiation

conditions are representable in the following form:
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for N = 3

Ф1m x, tð Þ ¼ Ф0m x, tð Þ ∗H tð Þδ xð Þ ¼ H cmt� rð Þ
4πc2r

,

Ф2m x, tð Þ ¼ Ф1m x, tð Þ ∗H tð Þδ xð Þ ¼ cmt� rð Þþ
4πc3r

;
(22)

for N = 2

Ф1m x, tð Þ ¼ 1
2πc2

ln
cmtþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p
r

 !
,

Ф2m x, tð Þ ¼ 1
2πc3

cmt ln
cmtþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p
r

 !
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

q !
;

(23)

for N = 1

Ф1m x, tð Þ ¼ 0, 5 cmt� rð ÞH cmt� rð Þ≜0:5 cmt� rð Þþ,

Ф2m x, tð Þ ¼ 1
2c2

cmt� rð Þ2H cmt� rð Þ≜ 1
2c2

cmt� rð Þ2þ:
(24)

Using these functions and the properties of the Fourier transform, we obtain the
components of the Green tensor from the formulas of Theorem 1. We formulate the
result in the next theorem.

Theorem 3. The components of Green tensor of motion equations of two-component
Biot’s medium have the following forms:

For j ¼ 1,N, k ¼ 1,N,

Uk
j x, tð Þ ¼

X3
m¼1

βm
∂
2Ф2m

∂x j∂xk
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Ф03 xð Þ,

Uk
jþN x, tð Þ ¼

X3
m¼1

γm
∂
2Ф2m

∂x j∂xk
þ μ

α2c2m
δkjþN Ф0m � tþδ xð Þð Þ�

� 1
α2

ρ11δ
k
jþN þ ρ12δ

k
j

� �
Ф03 xð Þ

For j ¼ 1,N, k ¼ N þ 1, 2N,

Uk
j x, tð Þ ¼

X3
m¼1

ηm
∂
2Ф2m

∂x j∂xk�N
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Ф03 xð Þ,

Uk
jþN x, tð Þ ¼

X3
m¼1

ςm
∂
2Ф2m

∂x j∂xk�N
þ μ

α2c2m
δkjþN Ф0m � tþδ xð Þð Þ�

� 1
α2

ρ11δ
k
jþN þ ρ12δ

k
j

� �
Ф03 xð Þ

Here
for N = 1

d2Ф2m

dx2
¼ H cmt� xj jð Þ

c2m
� 2
c2m

cmt� xj jð Þþδ xð Þ (25)
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for N = 2

∂
2Ф2m

∂x j∂xk
¼ H cmt� rð Þ

2πc3mr3
2c2mt

2 � r2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p r, kr, j � δjk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

q !
(26)

for N = 3

∂
2Ф2m

∂x j∂xk
¼ t

4πc2mr2
δ cmt� rð Þr, kr, j � tH cmt� rð Þ

r
δjk � 3r, kr, j
� �� �

, (27)

r, j ¼ x j=r:

9. Generalized solutions of Biot’s equations by non-stationary forces

Using the properties of Green tensor, we obtain generalized solutions of non-
stationary Biot’s equations under the action of arbitrary mass forces in the Biot’s
medium, which satisfy the radiation condition at infinity. They have the form of
tensor functional convolution:

u j x, tð Þ ¼ Uk
j x, tð Þ ∗ Fk x, tð Þ, j, k ¼ 1, … , 2N (28)

It’s taken according to the rules of convolution of generalized functions
depending on the type of mass forces [10].

In order to get the classic solution, we must present formulas (28) in regular
integral forms. For this, let us present matrix of Green tensor as sum of regular
functions and singular functions, which contain delta-function:

U x, tð Þ ¼ Ureg x, tð Þ þUsing tð Þδ xð Þ:

Then also write:

u x, tð Þ ¼ u1 x, tð Þ þ u2 x, tð Þ (29)

Here u1 x, tð Þ is representable by regular mass forces in the integral form:

u1 x, tð Þ ¼ H tð Þ
ðt

o

dτ
ð

RN

Ureg x� y, τð Þ � Fs y, t� τð Þ
F f y, t� τð Þ

 !
dy

The convolution with singular part is equal to:

u2 x, tð Þ ¼ H tð Þ
ðt

o

Using τð Þ � Fs x, t� τð Þ
F f x, t� τð Þ

 !
dτ

In 3D space, there are convolutions with simple layers on sound cones (see (27)).
To construct their integral presentation, use this rule:

α x, tð Þδ cmt� rð Þ ∗ F x, tð Þ ¼

¼ H tð Þ
ðt

0

dτ
ð

y�xk k¼cmτ

α x� y, τð ÞF y, t� y� xk k
cm

� �
dS yð Þ
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for N = 3

Ф1m x, tð Þ ¼ Ф0m x, tð Þ ∗H tð Þδ xð Þ ¼ H cmt� rð Þ
4πc2r

,

Ф2m x, tð Þ ¼ Ф1m x, tð Þ ∗H tð Þδ xð Þ ¼ cmt� rð Þþ
4πc3r

;
(22)

for N = 2

Ф1m x, tð Þ ¼ 1
2πc2

ln
cmtþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p
r

 !
,

Ф2m x, tð Þ ¼ 1
2πc3

cmt ln
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p
r

 !
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

q !
;

(23)

for N = 1

Ф1m x, tð Þ ¼ 0, 5 cmt� rð ÞH cmt� rð Þ≜0:5 cmt� rð Þþ,

Ф2m x, tð Þ ¼ 1
2c2

cmt� rð Þ2H cmt� rð Þ≜ 1
2c2

cmt� rð Þ2þ:
(24)

Using these functions and the properties of the Fourier transform, we obtain the
components of the Green tensor from the formulas of Theorem 1. We formulate the
result in the next theorem.

Theorem 3. The components of Green tensor of motion equations of two-component
Biot’s medium have the following forms:

For j ¼ 1,N, k ¼ 1,N,

Uk
j x, tð Þ ¼

X3
m¼1

βm
∂
2Ф2m

∂x j∂xk
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Ф03 xð Þ,

Uk
jþN x, tð Þ ¼

X3
m¼1

γm
∂
2Ф2m

∂x j∂xk
þ μ

α2c2m
δkjþN Ф0m � tþδ xð Þð Þ�

� 1
α2

ρ11δ
k
jþN þ ρ12δ

k
j

� �
Ф03 xð Þ

For j ¼ 1,N, k ¼ N þ 1, 2N,

Uk
j x, tð Þ ¼

X3
m¼1

ηm
∂
2Ф2m

∂x j∂xk�N
þ 1
α2

ρ12δ
k
jþN � ρ22δ

k
j

� �
Ф03 xð Þ,

Uk
jþN x, tð Þ ¼

X3
m¼1

ςm
∂
2Ф2m

∂x j∂xk�N
þ μ

α2c2m
δkjþN Ф0m � tþδ xð Þð Þ�

� 1
α2

ρ11δ
k
jþN þ ρ12δ

k
j

� �
Ф03 xð Þ

Here
for N = 1

d2Ф2m

dx2
¼ H cmt� xj jð Þ

c2m
� 2
c2m

cmt� xj jð Þþδ xð Þ (25)
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for N = 2

∂
2Ф2m

∂x j∂xk
¼ H cmt� rð Þ

2πc3mr3
2c2mt

2 � r2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

p r, kr, j � δjk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2mt2 � r2

q !
(26)

for N = 3

∂
2Ф2m

∂x j∂xk
¼ t

4πc2mr2
δ cmt� rð Þr, kr, j � tH cmt� rð Þ

r
δjk � 3r, kr, j
� �� �

, (27)

r, j ¼ x j=r:

9. Generalized solutions of Biot’s equations by non-stationary forces

Using the properties of Green tensor, we obtain generalized solutions of non-
stationary Biot’s equations under the action of arbitrary mass forces in the Biot’s
medium, which satisfy the radiation condition at infinity. They have the form of
tensor functional convolution:

u j x, tð Þ ¼ Uk
j x, tð Þ ∗ Fk x, tð Þ, j, k ¼ 1, … , 2N (28)

It’s taken according to the rules of convolution of generalized functions
depending on the type of mass forces [10].

In order to get the classic solution, we must present formulas (28) in regular
integral forms. For this, let us present matrix of Green tensor as sum of regular
functions and singular functions, which contain delta-function:

U x, tð Þ ¼ Ureg x, tð Þ þUsing tð Þδ xð Þ:

Then also write:

u x, tð Þ ¼ u1 x, tð Þ þ u2 x, tð Þ (29)

Here u1 x, tð Þ is representable by regular mass forces in the integral form:

u1 x, tð Þ ¼ H tð Þ
ðt

o

dτ
ð

RN

Ureg x� y, τð Þ � Fs y, t� τð Þ
F f y, t� τð Þ

 !
dy

The convolution with singular part is equal to:

u2 x, tð Þ ¼ H tð Þ
ðt

o

Using τð Þ � Fs x, t� τð Þ
F f x, t� τð Þ

 !
dτ

In 3D space, there are convolutions with simple layers on sound cones (see (27)).
To construct their integral presentation, use this rule:

α x, tð Þδ cmt� rð Þ ∗ F x, tð Þ ¼

¼ H tð Þ
ðt

0

dτ
ð

y�xk k¼cmτ

α x� y, τð ÞF y, t� y� xk k
cm

� �
dS yð Þ
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Here the internal integral is taken over sphere with center in the point x, and its
radius is equal to cmτ.

If components of acting forces F x, tð Þ are double differentiable vector function,
it is convenient to use the property of differentiation of convolution [10]:

∂
2Ф2m

∂x j∂xk
∗ F x, tð Þ ¼ ∂

2

∂x j∂xk
Ф2m ∗ F x, tð Þð Þ ¼ Ф2m x, tð Þ ∗ ∂

2F
∂x j∂xk

Substituting the formulas of Theorem 4 into (29), we obtain displacements and
stresses of skeleton and liquid in Biot’s medium in spaces of dimension N = 1, 2, 3.
Calculation of these convolutions by using these formulas essentially depends on
the form of acting forces and gives possibility to construct regular presentation of
generalized solution for wide class of acting forces, which are the classic solution of
Biot’s equation.

10. Calculation of the stress state of Biot’s medium

Using Biot’s law (2), we can define the generalized stresses in skeleton and a
pressure in a liquid:

σij ¼ λ∂lUk
l ∗ Fks þ Q∂lUkþN

l ∗ Fkf
� �

δijþ
þμ ∂iUk

j ∗ Fks þ ∂ jUkþN
i ∗ Fkf

� �

σ ¼ �mp ¼ R∂lUkþN
l ∗ Fkf þ Q∂lUk

l ∗ Fks

(30)

These formulas also can be written in integral form by using the same rules. But
we can apply here the next lemma, which was proved in [11].

Lemma. Fourier transformations of the divergences of Green tensor have the next
form:

by k ¼ 1, … ,N

F ∂ jUk
j

h i
¼ D1iξk b f1f01 ξ,ωð Þ � b f2f02 ξ,ωð Þ� �

F ∂ jUk
jþN

h i
¼ D1iξk d31f01 ξ,ωð Þ � d32f02 ξ,ωð Þð Þ

j ¼ 1, … ,N:

by k ¼ N þ 1, … , 2N

F ∂ jUk
j

h i
¼ iξk�ND1 d31f01 ξ,ωð Þ � d32f02 ξ,ωÞð ÞF ∂ jUk

jþN

h i
¼ iξk�ND1 bs1f01 ξ,ωð Þ � bs2f02 ξ,ωÞð Þ j ¼ð

�

From this lemma, we can prove easily the next theorem.
Theorem 4. Divergences of elastic and liquid displacement of Green tensor have the

next form:

for k ¼ 1, … ,N

∂ jUk
j ¼ �D1 b f1∂kΦ01 � b f2∂kΦ02

� �

∂ jUk
jþN ¼ �D1 d31∂kΦ01 � d32∂kΦ02ð Þ

j ¼ 1, … ,N:
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for k ¼ N þ 1, … , 2N

∂ jUk
j ¼ �D1 d31∂k�NΦ01 � d32∂k�NΦ02ð Þ

∂ jUk
jþN ¼ �D1 bs1∂k�NΦ01 � bs2∂k�NΦ02ð Þ

j ¼ 1, … ,N:

Substituting these formulas in (30), we define the stresses in the skeleton and
the pressure in the liquid of Biot’s medium.

If we paste Φ02 x,ωð Þ instead of Φ02 x, tð Þ in formulas of this theorem, then
formula (30) expresses complex amplitudes of stress tensor and pressure by peri-
odic oscillations. It is used to determine stresses and pressure by solving the periodic
problems (4).

11. Conclusion

The obtained solutions give possibility to study the dynamics of porous water-
and gas-saturated media and rods under actions of disturbance sources of different
forms and can be used for solutions of boundary value problems in porous media by
using boundary element method.

These solutions can be used for describing wave processes by explosions and
earthquakes. In these cases mass forces are described by using singular generalized
function, such as multipoles, simple and double layers, and others.
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Here the internal integral is taken over sphere with center in the point x, and its
radius is equal to cmτ.

If components of acting forces F x, tð Þ are double differentiable vector function,
it is convenient to use the property of differentiation of convolution [10]:

∂
2Ф2m

∂x j∂xk
∗ F x, tð Þ ¼ ∂

2

∂x j∂xk
Ф2m ∗ F x, tð Þð Þ ¼ Ф2m x, tð Þ ∗ ∂

2F
∂x j∂xk

Substituting the formulas of Theorem 4 into (29), we obtain displacements and
stresses of skeleton and liquid in Biot’s medium in spaces of dimension N = 1, 2, 3.
Calculation of these convolutions by using these formulas essentially depends on
the form of acting forces and gives possibility to construct regular presentation of
generalized solution for wide class of acting forces, which are the classic solution of
Biot’s equation.

10. Calculation of the stress state of Biot’s medium

Using Biot’s law (2), we can define the generalized stresses in skeleton and a
pressure in a liquid:
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l ∗ Fks þ Q∂lUkþN

l ∗ Fkf
� �

δijþ
þμ ∂iUk

j ∗ Fks þ ∂ jUkþN
i ∗ Fkf

� �

σ ¼ �mp ¼ R∂lUkþN
l ∗ Fkf þ Q∂lUk

l ∗ Fks

(30)

These formulas also can be written in integral form by using the same rules. But
we can apply here the next lemma, which was proved in [11].

Lemma. Fourier transformations of the divergences of Green tensor have the next
form:

by k ¼ 1, … ,N

F ∂ jUk
j

h i
¼ D1iξk b f1f01 ξ,ωð Þ � b f2f02 ξ,ωð Þ� �

F ∂ jUk
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�

From this lemma, we can prove easily the next theorem.
Theorem 4. Divergences of elastic and liquid displacement of Green tensor have the
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∂ jUk
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for k ¼ N þ 1, … , 2N
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Substituting these formulas in (30), we define the stresses in the skeleton and
the pressure in the liquid of Biot’s medium.

If we paste Φ02 x,ωð Þ instead of Φ02 x, tð Þ in formulas of this theorem, then
formula (30) expresses complex amplitudes of stress tensor and pressure by peri-
odic oscillations. It is used to determine stresses and pressure by solving the periodic
problems (4).

11. Conclusion

The obtained solutions give possibility to study the dynamics of porous water-
and gas-saturated media and rods under actions of disturbance sources of different
forms and can be used for solutions of boundary value problems in porous media by
using boundary element method.

These solutions can be used for describing wave processes by explosions and
earthquakes. In these cases mass forces are described by using singular generalized
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Abstract

The non-stationary boundary value problems for Klein-Gordon equation with
Dirichlet or Neumann conditions on the boundary of the domain of definition are
considered; a uniqueness of boundary value problems is proved. Based on the
generalized functions method, boundary integral equations method is developed to
solve the posed problems in strengths of shock waves. Dynamic analogs of Green’s
formulas for solutions in the space of generalized functions are obtained and their
regular integral representations are constructed in 2D and 3D over space cases.
The singular boundary integral equations are obtained which resolve these tasks.
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1. Introduction

Klein-Gordon equation is hyperbolic differential equation in partial derivatives
of second order. As is known, a class of solutions of hyperbolic equations contains
no differentiable functions that have discontinuous derivatives on characteristic
surfaces. By these cause, the construction of solutions for such equations, using
smoothness of their differentiability, is impossible. However, this type of solution
describes the shock waves, a presence of which is typical for physical processes.

Fundamental solutions of hyperbolic equations are singular generalized func-
tions, the features of which are concentrated on moving surfaces—wave fronts,
which propagate at a certain speed (it is called light or sound speed). This sharply
distinguishes them from the fundamental solutions of elliptic and parabolic equa-
tions that are singular at a point. Therefore, classical methods of constructing
boundary integral equations for solving nonstationary boundary value problems
(BVP) based on the methods of potential theory or Green’s formulas are unsuitable.
To solve nonstationary boundary value problems for hyperbolic equations based on
these methods, the Laplace or Fourier transform is usually used, which leads
hyperbolic equations to parameterized elliptic type equations in the spaces of
transforms. They are solved on the basis of the direct or indirect method of bound-
ary integral equations (BIE). To restore original solutions, various numerical
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smoothness of their differentiability, is impossible. However, this type of solution
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ary integral equations (BIE). To restore original solutions, various numerical
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procedures of the inverse Fourier transform, Laplace, and others are used. The class
of such problems of mathematical physics began to be considered as early as the
1970s of the last century, which was connected with the advent of computing
technology, but so far, the number of works in this direction is very limited. As is
known, the inverse transformation procedures are unstable, which are typical for
solutions of the Fredholm equations of the first type and require regularization of
the corresponding equations to obtain reliable results. Therefore, the problem of
developing constructive methods for solving initial-boundary value problems for
hyperbolic equations and systems of equations of mathematical physics for studying
of various wave processes in bodies and in continuous medium remains relevant to
the present time.

An effective method for solving boundary value problems for hyperbolic equa-
tions and systems of mixed type is the method of generalized functions (MGF),
which allows to move from solving boundary value problems to solving the
corresponding differential equations in the space of generalized functions and
build integral representations of generalized solutions of initial boundary value
problems in the original space-time to investigate the processes accompanied by
shock waves.

To solve the Cauchy problem for hyperbolic equations, this method was pro-
posed by Vladimirov [1]. In Refs. [2–6], the MGF was developed to solve
nonstationary and stationary boundary value problems of the theory of elasticity,
thermoelasticity, and electrodynamics and initial-boundary value problems for
hyperbolic equations systems which are typical to the mathematical physics [7].

In the present chapter, this method is used to solve initial-boundary value
problems for the Klein-Gordon equation (KG-Eq), a hyperbolic equation of the
theory of elementary particles of quantum mechanics [8]. Here, nonstationary
boundary value problems for KG-Eq with Dirichlet or Neumann conditions on the
boundary of the domain of definition are considered and the uniqueness of the
stated boundary value problems taking into account of shock waves is proved.
Based on the method of generalized functions, the boundary integral equations
method (BIEM) was developed to solve the stated tasks. Dynamic analogs of
Green’s formulas for their solutions in the space of generalized functions are
obtained and regular integral representations in the plane and three-dimensional
cases are constructed. Solving singular boundary integral equations are obtained for
solving the stated initial-boundary value problems.

2. Klein-Gordon equation: shock waves

Klein-Gordon equation is formulated as:

□ cuþ q xð Þu ¼ f x, tð Þ: (1)

Here, we denote the wave operator,

□ c ¼ Δ� с�2 ∂
2

∂t2
,

where Δ ¼PN
k¼1

∂
2

∂x2k
is Laplace operator, x∈RN, t∈ 0,∞½ Þ, and scattering

potential q xð Þ∈L1 RN� �
. It is a hyperbolic equation. Its characteristic equation has

the next form:
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ν2t � c2
XN
j¼1

ν2j ¼ 0, (2)

where ν x, tð Þ ¼ ν1, … , νN,νtð Þ is the normal vector to the characteristic surface
F in RNþ1, x∈RN, x, tð Þ∈RNþ1. It corresponds to the cone of characteristic normals
—the light cone at νt <0. The solution of equation of F(1) and its derivatives can be
discontinuous. In RN, characteristic surface F corresponds to wave front Ft (section
of F at fixed t), which moves with speed c:

c ¼ �νt= νk kN, νk kN ¼ ffiffiffiffiffiffiffiffiffi
ν jν j

p
(3)

(here and further throughout in order to reduce the record on repeated indexes
in the product, the summation from 1 to N is carried out, which is similar to tensor
convolution). Such solutions (1) are called shock waves.

If solution of (1) is continuous:

u x, tð Þ½ �Ft
¼ 0, (4)

then wave fronts of Hadamard’s conditions of continuity are satisfied under
jumps:

_unj þ cu, j
� �

Ft
¼ 0, j ¼ 1,N ; (5)

_uþ cn j u, j
� �

Ft
¼ 0, (6)

for x∈Ft, where n x, tð Þ is wave vector. It is a unit vector, normal to wave front Ft
and directed forward its propagation. It is obvious that,

ni ¼ νi= νk kN, i ¼ 1,N; (7)

Hereinafter, for abbreviation of the record, a symbol after comma defines the
corresponding partial derivative: u, j ¼ ∂u

∂x j
. The condition (5) is a consequence of

the continuity condition (4) and ensures continuity on the Ft of tangent derivatives
of u. The condition (5) is the law of conservation of momentum at the shock wave
fronts. If before the wave front u � 0, then at the wave front:

gradu, nð Þ ¼ �c�1 _u, x∈Ft:

To study the solutions of the KG-Eq, it is convenient to use the apparatus of the
theory of generalized functions, which allows one to investigate shock waves, as
well as singular solutions from the class of generalized functions typical for mathe-
matical physics problems.

For this purpose, let us consider KG-Eq (1) on the space of generalized functions
D0 RNþ1� �

, which is the space of linear continuous functionals on the space of basic
functions D RNþ1� �

, which are finite infinitely differentiable functions [1]. Further,
the usual locally integrable function (regular) f x, tð Þ will be marked from the top
f̂ x, tð Þ, by considering it as a generalized.

If u (x,t) is regular differentiable and has a finite discontinuity on F, then in
D0 RNþ1� �

, as is known [1], its partial derivative is equal to the following:

û, j ¼ u, j þ u½ �FνjδF, (8)
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where the first term on the right is the classical derivative of x j, δF(x,t) is a
simple layer on F, a singular generalized function [1], νk k ¼ 1. Using (8), it is
possible to determine the second derivatives sequentially.

Definition. A solution u(x, t) of Eq (1), which is continuous together with
derivatives up to the second order almost everywhere, with the exception of a finite
or countable number of discontinuity surfaces (wave fronts), on which the condi-
tions (5) and (6) for jumps are satisfied, is called as classical solution.

Lemma 1. If u x, tð Þ is classic solution of (1), then û x, tð Þ is generalized solution of it.
Proof. Taking into account these equations and (3), we get

□ c þ q xð Þð Þû ¼ f x; tð Þ þ c�1 u, t½ �Ft
þ nju, j
� �

Ft

n o
νk kNδF þ c�1

∂t νk kN u½ �Ft
δFÞ

n o

þ ∂j νk kN u½ �Ft
njδF

n o

By virtue of (4) and (6), the densities of simple and double layers here are equal
to zero on the right, which were required to be proved.

From this lemma, it follows that the conditions on the fronts of shock waves are
easy to obtain, considering the classical solutions of hyperbolic equations as gener-
alized. It is enough to equate to zero the density of the corresponding independent
singular generalized functions—analogs of simple, double, and other layers arising
from the generalized differentiation of solutions. The determination of such condi-
tions on the basis of classical methods is a very time-consuming procedure.

Let us put the energy density of the u-field E and the Lagrange L function:

E ¼ 0:5 _u2 þ c2
XN
j¼1

u, 2j

 !
,

L ¼ 0:5 _u2 � c2
XN
j¼1

u, 2j

 !
:

Lemma 2. If the classical solution of the KG-Eq. (1), then the following conditions for
energy density jumps and Lagrange functions are satisfied at the shock wave fronts:

E½ �Ft
¼ �c _u

∂u
∂n

� �

Ft

,

L x, tð Þ½ �Ft
¼ 0:

Proof: It is easy to show that for jumps, the equation is fulfilled:

ab½ � ¼ aþ b½ � þ b� a½ �,

where the plus and minus signs indicate the limiting values of the functions a
and b on the wave front from the side of the wave vector and opposite. Using this
equality and the Hadamard’s conditions (4) and (5), we get

Eþ c _u
∂u
∂n

� �
¼ c2 0:5 c�1 _u2 þ cu, ju, j

� �þ _u
∂u
∂n

� �
¼ … ¼

¼ 0:5c _u½ � _u� þ cu,�j nj
� �

þ 0:5c2 u, j
� �

cu,�j þ _u�nj
� �

¼

¼ 0:5c3u,�j u, j þ c�1nj _u
� �þ 0:5c _u� cnju, j þ _u

� � ¼ 0
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Here, n is the normal to the shock wave front in RN. This implies the first
formula of the lemma.

The condition for a jump in the energy density at the shock wave front can be
obtained more easily by considering the corresponding energy equation inD0 RNþ1� �

,
which we get by multiplying the Eq. (1) by _u . After simple transformations in the
field of differentiability of solutions, we have the equation:

c�2E, t � _u u, j
� �

, j þ _u f ¼ 0 (9)

For shock waves in D0 RNþ1� �
, it has the form:

c�2 _E � _u u, j
� �

, j þ _u f ¼ c�2 E½ �νt � _u u, j
� �

νj
� �

δF ¼
¼ � νk kN c�1 E½ � þ _u u, j

� �
nj

� �
δFt

For the right side to be turned to zero, it is necessary

E½ � þ c _u u, j
� �

nj ¼ 0:

The latter coincides with the formula of Lemma 2.
Similarly, we can get the equation for L by multiplying Eq. (1) by u:

Lþ c�2 u _uð Þ, t � uu, j
� �

, j þ qu2 � uf ¼ 0 (10)

Taking into account (3) and (4), for shock waves, we get

� L½ � ¼ c�2 u _uð Þ, t � uu, j
� �

, j
� � ¼ u c�2 _u½ �νt � u, j

� �
νj

� � ¼ 0

It means that the Lagrange function is continuous at the shock wave fronts.

3. Statement of non-stationary BVP for Klein-Gordon equation: Energy
conservation law

Let us construct the solution u(x, t) of Eq. (1) on a set S�∈RN, bounded by
surface S, by t≥0: Lets introduce next marks: n xð Þ is vector of external normal to S;
D ¼ S� Rþf g is lateral surface of space-time cylinder D� ¼ S� � Rþ,  
Rþ ¼ 0,þ∞ð Þ; and the derivative of u on normal n at i, ∂u

∂n ¼ u, jn j.

Initial conditions: At t ¼ 0 for x∈ S�:

u x, 0ð Þ ¼ u0 xð Þ for x∈ S� þ S (11)

_u x, 0ð Þ ¼ v0 xð Þ for x∈ S� (12)

We consider two boundary value problems corresponding to the Dirichlet and
Neumann conditions:

BVP Ið Þ u x, tð Þ ¼ uS x, tð Þ for x∈ S (13)

BVP IIð Þ ∂u
∂n

¼ p x, tð Þ for x∈ S (14)

At the shock wave fronts, the Hadamard conditions (5) and (6) on jumps are
satisfied. Note that shock waves always occur if the condition of matching the initial
and boundary data on the velocities is not satisfied
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n o
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and b on the wave front from the side of the wave vector and opposite. Using this
equality and the Hadamard’s conditions (4) and (5), we get

Eþ c _u
∂u
∂n

� �
¼ c2 0:5 c�1 _u2 þ cu, ju, j

� �þ _u
∂u
∂n

� �
¼ … ¼

¼ 0:5c _u½ � _u� þ cu,�j nj
� �

þ 0:5c2 u, j
� �

cu,�j þ _u�nj
� �

¼

¼ 0:5c3u,�j u, j þ c�1nj _u
� �þ 0:5c _u� cnju, j þ _u

� � ¼ 0

40

Mathematical Theorems - Boundary Value Problems and Approximations

Here, n is the normal to the shock wave front in RN. This implies the first
formula of the lemma.

The condition for a jump in the energy density at the shock wave front can be
obtained more easily by considering the corresponding energy equation inD0 RNþ1� �

,
which we get by multiplying the Eq. (1) by _u . After simple transformations in the
field of differentiability of solutions, we have the equation:

c�2E, t � _u u, j
� �

, j þ _u f ¼ 0 (9)

For shock waves in D0 RNþ1� �
, it has the form:

c�2 _E � _u u, j
� �

, j þ _u f ¼ c�2 E½ �νt � _u u, j
� �

νj
� �

δF ¼
¼ � νk kN c�1 E½ � þ _u u, j

� �
nj

� �
δFt

For the right side to be turned to zero, it is necessary

E½ � þ c _u u, j
� �

nj ¼ 0:

The latter coincides with the formula of Lemma 2.
Similarly, we can get the equation for L by multiplying Eq. (1) by u:

Lþ c�2 u _uð Þ, t � uu, j
� �

, j þ qu2 � uf ¼ 0 (10)

Taking into account (3) and (4), for shock waves, we get

� L½ � ¼ c�2 u _uð Þ, t � uu, j
� �

, j
� � ¼ u c�2 _u½ �νt � u, j

� �
νj

� � ¼ 0

It means that the Lagrange function is continuous at the shock wave fronts.

3. Statement of non-stationary BVP for Klein-Gordon equation: Energy
conservation law

Let us construct the solution u(x, t) of Eq. (1) on a set S�∈RN, bounded by
surface S, by t≥0: Lets introduce next marks: n xð Þ is vector of external normal to S;
D ¼ S� Rþf g is lateral surface of space-time cylinder D� ¼ S� � Rþ,  
Rþ ¼ 0,þ∞ð Þ; and the derivative of u on normal n at i, ∂u

∂n ¼ u, jn j.

Initial conditions: At t ¼ 0 for x∈ S�:

u x, 0ð Þ ¼ u0 xð Þ for x∈ S� þ S (11)

_u x, 0ð Þ ¼ v0 xð Þ for x∈ S� (12)

We consider two boundary value problems corresponding to the Dirichlet and
Neumann conditions:

BVP Ið Þ u x, tð Þ ¼ uS x, tð Þ for x∈ S (13)

BVP IIð Þ ∂u
∂n

¼ p x, tð Þ for x∈ S (14)

At the shock wave fronts, the Hadamard conditions (5) and (6) on jumps are
satisfied. Note that shock waves always occur if the condition of matching the initial
and boundary data on the velocities is not satisfied
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_uS x, 0ð Þ ¼ v0 xð Þ, x∈ S, (15)

which is typical for physical tasks. In this case, at the initial moment of time, a
shock front is formed at the boundary S, which propagates with a velocity с in S�.
To construct continuously differentiable solutions, this condition is necessary. Here
we will not enter it. Here, we not enter it and suppose that u0 xð Þ∈C S�þ Sð Þ,
v0 xð Þ∈L1 S�þ Sð Þ, p x, tð Þ∈L1 Dð Þ, and uS x, tð Þ a Holder’s function on S: ∀β, 0< β≤ 1,
such that for ∀x∈ S, y∈ S, t≥0

uS x, tð Þ � uS y, tÞð j≤ const x� yk kβ,�� (16)

here L1 …ð Þ is the Lebeg’s space of summable on the specified set of functions.
Let us mark as D ¼ S� Rþf g, the lateral surface of the space-time cylinder is

D� ¼ S� � Rþ, Rþ ¼ 0,þ∞ð Þ.
Theorem 1. (Energy conservation law). If u(x,t) is classic solution of edge prob-

lem, then
ð

S�

E x, tð Þ � E0 xð Þð Þ dV xð Þ þ 0:5c2
ð

S�

q xð Þ u2 x, tð Þ � u20 xð Þ� �
dV xð Þ

¼ c2
ðt

0

dt
ð

S

_uS x, tð Þpðx, tÞð ÞdS xð Þ � c2
ðt

0

dt
ð

S�

f x, tð Þ _u x, tð Þ dV xð Þ

Proof. We integrate the energy Eq. (9) over a field with allowance for the
partition of the field of integration by Fk wave fronts. Note that the first two terms
can be considered as the divergence of the corresponding vector in space RNþ1,
which is continuous in the regions between the fronts. Therefore, using the
Ostrogradsky-Gauss theorem in RNþ1, we get

ð

D�

c�2Eþ 1
2
q xð Þu2

� �
, tdV x; tð Þ �

ð

D�

_u u, j
� �

, jdV x; tð Þ

þ
ð

D�

_uf x; tð ÞdV x; tð Þ ¼
ð

D�

_uf x; tð ÞdV x; tð Þþ

þ
ð

S�

c�2 E x; tð Þ � E0 xð Þð Þ þ 1
2
q xð Þ u2 x; tð Þ � u20 xð Þ� �� �

dV xð Þ�

�
ðt

0

ð

S

_u
∂u
∂n

� �
dS xð Þdtþ

X
Fk

ð

Fk

c�2Eνt � ∂u
∂ν

_u
� �

Fk

dFk x; tð Þ ¼ 0

Hereinafter, we denote dV xð Þ ¼ dx1 … dxN, dV x, tð Þ ¼ dV xð Þdt; dFk x, tð Þ is the
differential of the surface area at the corresponding point of the wave front. By
virtue of (3) and Lemma 2,

c�2Eνt � _uu, jνj
� �

Fk
¼ � νk kNc�1 Eþ c _u

∂u
∂n

� �
¼ 0:

Therefore the last integral is zero. Taking into account the notation for the
boundary functions, we get the formula of the theorem. From this theorem follows
the Theorem 2.
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Theorem 2. If q xð Þ≥0, then the classic solution of first (second) BVP for Klein-
Gordon equation is unique.

Proof. Due to the linearity of the problem, it suffices to prove the uniqueness of
the zero solution. For him, f = 0, the initial conditions and the corresponding
boundary conditions are also zero. Then from Theorem 1, it follows:

ð

S�

E x, tð Þ þ 0, 5c2q xð Þu2 x, tÞð g dV xð Þ ¼ 0:
�

Since both terms are nonnegative, therefore, E = 0 and u = 0. The theorem is
proved.

4. The dynamic analogue of Green’s formula with constant scattering
potential

Consider the case when scattering potential is constant:

q xð Þ ¼ �m2

To build the solution of BVP, we move to the space of generalized functions. To
do this, we introduce the characteristic function of the solution domain

H�
D x, tð Þ � H�

S xð ÞH tð Þ,

where H�
S xð Þ is a characteristic function of set S�, which is equal to 0.5 on its

boundary S; and H tð Þ is Heaviside’s function, which is equal to 0.5 at t = 0. H�
D is a

characteristic function of space-time cylinder D�. It is easy to show that:

∂H�
D

∂x j
¼ �n jδS xð ÞH tð Þ, ∂H�

D

∂t
¼ �n jH�

S xð Þδ tð Þ, (17)

where δ tð Þ is singular Dirac’s function.
To use the methods of the theory of generalized functions, we define the solu-

tion by zero outside the domain of the solution of the boundary value problem. For
this, we put regular generalized functions:

û ¼ u x, tð ÞH�
D x, tð Þ, f̂ ¼ f x, tð ÞH�

D x, tð Þ, (18)

where u x, tð Þ is the classical solution of the BVP.
Consider the action of the KG-operator on û. Since u½ �S ¼ �u, and performing

generalized differentiation using (17), we get

□ cû �m2û ¼ � ∂u
∂n

δS xð ÞH tð Þ �H tð Þ unjδS xð Þ� �
, j � c�2H�

S xð Þu0 xð Þ _δ tð Þ

� c�2H�
S xð Þ _u0 xð Þδ tð Þ þ f̂ x; tð Þ, (19)

where δS xð ÞH tð Þ is simple layer on lateral surface of a space-time cylinder
D ¼ S� Rþf g.

Note that the densities of simple and double layers here are determined by the
boundary conditions, some of which (depending on the boundary value problem)
are known, and the given initial conditions.
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Proof. We integrate the energy Eq. (9) over a field with allowance for the
partition of the field of integration by Fk wave fronts. Note that the first two terms
can be considered as the divergence of the corresponding vector in space RNþ1,
which is continuous in the regions between the fronts. Therefore, using the
Ostrogradsky-Gauss theorem in RNþ1, we get
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Hereinafter, we denote dV xð Þ ¼ dx1 … dxN, dV x, tð Þ ¼ dV xð Þdt; dFk x, tð Þ is the
differential of the surface area at the corresponding point of the wave front. By
virtue of (3) and Lemma 2,

c�2Eνt � _uu, jνj
� �

Fk
¼ � νk kNc�1 Eþ c _u
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� �
¼ 0:

Therefore the last integral is zero. Taking into account the notation for the
boundary functions, we get the formula of the theorem. From this theorem follows
the Theorem 2.

42

Mathematical Theorems - Boundary Value Problems and Approximations

Theorem 2. If q xð Þ≥0, then the classic solution of first (second) BVP for Klein-
Gordon equation is unique.

Proof. Due to the linearity of the problem, it suffices to prove the uniqueness of
the zero solution. For him, f = 0, the initial conditions and the corresponding
boundary conditions are also zero. Then from Theorem 1, it follows:
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Since both terms are nonnegative, therefore, E = 0 and u = 0. The theorem is
proved.

4. The dynamic analogue of Green’s formula with constant scattering
potential

Consider the case when scattering potential is constant:
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To build the solution of BVP, we move to the space of generalized functions. To
do this, we introduce the characteristic function of the solution domain

H�
D x, tð Þ � H�

S xð ÞH tð Þ,

where H�
S xð Þ is a characteristic function of set S�, which is equal to 0.5 on its

boundary S; and H tð Þ is Heaviside’s function, which is equal to 0.5 at t = 0. H�
D is a

characteristic function of space-time cylinder D�. It is easy to show that:
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D

∂x j
¼ �n jδS xð ÞH tð Þ, ∂H�

D

∂t
¼ �n jH�

S xð Þδ tð Þ, (17)

where δ tð Þ is singular Dirac’s function.
To use the methods of the theory of generalized functions, we define the solu-

tion by zero outside the domain of the solution of the boundary value problem. For
this, we put regular generalized functions:

û ¼ u x, tð ÞH�
D x, tð Þ, f̂ ¼ f x, tð ÞH�

D x, tð Þ, (18)

where u x, tð Þ is the classical solution of the BVP.
Consider the action of the KG-operator on û. Since u½ �S ¼ �u, and performing

generalized differentiation using (17), we get

□ cû �m2û ¼ � ∂u
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δS xð ÞH tð Þ �H tð Þ unjδS xð Þ� �
, j � c�2H�

S xð Þu0 xð Þ _δ tð Þ

� c�2H�
S xð Þ _u0 xð Þδ tð Þ þ f̂ x; tð Þ, (19)

where δS xð ÞH tð Þ is simple layer on lateral surface of a space-time cylinder
D ¼ S� Rþf g.

Note that the densities of simple and double layers here are determined by the
boundary conditions, some of which (depending on the boundary value problem)
are known, and the given initial conditions.
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The solution of Eq. (19) is convolution of the right part of the equation with its
fundamental solution Û x, tð Þ, satisfying the conditions:

□ cÛ �m2Û ¼ δ xð Þδ tð Þ, (20)

and radiation conditions:

Û x, tð Þ ¼ 0 at t<0, Û x, tð Þ ¼ 0 at xk k> ct: (21)

Let us call it the Green’s function of Eq. (1).
The solution of (19) will be obtained in the form of the following convolution of

right part of (19) and Green’s function, which is equal to

û ¼ u x; tð ÞH�
S xð ÞH tð Þ ¼ � Û ∗

∂u
∂n

δS xð ÞH tð Þ � Û ∗ unjδS xð ÞH tð Þ� �
, j � c�2 Û ∗

x
H�

S xð Þu0 xð Þ
� �

, t

� c�2Û ∗
x
H�

S xð Þ _u0 xð Þ þ f̂ x; tð Þ ∗ Û
(22)

Here the symbol “*” means that convolution is taken only by x. Moreover, the
solution is unique in the class of functions that allows convolution with U. Hence, it
is easy to obtain a solution to the Cauchy problem (in the absence of S, S� ¼ RN).

Consequence 1. The generalized solution of the Cauchy problem has the form:

û x; tð Þ ¼ �c�2Û ∗
x
_u0 � c�2 Û ∗

x
u0

� �
, t þ f̂ ∗ Û (23)

Consequence 2. At zero initial data and f ¼ 0, the generalized solution has the
form:

û ¼ �Û ∗
∂u
∂n

δS xð ÞH tð Þ � Û , j ∗ unjδS xð ÞH tð Þ (24)

Formulas (22) and (24) express the solution of boundary value problems
through the boundary values of the unknown function and its derivative along the
normal to the boundary, i.e., they are similar to the Green formula for solutions of
elliptic equations [9]. However, due to the singularities of the fundamental solu-
tions of hyperbolic equations on the wave front, the form of which depends on the
dimension of space, their integral representation gives divergent integrals
containing derivatives of the fundamental solution. To construct regular integral
representations, we introduce an antiderivative function:

Ŵ ¼ Û ∗ δ xð ÞH tð Þ ¼ Û ∗
t
H tð Þ ) ∂tŴ ¼ Û (25)

and

Ĥ x, n, tð Þ ¼ ∂Ŵ
∂x j

n j ¼ ∂Ŵ
∂n

(26)

It is easy to see that ŴиĤ are also solutions (1) at f̂ x, tð Þ ¼ H tð Þδ xð Þ and
f̂ x, tð Þ ¼ H tð Þ ∂δ x, tð Þ

∂n , respectively. The following theorem is true.
Theorem 3. The generalized solution of boundary value problems has the form:

(dynamic analogue of Green's formula)
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û ¼� Û ∗
∂u
∂n

δS xð ÞH tð Þ � Ŵ , j ∗ _unj xð ÞδS xð ÞH tð Þ�

� Ŵ , j ∗
x
u0 xð Þnj xð ÞδS xð Þ � c�2Û ∗

x
H�

S xð Þ _u0 xð Þ�

� c�2 Û ∗
x
H�

S xð Þu0 xð Þ
� �

, t þ f̂ ∗ Û

(27)

Proof. Let us consider the formula (22). It is easy to show, using the definition of
the derivative of a generalized function and the continuity of u, that

un jδS xð ÞH tð Þ� �
, t ¼ _u x, tð Þn j xð ÞδS xð ÞH tð Þ þ u x, 0ð Þn j xð ÞδS xð Þδ tð Þ

Using this equality and the convolution differentiation property [1], we have

Û ∗ unjδS xð ÞH tð Þ� �
, j ¼ Ŵ , t ∗ unjδS xð ÞH tð Þ� �

, j

¼ Ŵ , j ∗ _u x; tð Þnj xð ÞδS xð ÞH tð Þ þ Ŵ , j ∗ u x;0ð Þnj xð ÞδS xð Þδ tð Þ

Since

Ŵ , j ∗ u x;0ð Þnj xð ÞδS xð Þδ tð Þ ¼ Ŵ , j ∗
x
u0 xð Þnj xð ÞδS xð Þ,

putting these ratios in (22), we obtain the formula of the theorem.
From Theorem 3, it is consequent that the solution of the problem is entirely

defined by initial data, boundary means of normal derivative of function u x, tð Þ, and
its speed _u ¼ u, t ¼ ∂tu. By analog with representation of Laplace’s equation solu-
tion, these formulas may be called dynamical analog of Green’s formula.

Formula (27) of Theorem 3 allows at once to go to its integral writing without
regularization of under integral functions on fronts.

Then let us consider representation of solution of edge problem for Klein-
Gordon equations in spaces with dimensions N = 2,3, characterized for mathemat-
ical physics problems. To avoid complexity of formulas under building of integral
representation of dynamical analog of Green’s formula, let us consider consequently
solutions of two BV problems:

1.Cauchy problem at f x, tð Þ 6¼ 0;

2.BVP at zero initial conditions and f x, tð Þ ¼ 0.

By virtue of linearity of equations, solutions of BVPs may be obtained as a sum
of solutions of these two problems with correction of boundary conditions for
second problem with account of boundary meanings of Cauchy problem solutions.
Solution of Cauchy problem for that equation has been early obtained by
Vladimirov (see [9]). We get it here for the complete solution of the initial-
boundary problem in the notation used here.

5. The generalized solution of the Cauchy problem for the KG-equation
for N = 2

Let us consider the Cauchy problem for the KG equation of the below form:

□ cû�m2û ¼ f̂ x, tð Þ, x∈RN, t>0, (28)
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The solution of Eq. (19) is convolution of the right part of the equation with its
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□ cÛ �m2Û ¼ δ xð Þδ tð Þ, (20)
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tions of hyperbolic equations on the wave front, the form of which depends on the
dimension of space, their integral representation gives divergent integrals
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and
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û ¼� Û ∗
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, j ¼ Ŵ , t ∗ unjδS xð ÞH tð Þ� �

, j

¼ Ŵ , j ∗ _u x; tð Þnj xð ÞδS xð ÞH tð Þ þ Ŵ , j ∗ u x;0ð Þnj xð ÞδS xð Þδ tð Þ

Since

Ŵ , j ∗ u x;0ð Þnj xð ÞδS xð Þδ tð Þ ¼ Ŵ , j ∗
x
u0 xð Þnj xð ÞδS xð Þ,
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defined by initial data, boundary means of normal derivative of function u x, tð Þ, and
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Solution of Cauchy problem for that equation has been early obtained by
Vladimirov (see [9]). We get it here for the complete solution of the initial-
boundary problem in the notation used here.

5. The generalized solution of the Cauchy problem for the KG-equation
for N = 2

Let us consider the Cauchy problem for the KG equation of the below form:

□ cû�m2û ¼ f̂ x, tð Þ, x∈RN, t>0, (28)
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where f̂ x, tð Þ is a generalized function.
Let us introduce designations r ¼ y� xk k, St xð Þ ¼ y∈ S,  r< ctf g
S�t xð Þ ¼ y∈ S�,  r< ctf g and St xð Þ ¼ y∈ S,  r< ctf g, which we will use further.
In the flat case (N = 2), the Green’s function of Eq. (28) is a regular generalized

function of the form [9]:

ð29Þ

with a weak singularity at the front :

ð30Þ

Its carrier is a light cone: .

Theorem 4. If , , then the solution of the Cauchy
problem has the form:

Proof. The integral notation of formula (23) leads to the formula of the theorem.
All integrals are proper due to the regularity of integrands. The carrier of the kernel
of integrals is a circle expanding over time with the center at the point x.

Note that if the initial conditions and the right-hand side of equation (1)
(source) belong to the class of singular functions admitting convolution with the
Green’s function of the equation, to construct a solution to the Cauchy problem, use
formulas (23) and (29).

Similarly, we construct a solution to the Cauchy problem in the case. The solu-
tion of the problem in this case allows analytic continuation. It can be obtained from
the solution in Theorem 4 replacing m with im.

6. Generalized solution to the Cauchy problem for the KG equation
for N = 3

For N = 3, the Green function (28) (for) is a singular generalized function of the
form [9]:

ð31Þ

where is a simple layer on a light cone [9].

The function is defined by the expression:

46

Mathematical Theorems - Boundary Value Problems and Approximations

ð32Þ

is Bessel function. Because [10],

ð33Þ

at the front , the second term has a finite jump:

ð34Þ

Theorem 5. The solution of the Cauchy problem for the KG-Eq. (28) for N = 3 has
the form:

Proof. It follows from the representation of a generalized solution for the
Cauchy problem taking into account the form of the fundamental solution (30).
The solution of the Cauchy problem for Eq. (28) in the case also allows
analytic continuation by replacing m with im. It has the form:

If the initial functions and the right-hand side of Eq. (1) belong to the class of
singular functions admitting convolution with the Green function of Eq. (28), to
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construct the solution, one should use the formula in ultraprecise form (23). We
construct solutions to initial-boundary value problems.

7. Singular boundary integral equations of plane boundary value
problems

Let us consider the solutions of the posed boundary value problems in the case
N = 2. For the integral representation of the dynamic analogue of the Green
formula, we also calculate for the Green function (29):

ð35Þ

ð36Þ

where

Consider the values of these functions at the front r = ct, t > 0. From (29), (27)
follows that

ð37Þ

Consequently, unlike from U, W and H are continuous at the front.
When , we have an asymptotic representation:

ð38Þ

Now we turn to the integral notation of the dynamic analogue of Green’s
formula for N = 2.

Theorem 6. The solution of the initial-boundary value problem for the KG-equation
in the flat case is representable: for in form of
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for in form of

Proof. In the flat case, the formula of Theorem 3, taking into account the
carriers of the cores, can be written in the integral form:

Substituting the form of the cores (29), (6.2), we obtain the first formula of the
theorem. For , all integrals are convergent, because , and U has an
integrable singularity at the front (30). Let us prove the second formula for .

We write a dynamic analogue of Green's formula for a region with a puncture

ε-vicinity at point x*. We denote

. Because the outside

the area bounded by a compound path :

In this equality, we pass to the limit for . For , arc length

differential in polar coordinates: , therefore

We have the last equality due to the inequality:
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Consider the limit of the first integral:

ð39Þ

We calculate the last limit on the right side.

Since on :

Therefore

Adding, taking into account the last equality, we obtain the second formula of
the theorem. The theorem has been proved.

In the case of the first boundary value problem, the left side of the equation of
Theorem 6.1 and the first integral on the right are known, determined by the
boundary conditions. Solving it, we determine the normal derivative of the desired
function on the boundary, after which the formula of the theorem allows us to
calculate the solution at any point in the domain of definition. In the case of the
second boundary-value problem, we have a BIE to determine the unknown bound-
ary values of the unknown function u from the boundary values of its normal
derivative. Solving it, we determine its values at the border, after which we deter-
mine the solution.

8. Dynamic analog of Green’s formula for solutions of the KG-equation
(N = 3)

To construct a dynamic analogue of Green's formula in integral form, we define

и . By computing formulas (25)and (27), we obtain

ð40Þ
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where

ð41Þ

The values of these functions at the front :

Consequently, W is continuous at the wave front; the last term in the represen-
tation H has a discontinuity of the first kind at the front. When , the
following asymptotics are true:

ð42Þ

ð43Þ

Let us impose the notation for the shift functions:

Theorem 7. The generalized solution of boundary value problems for a homogeneous
KG-equation satisfying zero initial conditions is representable in
the form:

For , the last integral is singular, taken in the sense of the principal value.
Proof. Using the conditions of Theorem and (30), we write in this case a

dynamic analogue of Green’s formula (22). We compute convolution sequentially:
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When , you can change the order of integration, therefore:

Summing up, we obtain the formula of the theorem.
Note that for points when , all cores have no singularities and the

integrals on the right exist and define functions that are regular on a given set. Since
regular functions are on left and right and they are equal on this set as generalized,
by virtue of the du Bois-Reymond lemma [1], they are equal in the usual sense, like
numerical functions.

Let us assume . We write a dynamic analogue of Green's formula for a

region with a puncture vicinity point

Now let us move on to the limit . In the first integral, the integrand has a
weak integrable singularity when r = 0. In the second integral, it does not have a

singularity when r = 0. By virtue of this, the integrals over from these functions

in the third and fourth term tend to zero. It is obvious that
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Moreover, the main value of the integral exists, because the integrand has a
singularity of order on a two-dimensional surface S, function u is continuous

on S, and the characteristic antisymmetric in opposite relative points.

Let us consider the last limit. For , we have , ,
therefore

Passing in (44) to the limit in and transferring the last term to the right
side, we obtain the formula of the theorem. The theorem has been proved.

Formula ( ) gives a singular boundary integral equation for solving the
second initial-boundary value problem. For the first boundary value problem, the
unknown normal derivative falls under the sign of the surface integral with a
weakly polar core. The remaining terms are known.

9. Conclusion

Note that the constructed delayed singular BIE have a nonclassical type; since in
addition to the boundary values u, t of the function and its normal derivative, the
BIE includes a velocity that is unknown for the Dirichlet problem and is known for
the Neumann problem. In addition, the integration region at the boundary depends
on time, which also distinguishes these equations from the SEI for elliptic and
parabolic problems. Solving the Dirichlet problem on the basis of the method of
successive approximations, like elliptic problems, is impossible, since it requires the
determination of boundary values of velocity. However, differentiation of general-
ized solutions on the boundary leads to hypersingular relations. This is a new class
of BIE in delayed potentials, which requires a special study by the methods of
functional analysis. However, to solve the resolving singular BIE that solve the
boundary value problems, numerical boundary element method can be used.
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Chapter 4

Singular Boundary Integral
Equations of Boundary Value
Problems for Hyperbolic
Equations of Mathematical Physics
Lyudmila A. Alexeyeva and Gulmira K. Zakiryanova

Abstract

The method of boundary integral equations is developed for solving the
nonstationary boundary value problems (BVP) for strictly hyperbolic systems of
second-order equations, which are characteristic for description of anisotropic
media dynamics. The generalized functions method is used for the construction of
their solutions in spaces of generalized vector functions of different dimensions.
The Green tensors of these systems and new fundamental tensors, based on it, are
obtained to construct the dynamic analogues of Gauss, Kirchhoff, and Green for-
mulas. The generalized solution of BVP has been constructed, including shock
waves. Using the properties of integrals kernels, the singular boundary integral
equations are constructed which resolve BVP. The uniqueness of BVP solution has
been proved.

Keywords: hyperbolic equations, generalized solution, Green tensor, boundary
value problem, generalized function method

1. Introduction

Investigation of continuous medium dynamics in areas with difficult geometry
with various boundary conditions and perturbations acting on the medium leads to
boundary value problems for systems of hyperbolic and mixed types. An effective
method to solve such problems is the boundary integral equation method (BIEM),
which reduces the original differential problem in a domain to a system of boundary
integral equations (BIEs) on its boundary. This allows to lower dimension of the
soluble equations, to increase stability of numerical procedures of the solution
construction, etc. Note that for hyperbolic systems, BIEM is not sufficiently devel-
oped, while for solving boundary value problems (BVPs) for elliptic and parabolic
equations and systems, this method is well developed and underlies the proof of
their correctness. It is connection with the singularity of solutions to wave equa-
tions, which involve characteristic surfaces, i.e., wavefronts, where the solutions
and their derivatives can have jump discontinuities. As a result, the fundamental
solutions on wavefronts are essentially singular, and the standard methods for
constructing BIEs typical for elliptic and parabolic equations cannot be used.
Therefore, for the development of the BIEM for hyperbolic equations, the theory of
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generalized functions [1, 2] is used. At present, BIEM are applied very extensively
to solve engineering problems.

Here, the second-order strictly hyperbolic systems in spaces of any dimension
are considered. The fundamental solutions of consider systems of equations are
constructed and their properties are studied. It is shown that the class of funda-
mental solutions for our equations in spaces of odd dimensions is described by
singular generalized functions with a surface support (e.g. for R3 � t, this is a single
layer on a light cone). The constructed fundamental solutions of consider systems of
equations are the kernels of BIEs. For systems of hyperbolic equations, the BIE
method is developed. Here, the ideas for solving nonstationary BVPs for the wave
equations in multidimensional space [3, 4] are used and the methods were elabo-
rated for boundary value problems of dynamics of elastic bodies [5–8].

2. Generalized solutions and conditions on wave fronts

Consider the second-order system of hyperbolic equations with constant
coefficients:

Lij ∂x, ∂tð Þu j x, tð Þ þ Gi x, tð Þ ¼ 0, x, tð Þ∈RNþ1 (1)

Lij ∂x, ∂tð Þ ¼ Cml
ij ∂m∂l � δij∂

2
t , i, j ¼ 1,M, m, l ¼ 1,N (2)

Cml
ij ¼ Clm

ij ¼ Cml
ji ¼ Cij

ml (3)

where Gi ∈L2 RNþ1� �
and δij are Kronecker symbols; ∂x ¼ ∂1, … ∂Nð Þ, ∂i ¼ ∂=∂xi,

and ∂t ¼ ∂=∂t are Partial derivatives; and also we will use following notations
ui, j ¼ ∂ jui and ui, t ¼ ∂tui.

ThematrixCml
ij , whose indicesmay be permitted in accordancewith above indicated

symmetry properties (3), satisfies the following condition of strict hyperbolicity:

W n, vð Þ ¼ Cml
ij nmnlv

iv j >0 ∀n 6¼ 0, v 6¼ 0

Here everywhere like numbered indices indicate summation in specified limits
of their change (so as in tensor convolutions).

By the virtue of positive definiteness W, the characteristic equation of the
system (1)

det Cml
ij nmnl � c2δij

n o
¼ 0, nk k ¼ 1 (4)

has 2M valid roots (with the account of multiplicity):

c ¼ �ck nð Þ : 0< ck ≤ ckþ1, k ¼ 1,M� 1

They are sound velocities of wave prorogations in physical media which are
described by such equations. In a general case, they depend on a wave vector n.

It is known that the solutions of the hyperbolic equations can have characteristic
surfaces on which the jumps of derivatives are observed [9]. To receive the condi-
tions on jumps, it is convenient to use the theory of generalized functions.

Denote through D0
M RNþ1� �

the space of generalized vector functions

f̂ x, tð Þ ¼ f̂ 1, … , f̂ M
� �

determined on the space DM RNþ1� �
of finite and indefinitely
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differentiable vector functions φ x, tð Þ ¼ φ1, … ,φMð Þ: For regular f̂ , this linear
function is presented in integral form:

f̂ x, tð Þ,φ x, tð Þ
� �

¼
ð∞

�∞

dτ
ð

RN

f i x, τð Þφi x, τð ÞdV xð Þ, ∀φ∈DM RNþ1� �
, i ¼ 1,M

dV ¼ dx1 … dxN (further, we shall say everywhere generalized function instead of
generalized vector function).

Let u x, tð Þ be the solution of Eq. (1) in RNþ1, continuous, twice differentiable
almost everywhere, except for characteristic surface F which is motionless in RNþ1

and mobile in RN (wave front Ft). On surface, Ft derivatives can have jumps. The
equation of F is Eq. (4). We denote ν ¼ n1, … nN, ntð Þ ¼ n, ttð Þ, n ¼ n1, … nNð Þ,
where ν is a normal vector to the characteristic surface F in RNþ1, and n is unit wave
wave vector in RN directed in the direction of propagation Ft. It is assumed that the
surface F is piecewise smooth with continuous normal on its smooth part.

Let us consider Eq. (1) in the space D0
M RNþ1� �

and its solutions in this space are
named as generalized solutions of Eq. (1) (or solutions in generalized sense).

The solution u(x,t) is considered as a regular generalized function and we denote
û(x, t) = u(x, t), accordingly Ĝ (x,t) =G(x,t). Let û(x,t) be the solution of Eq. (1) in
D0

M RNþ1� �
.

Theorem 2.1. If û(x,t) is the generalized solution of Eq. (1), then there are next
conditions on the jumps of its components and derivatives:

ui x, tð Þ½ �Ft
¼ 0 (5)

σmi nm � cui, t
� �

Ft
¼ 0 (6)

where σmi ¼ Cml
ij u j, l and the velocity c of a wave front Ft coincides with one of ck.

Proof. By the account of differentiation of regular generalized function rules
[2], we receive:

Lij ∂x, ∂tð Þû j x, tð Þ þ Ĝi x, tð Þ ¼ σmi νm � νtui, t
� �

FδF x, tð Þþ

þCml
ij ∂m u j

� �
FνlδF x, tð Þ� �� ui½ �FνtδF x, tð Þ� �

, t (7)

Here, α x, tð ÞδF(x,t) is singular generalized function, which is a simple layer on
the surface F with specified density α ¼ α1, … , αMð Þ :

α x, tð ÞδF x, tð Þ,φ x, tð Þð Þ ¼
ð

F

αi x, tð Þφi x, tð ÞdS x, tð Þ, ∀φ x, tð Þ∈DM RNþ1� �

dS x, tð Þ is the differential of the surface in a point x, tð Þ and (ν,νt) =
ν1, … , νN, νtð Þ is a unit vector, normal to characteristic surface F.

If F x, tð Þ ¼ 0 is an equation of wave front, then

ν, νtð Þ ¼ gradF,F, tð Þ= gradF,F, tð Þk k:

If the right part of expression (7) is equal to zero, then the function û(x,t) will
satisfy to the Eq. (1) in a generalized sense. The natural requirement of the conti-
nuity of the solutions at transition through wave front F
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ui x, tð Þ½ �F ¼ 0 (8)

vanishes only two last composed right parts of Eq. (7). Hence, it is necessary that

σmi νm � νtui, t
� �

F ¼ 0 (9)

These conditions on the appropriate mobile wave front Ft we can write down with
the account Eq. (4). By virtue of continuity of function u(x,t) for (x,t)∈Ft, we have

f x; tð Þ½ �F ¼ lim
ε!þ0

f xþ εν; tþ ενtð Þ � f x� εν; t� ενtð Þð Þ
¼ lim

ε!þ0
f xþ εn; tð Þ � f x� εn; tð Þð Þ ¼ f x; tð Þ½ �Ft

;

therefore the condition (5) is equivalent to (8).
If x, tð Þ∈Ft, then xþ cnΔt, tþ Δtð Þ∈FtþΔt. Therefore,

F xþ cnΔt, tþ Δtð Þ � F x, tð Þ ¼ c F, j, n j
� �þ F, t

� �
Δt ¼ 0

From here, we have

c ¼ �F, t= F, j, n j
� � ¼ �νt=

ffiffiffiffiffiffiffi
νiνi

p

By virtue of it, the condition (9) will be transformed to the kind (6), where c, for
each front, coincides with one of ck. The theorem has been proved.

Corollary. On the wave fronts

nlui, t þ cui, l½ �Ft
¼ 0, i ¼ 1,M, l ¼ 1,N (10)

The proof follows from the condition of continuity (5). The expression (10) is
the condition of the continuity of tangent derivative on the wave front.

In the physical problems of solid and media, the corresponding condition (6) is a
condition for conservation of an impulse at fronts. This condition connects a jump
of velocity at a wave fronts with stresses jump. By this cause, such surfaces are
named as shock wave fronts.

Definition 1. The solution of Eq. (1), u(x,t), is named as classical one if it is
continuous on RNþ1, twice differentiable almost everywhere on RNþ1, and has
limited number of piecewise smooth wave fronts on which conditions jumps (5)
and (6) are carried out.

3. Fundamental matrices

3.1 The Green’s matrix of second-order system of hyperbolic equations

Let us construct fundamental solutions of Eq. (1) on D0
M RNþ1� �

.
Definition 2. Ujk x, tð Þ is the Green’s matrix of Eq. (1) if it satisfies to equations

Lij ∂x, ∂tð ÞUjk x, tð Þ þ δikδ xð Þδ tð Þ ¼ 0, i, j, k ¼ 1,M (11)

and next conditions:

Ujk x, tð Þ ¼ 0 for t<0, ∀x, (12)
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Ujk x, 0ð Þ ¼ 0 for x 6¼ 0 (13)

Here, by definition,

δikδ x, tð Þ,φi x, tð Þð Þ ¼ φk 0, 0ð Þ ∀φ∈D0
M RNþ1� �

For construction of Green’s matrix, it is comfortable to use Fourier transforma-
tion, which brings Eq. (11) to the system of linear algebraic equations of the kind

Ljk �iξ,�iωð ÞUkl ξ,ωð Þ þ δjl ¼ 0, j, k, l ¼ 1,M

Here, ξ,ωð Þ ¼ ξ1,… ,ξN,ω
� �

is the Fourier variables appropriate to x, tð Þ.
By permitting the system, we receive transformation of Green’s matrix which by

virtue of differential polynomials uniformity looks like:

Ujk ξ,ωð Þ ¼ Qjk ξ,ωð ÞQ�1 ξ,ωð Þ (14)

where Qjk are the cofactors of the element with index (k, j) of the matrix
L �iξ,�iωð Þf g; and Q is the symbol of operator L:

Q ξ,ωð Þ ¼ det Lkj �iξ,�iωð Þ� �

There are the following relations of symmetry and homogeneous:

Qjk ξ,ωð Þ ¼ Qjk �ξ,ωð Þ ¼ Qjk ξ,�ωð Þ,Q ξ,ωð Þ ¼ Q �ξ,ωð Þ ¼ Q ξ,�ωð Þ (15)

Qjk λξ, λωð Þ ¼ λ2M�2Qjk ξ,ωð Þ,Q λξ, λωð Þ ¼ λ2MQ ξ,ωð Þ (16)

By virtue of strong hyperbolicity characteristic equation,

Q ξ,ωð Þ ¼ 0

has 2M roots. It is a singular matrix. There is not a classic inverse Fourier
transformation of it. It defines the Fourier transformation of the full class of fun-
damental matrices which are defined with accuracy of solutions of homogeneous
system (1). Components of this matrix are not a generalized function. To calculate
the inverse transformation, it is necessary to construct regularisation of this matrix
in virtue of properties (12) and (13) of Green tensor. The following theorems has
been proved [10]:

Theorem 3.1. If cq q ¼ 1,M
� �

are unitary roots of Eq. (4), then the Green’s matrix
of system (1) has form

Ujk x, tð Þ ¼ σNH tð Þ
XM
q¼1

ð

ek k¼1

Ajk e, cq
� �

� e, xð Þ þ cq eð Þt� i0
� �1�N � e, xð Þ � cq eð Þt� i0

� �1�N
n o

dS eð Þ

where σN ¼ 2πið Þ�N N � 2ð Þ!, Ajk e, cq
� � ¼ Qjk e, cq

� �
=2 cqQmm e, cq

� �� �
, and H tð Þ is

Heaviside’s function.
Theorem 3.2. If cq q ¼ 1,M

� �
are roots of Eq. (4) with multiplicity mq, then the

Green’s matrix of system (1) has form
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Ujk x, tð Þ ¼ σNH tð Þ
X
q
mq

ð

RN

Q
mq�1ð Þ

jk,ω e, cq
� �

Q,
mqð Þ

ω e, cq
� �� ��1

� e, xð Þ þ cq eð Þt� i0
� �1�N � e, xð Þ � cq eð Þt� i0

� �1�N
n o

dS eð Þ

Here, the top index in brackets designate the order of derivative on ω.
So, the construction of a Green’s matrix is reduced to the calculation of integrals

on unit sphere. For odd N, these theorems allow to build the Green’s matrix ε-
approach only. For even N and for ε�approach, it is required to integrate
multidimensional surface integral over unit sphere. However, in a number of cases,
this procedure can be simplified.

We notice that if the original of Q�1 is known, i.e.

J x, tð Þ ¼ F�1 Q�1 ξ,ωð Þ� �
,

which is built in view of conditions (12), then it is easy to restore the Green’s matrix

Ujk x, tð Þ ¼ Qjk i∂x, i∂tð ÞJ x, tð Þ (17)

In the case of invariance of Eq. (1) relative to group of orthogonal transforma-
tions, a symbol of the operator Lij is a function of only two variables ξk k,ω and can
be presented in the form:

Q ξ,ωð Þ ¼ iωð Þ2Mq ξk kω�1� �
: (18)

It essentially simplifies the construction of the original using the Green’s func-
tions of classical wave equations. For this purpose, it is necessary to spread out
Q�1 ξ,ωð Þ on simple fractions. In the case of simple roots,

Q ξ,ωð Þ ¼
YM

k¼1

ξk k2 � ω2=c2k
� �

Q�1 ξ,ωð Þ ¼ �iωð Þ�2Mþ2
XM

k¼1

Ak ξk k2 � ω2=c2k
� ��1

(19)

where Ak is the decomposition constant. It is easy to see that summand in round
brackets under summation sign is the symbol of the classical wave operator

Dk ¼ c�2
k ∂

2
t � ΔN :

Here, ΔN is the Laplacian for which the Green’s function UN x, tð Þ has been
investigated well [11].

From Theorem 3.1 follows the support UN x, t, cð Þ is:

Kþ
c ¼ x, tð Þ : xk k≤ ct, t>0f g

in RNþ1 for even N and it is sound cone

Kc ¼ x, tð Þ : xk k ¼ ct, t>0f g

for odd N:
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For example,U3 is the simple layer on a cone [10] and it is the singular generalized
function. In this case, J x, tð Þ is convolution over t Green’s function with H tð Þ:

J x, tð Þ ¼
XM

k¼1

Ak H tð Þ ∗ t … H tð Þ ∗ tUN x, t, ckÞð Þð Þ:ð (20)

Here, the convolution over t undertakes (2 M � 2) time, which exists, by virtue
of, on semi-infinite at the left of supports of functions [11]. It is easy to check up
that the boundary conditions (12) and (13) are carried out as UN x, t, cð Þ which
satisfies them. We formulate this result as:

Theorem 3.3. If the symbol of the operator L is presented in form (18) and ck are
simple roots of Eq. (4), then Ujk x, tð Þ is defined by the formula (17), where J x, tð Þ looks
like (20).

If ck have multiplicity mk in decomposition as (20), degrees ξk k2 � ω2=c2k
� ��m

m ¼ 1,mk
� �

can appear. Using the property of convolution transformation, we
receive their original in kind of complete convolution over (x,t):

F�1 ξk k2 � ω2=c2k
� ��mh i

¼ UN x, t, cð Þ ∗ … m ∗UN x, t, cÞð Þð

Then, the procedure of construction of a Green’s matrix is similar to the
described one.

We notice that as follows from (20) in a case of N = 1, 2, the convolution
operation is reduced to calculate regular integrals of simple kind:

UN x, tð Þ ∗ tH tð Þ ¼
ðt

0

UN x, t� τð Þdτ

UN x, tð Þ ∗ tUN x, tð Þ ¼
ð

RN

dV yð Þ
ðt

0

UN x� y, t� τð ÞUN y, τð Þdτ

But already for N = 3 and more, the construction of convolutions is non-trivial,
and for their determination, its definition in a class of generalized functions should
be used.

For any regular function Ĝ∈D0
M RNþ1� �

: supt Ĝ∈ 0,∞ð Þ, the appropriate
solution of Eq. (1) looks like the convolution

ûi ¼ Uik ∗ Ĝk:

For regular functions, it has integral representation in form of retarded potential:

ûi x, tð Þ ¼ H tð Þ
ð∞

0

dτ
ð

RN

Uik x� y, τð ÞGk y, t� τð ÞdV yð Þ

If Eqs. (1) are invariant, concerning the group of orthogonal transformations,
then ck do not depend on n. In physical problems, the isotropy of medium is reduced
to the specified property.
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Ujk x, tð Þ ¼ σNH tð Þ
X
q
mq

ð

RN

Q
mq�1ð Þ

jk,ω e, cq
� �

Q,
mqð Þ

ω e, cq
� �� ��1

� e, xð Þ þ cq eð Þt� i0
� �1�N � e, xð Þ � cq eð Þt� i0

� �1�N
n o

dS eð Þ

Here, the top index in brackets designate the order of derivative on ω.
So, the construction of a Green’s matrix is reduced to the calculation of integrals

on unit sphere. For odd N, these theorems allow to build the Green’s matrix ε-
approach only. For even N and for ε�approach, it is required to integrate
multidimensional surface integral over unit sphere. However, in a number of cases,
this procedure can be simplified.

We notice that if the original of Q�1 is known, i.e.

J x, tð Þ ¼ F�1 Q�1 ξ,ωð Þ� �
,

which is built in view of conditions (12), then it is easy to restore the Green’s matrix

Ujk x, tð Þ ¼ Qjk i∂x, i∂tð ÞJ x, tð Þ (17)

In the case of invariance of Eq. (1) relative to group of orthogonal transforma-
tions, a symbol of the operator Lij is a function of only two variables ξk k,ω and can
be presented in the form:

Q ξ,ωð Þ ¼ iωð Þ2Mq ξk kω�1� �
: (18)

It essentially simplifies the construction of the original using the Green’s func-
tions of classical wave equations. For this purpose, it is necessary to spread out
Q�1 ξ,ωð Þ on simple fractions. In the case of simple roots,

Q ξ,ωð Þ ¼
YM

k¼1

ξk k2 � ω2=c2k
� �

Q�1 ξ,ωð Þ ¼ �iωð Þ�2Mþ2
XM

k¼1

Ak ξk k2 � ω2=c2k
� ��1

(19)

where Ak is the decomposition constant. It is easy to see that summand in round
brackets under summation sign is the symbol of the classical wave operator

Dk ¼ c�2
k ∂

2
t � ΔN :

Here, ΔN is the Laplacian for which the Green’s function UN x, tð Þ has been
investigated well [11].

From Theorem 3.1 follows the support UN x, t, cð Þ is:

Kþ
c ¼ x, tð Þ : xk k≤ ct, t>0f g

in RNþ1 for even N and it is sound cone

Kc ¼ x, tð Þ : xk k ¼ ct, t>0f g

for odd N:
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3.2 The Green’s tensor of elastic medium

For isotropic elastic medium constants, the matrix is equal to

Cml
ij ¼ ρ λδml δ

j
i þ μ δmi δ

l
j þ δmj δ

l
i

� �n o
:

The coefficients of Eq. (1) depend only on two sound velocities

c1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λþ 2μð Þ=ρ

p
, c2 ¼

ffiffiffiffiffiffiffiffi
μ=ρ

p
,

where ρ is the density of medium, and λ and μ are elastic Lame parameters.
These two speeds are velocities of propagation of dilatational and shearing waves.
Wave fronts for Green’s tensor are two spheres expanding with these velocities.

In the case of plane deformation N = M = 2, an appropriate Green’s tensor was
constructed in [5, 6]. For the space deformation N = M = 3, the expression of a
Green’s tensor was represented in [6].

For anisotropic medium in a plane case (N = M = 2), the Green’s tensor was
constructed in [12, 13]. For such medium, the wave propagation velocities depend on
direction n and the form of wave fronts essentially depends on coefficients of Eq. (1).
Anisotropic mediums with weak and strong anisotropy of elastic properties in the case
of plane deformation were considered in [12–15]. In the first case, the topological type
of wave fronts is similar to extending spheres. In the second case, the complex wave
fronts and lacunas appear [16]. Lacunas are the mobile unperturbed areas limited by
wave fronts and extended with current of time. Such medium has sharply waveguide
properties in the direction of vector of maximal speeds. The wave fronts and the
components of Green’s tensor for weak and strong anisotropy are presented in [15].
The calculations are carried out for crystals of aragonite, topaz and calli pentaborat.

3.3 The fundamental matrices V̂, T̂, Ŵ, Û
sð Þ
, T̂

sð Þ

For solution of BVP using Green’s matrix Û, we introduce the fundamental
matrices Ŝ and T̂ with elements given by

Ŝ
m
ik x, tð Þ ¼ Cml

ij ∂lÛ
k
j, Γk

i x, t, nð Þ ¼ Ŝ
m
iknm, (21)

T̂
i
k x, t, nð Þ ¼ �Γk

i x, t, nð Þ ¼ �Cml
ij nm∂lÛ

k
j, (22)

i, j, k ¼ 1,M, m, l ¼ 1,N:

Then, the equation for Û can be written as

Ŝ
l
ik, l � Û

k
i , tt þ δki δ xð Þδ xð Þ ¼ 0:

From the invariance of the equations for Û under the symmetry transformations
y ¼ �x, some symmetry properties of introduced matrices follows:

Û
k
i x, tð Þ ¼ Û

k
i �x, tð Þ, Û

k
i x, tð Þ ¼ Û

i
k x, tð Þ, Ŝ

m
ik x, tð Þ ¼ �Ŝ

m
ik �x, tð Þ, (23)

T̂
k
i x, t, nð Þ ¼ �T̂

k
i �x, t, nð Þ ¼ �T̂

k
i x, t,�nð Þ: (24)

Is easy to prove [17].
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Theorem 3.4. For fixed k and n, the vector T̂
k
i x, t, nð Þ is the fundamental solution of

system (1) corresponding to

Gi ¼ Cml
ik nmδ, l xð Þδ tð Þ:

The matrix T̂ is called a multipole matrix, since it describes the fundamental
solutions of system (1) generated by concentrated multipole sources (see [18]).

Primitives of the matrix. The primitive of the multipole matrix is introduced as
convolution over time:

Ŵ
k
j x, t, nð Þ ¼ T̂

k
j x, t, nð Þ ∗ tH tð Þ,

which is the primitive of the corresponding matrices with respect to t:

∂tV̂
k
i ¼ Û

k
i x, tð Þ, ∂tŴ

k
i ¼ T̂

k
i x, t, nð Þ:

It is easy to see that V̂
k
i and Ŵ

k
i are fundamental solutions to system (1) of the form

Lij ∂x, ∂tð ÞV̂k
j þ δki δ xð ÞH tð Þ ¼ 0, (25)

Lij ∂x, ∂tð ÞŴk
j þ nmCml

ki δ, l xð ÞH tð Þ ¼ 0:

Relation (23) implies the following symmetry properties of the above matrices:

V̂
k
i x, tð Þ ¼ V̂

k
i �x, tð Þ, V̂

k
i x, tð Þ ¼ V̂

i
k x, tð Þ,

Ŵ
k
i x, t, nð Þ ¼ �Ŵ

k
i �x, t, nð Þ ¼ �Ŵ

k
i x, t,�nð Þ: (26)

The Green’s matrix of the static equations for Û
k sð Þ
i xð Þ (when the t-derivatives in

(1) are zero) is defined by

Lij ∂x, 0ð ÞÛk sð Þ
j xð Þ þ δki δ xð Þ ¼ 0, (27)

Û
k sð Þ
i xð Þ ! 0, ∥x∥ ! ∞: (28)

By analogy with (22), we define the matrix

T̂
k sð Þ
i x, nð Þ ¼ �Cml

kj nm∂lÛ
i sð Þ
j :

Obviously, we have the symmetry relations

T̂
k sð Þ
i x, nð Þ ¼ �T̂

k sð Þ
i �x, nð Þ ¼ �T̂

k sð Þ
i x,�nð Þ: (29)

Theorem 3.4 implies the following result.

Corollary. T̂
k sð Þ
i is a fundamental solution of the static equations:

Lij ∂x, 0ð ÞTk sð Þ
j � nmCml

ki δ, l xð Þ ¼ 0:

It is easy to see that this is an elliptic system.
The following theorem have been proved [17].
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Theorem 3.5. The following representations take place

V̂
k
i x, tð Þ ¼ Uk sð Þ

i xð ÞH tð Þ þ Vk dð Þ
i x, tð Þ, (30)

Ŵ
k
i x, tð Þ ¼ Tk sð Þ

i xð ÞH tð Þ þWk dð Þ
i x, tð Þ, (31)

where Uk sð Þ
i xð ÞH tð Þ and Tk sð Þ

i xð ÞH tð Þ are regular functions for x 6¼ 0. As ∥x∥ ! 0,

Uk sð Þ
i xð Þ � ln ∥x∥AN

ik exð Þ, Tk sð Þ
i xð Þ � ∥x∥�1BN

ik exð Þ, N ¼ 2,

Uk sð Þ
i xð Þ � ∥x∥�Nþ2AN

ik exð Þ, Tk sð Þ
i xð Þ � ∥x∥�Nþ1BN

ik exð Þ, N > 2: (32)

Here, ex ¼ x=∥x∥,AN
ik eð Þ, andBN

ik eð Þ are continuous and bounded functions on the

sphere ∥e∥ ¼ 1, and Vk dð Þ
i andWk dð Þ

i are regular functions that are continuous at x ¼
0and t>0. For any N,

Vk dð Þ
i x, tð Þ ¼ 0 Wk dð Þ

i x, tð Þ ¼ 0 for ∥x∥> max
k¼1,M

max
∥e∥¼1

ck eð Þt,

and for odd N, these relations hold for ∥x∥< min
k¼1,M

min
∥e∥¼1

ck eð Þt:.

4. Statement of the initial BVP

Consider the system of strict hyperbolic equations (1). Assume that x∈ S� ⊂RN,
where S� is an open bounded set; x, tð Þ∈D�, D� ¼ S� � 0,∞ð Þ, D�

t ¼ S� �
0, tð Þ, t>0; D ¼ S� 0,∞ð Þ, and Dt ¼ S� 0, tð Þ.

The boundary S of S� is a Lyapunov surface with a continuous outward normal
n xð Þ ∥n∥ ¼ 1ð Þ:

∥n x2ð Þ � n x1ð Þ∥ ¼ O ∥x2 � x1∥β
� �

, β>0, x1 ∈ S, x2 ∈ S:

It is assumed that G is a locally integrable (regular) vector function.

G ! 0 as t ! þ∞, ∀x∈ S�:

Furthermore, u∈C D� þDð Þ, where u is a twice differentiable vector function
almost everywhere on D�, except for possibly the characteristic surfaces (F) in
RNþ1, which correspond to the moving wavefronts (Ft) RN. On them, conditions (5)
and (6) are satisfied.

It is assumed that the number of wavefronts is finite and each front is almost
everywhere a Lyapunov surface of dimension N � 1.

Problem 1. Find a solution of system (1) satisfying conditions (5)–(7) if the
boundary values of the following functions are given:

the initial values

ui x, 0ð Þ ¼ u0i xð Þ, x∈ S� þ S (33)

ui, t x, 0ð Þ ¼ u1i xð Þ, x∈ S�; (34)

the Dirichlet conditions
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ui x, tð Þ ¼ uSi x, tð Þ, x∈ S, t≥0; (35)

and the Neumann-type conditions

σli x, tð Þnl xð Þ ¼ gi x, tð Þ, x∈ S, t≥0, i ¼ 1,N: (36)

Problem 2. Construct resolving boundary integral equations for the solution of
the following boundary value problems.

Initial-boundary value problem I. Find a solution of system (1) that satisfies
boundary conditions (33)–(35) and front conditions (5)–(7).

Initial-boundary value problem II. Find a solution of system (1) that satisfies
boundary conditions (33), (34), and (36) and front conditions (5)–(7).

These solutions are called classical.
Remark. Wavefronts arise if the initial and boundary data do not obey the

compatibility conditions

wi x, 0ð Þ ¼ u0i xð Þ, uSi , t x, 0ð Þ ¼ u1i xð Þ, x∈ S:

In physical problems, they describe shock waves, which are typical when the
external actions (forces) have a shock nature and are described by discontinuous or
singular functions.

5. Uniqueness of solutions of BVP

Define the functions

W uð Þ ¼ 0, 5Cml
ij ui, mu j, l, K uð Þ ¼ 0, 5∥u, t∥2,

E uð Þ ¼ K uð Þ þW uð Þ, L uð Þ ¼ K uð Þ �W uð Þ,

which are called the densities of internal, kinetic, and total energy of the system,
respectively, and L is the Lagrangian.

Theorem 5.1. If u is a classical solution of the Dirichlet (Neumann) boundary value
problem, then

ð

D�
t

L u x, tð Þð ÞdV x, tð Þ ¼
ð

D�
t

Gi x, tð Þui x, tð ÞdV x, tð Þþ

þ
ð

Dt

gi x, tð ÞuSi x, tð ÞdS x, tð Þ �
ð

S�

ui x, tð Þui, t x, tð Þ � u0i xð Þu1i xð Þ� �
dV xð Þ

Here and below, dV xð Þ ¼ dx1 … dxN, dV x, tð Þ ¼ dV xð Þdt; dS xð Þ, and, dS x, tð Þ
are the differentials of the area of S and D, respectively.

Proof. Multiplying (1) by ui and summing the result over i, after simple algebra,
we obtain the expression

L ¼ Cml
ij u j,mui

� �
, l � uiui, tð Þ, t þ Giui:

This equality is integrated over Dt taking into account the front discontinuities
and using the Gauss-Ostrogradsky theorem and initial conditions (33) and (34) to
obtain
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Uk sð Þ
i xð Þ � ln ∥x∥AN

ik exð Þ, Tk sð Þ
i xð Þ � ∥x∥�1BN

ik exð Þ, N ¼ 2,

Uk sð Þ
i xð Þ � ∥x∥�Nþ2AN

ik exð Þ, Tk sð Þ
i xð Þ � ∥x∥�Nþ1BN

ik exð Þ, N > 2: (32)

Here, ex ¼ x=∥x∥,AN
ik eð Þ, andBN

ik eð Þ are continuous and bounded functions on the

sphere ∥e∥ ¼ 1, and Vk dð Þ
i andWk dð Þ

i are regular functions that are continuous at x ¼
0and t>0. For any N,

Vk dð Þ
i x, tð Þ ¼ 0 Wk dð Þ

i x, tð Þ ¼ 0 for ∥x∥> max
k¼1,M

max
∥e∥¼1

ck eð Þt,

and for odd N, these relations hold for ∥x∥< min
k¼1,M

min
∥e∥¼1

ck eð Þt:.

4. Statement of the initial BVP

Consider the system of strict hyperbolic equations (1). Assume that x∈ S� ⊂RN,
where S� is an open bounded set; x, tð Þ∈D�, D� ¼ S� � 0,∞ð Þ, D�

t ¼ S� �
0, tð Þ, t>0; D ¼ S� 0,∞ð Þ, and Dt ¼ S� 0, tð Þ.

The boundary S of S� is a Lyapunov surface with a continuous outward normal
n xð Þ ∥n∥ ¼ 1ð Þ:

∥n x2ð Þ � n x1ð Þ∥ ¼ O ∥x2 � x1∥β
� �

, β>0, x1 ∈ S, x2 ∈ S:

It is assumed that G is a locally integrable (regular) vector function.

G ! 0 as t ! þ∞, ∀x∈ S�:

Furthermore, u∈C D� þDð Þ, where u is a twice differentiable vector function
almost everywhere on D�, except for possibly the characteristic surfaces (F) in
RNþ1, which correspond to the moving wavefronts (Ft) RN. On them, conditions (5)
and (6) are satisfied.

It is assumed that the number of wavefronts is finite and each front is almost
everywhere a Lyapunov surface of dimension N � 1.

Problem 1. Find a solution of system (1) satisfying conditions (5)–(7) if the
boundary values of the following functions are given:

the initial values

ui x, 0ð Þ ¼ u0i xð Þ, x∈ S� þ S (33)

ui, t x, 0ð Þ ¼ u1i xð Þ, x∈ S�; (34)

the Dirichlet conditions
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ui x, tð Þ ¼ uSi x, tð Þ, x∈ S, t≥0; (35)

and the Neumann-type conditions

σli x, tð Þnl xð Þ ¼ gi x, tð Þ, x∈ S, t≥0, i ¼ 1,N: (36)

Problem 2. Construct resolving boundary integral equations for the solution of
the following boundary value problems.

Initial-boundary value problem I. Find a solution of system (1) that satisfies
boundary conditions (33)–(35) and front conditions (5)–(7).

Initial-boundary value problem II. Find a solution of system (1) that satisfies
boundary conditions (33), (34), and (36) and front conditions (5)–(7).

These solutions are called classical.
Remark. Wavefronts arise if the initial and boundary data do not obey the

compatibility conditions

wi x, 0ð Þ ¼ u0i xð Þ, uSi , t x, 0ð Þ ¼ u1i xð Þ, x∈ S:

In physical problems, they describe shock waves, which are typical when the
external actions (forces) have a shock nature and are described by discontinuous or
singular functions.

5. Uniqueness of solutions of BVP

Define the functions

W uð Þ ¼ 0, 5Cml
ij ui, mu j, l, K uð Þ ¼ 0, 5∥u, t∥2,

E uð Þ ¼ K uð Þ þW uð Þ, L uð Þ ¼ K uð Þ �W uð Þ,

which are called the densities of internal, kinetic, and total energy of the system,
respectively, and L is the Lagrangian.

Theorem 5.1. If u is a classical solution of the Dirichlet (Neumann) boundary value
problem, then

ð

D�
t

L u x, tð Þð ÞdV x, tð Þ ¼
ð

D�
t

Gi x, tð Þui x, tð ÞdV x, tð Þþ

þ
ð

Dt

gi x, tð ÞuSi x, tð ÞdS x, tð Þ �
ð

S�

ui x, tð Þui, t x, tð Þ � u0i xð Þu1i xð Þ� �
dV xð Þ

Here and below, dV xð Þ ¼ dx1 … dxN, dV x, tð Þ ¼ dV xð Þdt; dS xð Þ, and, dS x, tð Þ
are the differentials of the area of S and D, respectively.

Proof. Multiplying (1) by ui and summing the result over i, after simple algebra,
we obtain the expression

L ¼ Cml
ij u j,mui

� �
, l � uiui, tð Þ, t þ Giui:

This equality is integrated over Dt taking into account the front discontinuities
and using the Gauss-Ostrogradsky theorem and initial conditions (33) and (34) to
obtain
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ð

D�
t

L u x, tð Þð ÞdV x, tð Þ ¼
ð

D�
t

Cml
ij u j,mui

� �
, l � uiui, tð Þ, tdV x, tð Þþ

þ
ð

D�
t

Gi x, tð Þui x, tð ÞdV x, tð Þ ¼
ð

Dt

σlinl xð Þui x, tð ÞdS x, tð Þ�

�
ð

S

uiui, t x, tð Þ � uiui, t x, 0ð ÞÞdS x, tð Þ þ
ð

D�
t

Gi x, tð Þui x, tð ÞdV x, tð Þþ

þ
X
k

ð

Fk ∩D�
t

ui νkl σ
l
i x, tð Þ � νkt ui, t x, tð Þ� �

Fk
dFk x, tð Þ

Here, νkl , and νkt are the components of the unit normal vector to the front
Fk x, tð Þ in RNþ1, for which we have [17]

νkt ¼ �ck= νkjν
k
j

� �1=2
, (37)

where ck is the velocity of the front. With the notation introduced, the relation
(37) and the front condition (7) yield the assertion of the theorem.

It is easy to see that the following result holds true.
Corollary. If ui x, 0ð Þ ¼ 0, ui, t x, 0ð Þ ¼ 0, and

lim
t!þ∞

ui, l ! 0, lim
t!þ∞

ui, t ! 0, x∈ S�,

then
ð

D�

L u x, tð Þð ÞdV x, tð Þ ¼
ð

D�

Gi x, tð Þui x, tð ÞdV x, tð Þ þ
ð

D

gi x, tð ÞuSi x, tð ÞdS x, tð Þ

is proved in the following theorem [17]:
Theorem 5.2. If u is a classical solution of the Dirichlet (Neumann) boundary value

problem, then

ð

S�

E u, tð Þ � E u, 0ð Þð ÞdV xð Þ ¼

ð

D�
t

Gi x, tð Þui, t x, tð ÞdV x, tð Þ þ
ð

Dt

gi x, tð ÞuSi , t x, tð ÞdS x, tð Þ:

It is easy to see that this theorem implies the uniqueness of the solutions to the
initial-boundary value problems in question.

Theorem 5.3. If a classical solution of the Dirichlet (Neumann) boundary value
problem exists and satisfies the conditions

lim
t!þ∞

ui, l ! 0, lim
t!þ∞

ui, t ! 0, ∀x∈ S�,

then this solution is unique.
Proof. Since the problem is linear, it suffices to prove the uniqueness of the

solution to the homogeneous boundary value problem. If there are two solutions u1
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and u2, then their difference u ¼ u1 � u2 satisfies the system of equations with G ¼
0 and the zero initial conditions, i.e.

umi xð Þ ¼ 0 m ¼ 0, 1ð Þ:

The vector u on the boundary S satisfies the homogeneous boundary conditions

ui x, tð Þ ¼ 0 or gi x, tð Þ ¼ 0:

Theorem 5.2 yields

ð

S

E u, tð ÞdS xð Þ ¼
ð

S

K u, tð Þ þW u, tð Þð ÞdS xð Þ ¼ 0:

Since the integrand is positive definite and by the conditions of the theorem, we
have u � 0. The theorem is proved.

6. Analogues of the Kirchhoff and Green’s formulas

Let us assume that S is a smooth boundary with a continuous normal of a set S�.
The characteristic function H�

S xð Þ of a set S� is defined for x∈ S as

H�
S xð Þ ¼ 1=2 (38)

The Heaviside function H tð Þ is extended to zero by setting H 0ð Þ ¼ 1=2. Define
the characteristic function of D� as

H�
D x, tð Þ ¼ H�

S xð ÞH tð Þ (39)

Accordingly, for u defined on D�, we introduce the generalized function

û x, tð Þ ¼ uH�
D x, tð Þ, (40)

which is defined on the entire space RNþ1. Similarly,

Ĝk x, tð Þ ¼ GkH�
D x, tð Þ: (41)

Let Û
k
i x, tð Þ denotes the Green’s matrix, i.e. the fundamental solution of Eq. (1)

that corresponds to the function Fi ¼ δki δ xð Þδ tð Þ and satisfies the conditions

Û
k
i x, 0ð Þ ¼ 0, Û

k
i , t x, 0ð Þ ¼ 0, x 6¼ 0 (42)

For system (1), such a matrix was constructed in [10].
The primitive of Green’s matrix with respect to t is defined as

V̂
k
i x, tð Þ ¼ Û

k
i x, tð Þ ∗ tH tð Þ ) ∂tV̂

k
i ¼ Û

k
i : (43)

Here and below, the star denotes the complete convolution with respect to x, tð Þ,
while the variable under the star denotes the incomplete convolution with respect to
x or t, respectively. The convolution exists since the supports are semibounded with
respect to t. Clearly, the convolution is the solution of Eq. (1) at Fi ¼ δki δ xð ÞH tð Þ.
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� �
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þ
ð

D�
t
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ð

Dt
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�
ð

S
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ð

D�
t
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þ
X
k

ð

Fk ∩D�
t

ui νkl σ
l
i x, tð Þ � νkt ui, t x, tð Þ� �

Fk
dFk x, tð Þ

Here, νkl , and νkt are the components of the unit normal vector to the front
Fk x, tð Þ in RNþ1, for which we have [17]

νkt ¼ �ck= νkjν
k
j

� �1=2
, (37)

where ck is the velocity of the front. With the notation introduced, the relation
(37) and the front condition (7) yield the assertion of the theorem.

It is easy to see that the following result holds true.
Corollary. If ui x, 0ð Þ ¼ 0, ui, t x, 0ð Þ ¼ 0, and

lim
t!þ∞

ui, l ! 0, lim
t!þ∞

ui, t ! 0, x∈ S�,

then
ð

D�

L u x, tð Þð ÞdV x, tð Þ ¼
ð

D�

Gi x, tð Þui x, tð ÞdV x, tð Þ þ
ð

D

gi x, tð ÞuSi x, tð ÞdS x, tð Þ

is proved in the following theorem [17]:
Theorem 5.2. If u is a classical solution of the Dirichlet (Neumann) boundary value

problem, then

ð

S�

E u, tð Þ � E u, 0ð Þð ÞdV xð Þ ¼

ð

D�
t

Gi x, tð Þui, t x, tð ÞdV x, tð Þ þ
ð

Dt

gi x, tð ÞuSi , t x, tð ÞdS x, tð Þ:

It is easy to see that this theorem implies the uniqueness of the solutions to the
initial-boundary value problems in question.

Theorem 5.3. If a classical solution of the Dirichlet (Neumann) boundary value
problem exists and satisfies the conditions

lim
t!þ∞

ui, l ! 0, lim
t!þ∞

ui, t ! 0, ∀x∈ S�,

then this solution is unique.
Proof. Since the problem is linear, it suffices to prove the uniqueness of the

solution to the homogeneous boundary value problem. If there are two solutions u1
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and u2, then their difference u ¼ u1 � u2 satisfies the system of equations with G ¼
0 and the zero initial conditions, i.e.

umi xð Þ ¼ 0 m ¼ 0, 1ð Þ:

The vector u on the boundary S satisfies the homogeneous boundary conditions

ui x, tð Þ ¼ 0 or gi x, tð Þ ¼ 0:

Theorem 5.2 yields

ð

S

E u, tð ÞdS xð Þ ¼
ð

S

K u, tð Þ þW u, tð Þð ÞdS xð Þ ¼ 0:

Since the integrand is positive definite and by the conditions of the theorem, we
have u � 0. The theorem is proved.

6. Analogues of the Kirchhoff and Green’s formulas

Let us assume that S is a smooth boundary with a continuous normal of a set S�.
The characteristic function H�

S xð Þ of a set S� is defined for x∈ S as

H�
S xð Þ ¼ 1=2 (38)

The Heaviside function H tð Þ is extended to zero by setting H 0ð Þ ¼ 1=2. Define
the characteristic function of D� as

H�
D x, tð Þ ¼ H�

S xð ÞH tð Þ (39)

Accordingly, for u defined on D�, we introduce the generalized function

û x, tð Þ ¼ uH�
D x, tð Þ, (40)

which is defined on the entire space RNþ1. Similarly,

Ĝk x, tð Þ ¼ GkH�
D x, tð Þ: (41)

Let Û
k
i x, tð Þ denotes the Green’s matrix, i.e. the fundamental solution of Eq. (1)

that corresponds to the function Fi ¼ δki δ xð Þδ tð Þ and satisfies the conditions

Û
k
i x, 0ð Þ ¼ 0, Û

k
i , t x, 0ð Þ ¼ 0, x 6¼ 0 (42)

For system (1), such a matrix was constructed in [10].
The primitive of Green’s matrix with respect to t is defined as

V̂
k
i x, tð Þ ¼ Û

k
i x, tð Þ ∗ tH tð Þ ) ∂tV̂

k
i ¼ Û

k
i : (43)

Here and below, the star denotes the complete convolution with respect to x, tð Þ,
while the variable under the star denotes the incomplete convolution with respect to
x or t, respectively. The convolution exists since the supports are semibounded with
respect to t. Clearly, the convolution is the solution of Eq. (1) at Fi ¼ δki δ xð ÞH tð Þ.
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Theorem 6.1. If u x, tð Þ is a classical solution of the Dirichlet (Neumann) boundary
value problem, then the generalized solution û can be represented as the the sum of the
convolutions

ûi ¼ Uk
i ∗ Ĝk þUk

i ∗ x u1k xð ÞH�
S xð Þþ

þ∂tUk
i �x u

0
k xð ÞH�

S xð Þ þ Uk
i ∗ gk x, tð ÞδS xð ÞH tð Þ� (44)

�Cml
kj ∂lV

k
i ∗ u j, t x, tð Þnm xð ÞδS xð ÞH tð Þ � Cml

kj ∂lV
k
i �x u

0
j xð Þnm xð ÞδS xð Þ:

Here, δS is a singular generalized function that is a single layer on S (see [2]), and
gk x, tð ÞδS xð ÞH tð Þ is a single layer on D.

Proof. Applying the operator Lij to û x, tð Þ, using the differentiation rules for
generalized functions, and taking into account the equalities

∂ jH�
D ¼ �n jδS xð ÞH tð Þ, ∂tH�

D ¼ δ tð ÞH�
S xð Þ,

and the front conditions (5) and (6), we obtain

Lkj ∂x, ∂tð Þû j x, tð Þ ¼ Ĝk x, tð Þ þ u1k xð ÞH�
S xð Þδ tð Þþ

þu0k xð ÞH�
S xð Þ _δ tð Þ þ gk x, tð ÞδS xð ÞH tð Þ � Cml

kj u j x, tð Þnm xð ÞδS xð ÞH tð Þ� �
, l

Next, we use the properties of Green’s matrix to construct a weak solution of
Eq. (1) in the form of the convolution

ŵi x, tð Þ ¼ Uk
i ∗ Ĝk þ Û

k
i �x u

1
k xð ÞH�

S xð Þ þ ∂tÛ
k
i �x u

0
k xð ÞH�

S xð Þþ

þÛ
k
i ∗ gk x, tð ÞδS xð ÞH tð Þ � Cml

kj Û
k
i ∗ u j x, tð Þnm xð ÞδS xð ÞH tð Þ� �

, l: (45)

The last convolution can be transformed using the relation (43) and applying the
differentiation rules for convolutions and generalized functions:

Cml
kj ∂tV̂

k
i ∗ u jnm xð ÞδS xð ÞH tð Þ� �

, l ¼ Cml
kj ∂lV̂

k
i ∗ u jnm xð ÞδS xð ÞH tð Þ� �

, t ¼

¼ Cml
kj ∂lV̂

k
i ∗ u j, tnm xð ÞδS xð ÞH tð Þ þ u0j xð Þnm xð ÞδS xð Þδ tð Þ
� �

¼

¼ Cml
kj ∂tV̂

k
i ∗ u j, tnm xð ÞδS xð ÞH tð Þ þ Cml

kj ∂lV̂
k
i �x u

0
j xð Þnm xð ÞδS xð Þ

Let us show that ŵi x, tð Þ ¼ ûi x, tð Þ. Indeed, ∀φ∈DN RNþ1� �

ŵi,φið Þ ¼ Û
k
i ∗ F̂k,φi

� �
¼ Û

k
i ∗Lkj ∂x, ∂tð Þû j,φi

� �
¼

¼ Lkj ∂x, ∂tð ÞÛk
i ∗ û j,φi

� �
¼ δ

j
i δ x, tð Þ ∗ û j,φi

� �
¼ ûi,φið Þ:

Here, F̂k denotes the right-hand side of (44). Since ûi,φið Þ ¼ 0, if suppφ∈Dþ, it
follows that ŵi x, tð Þ ¼ 0, x �∈D�. This implies the assertion of the theorem, since
the solution of the problem is unique.

Given initial and boundary values (33)–(36), the above formula recovers the
solution in the domain. For this reason, it can be called an analogue of the Kirchhoff
and Green formulas for solutions of hyperbolic systems (1). It gives a weak solution
of the problems.
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To represent this formula in integral form and use it for the construction of
boundary integral equations for solutions of the initial-boundary value problems,
we examine the properties of the functional matrices involved.

7. Singular boundary integral equations

Lemma 7.1 (analogue of the Gauss formula). If S is an arbitrary closed
Lyapunov surface in RN, then

ð

S

Ti sð Þ
k y� x, n yð Þð ÞdS yð Þ ¼ δikH

�
S xð Þ

For x∈ S, the integral is singular and is understood in the sense of its principal value.
Proof. Convolution Eq. (27) with H�

S xð Þ and using the differentiation rules for
convolutions yields

Lij ∂x, 0ð ÞUk sð Þ
j ∗H�

S xð Þ þ δikH
�
S xð Þ ¼

¼ �Cml
ij U

s
jk, l ∗ nmδ

k
i H

�
S xð Þ ¼

ð

S

Ti sð Þ
k x� y, n yð Þð ÞdS yð Þ þ δikH

�
S xð Þ ¼ 0

Using (29), we obtain the formula in the lemma. Since Ti sð Þ
k is regular for x ∉ S,

the formula holds for such x. Let us prove the validity of this formula for boundary
points.

Let x∈ S. Define Oε xð Þ ¼ y∈ S : ∥y� x∥< εf g, Sε xð Þ ¼ S�Oε xð Þ, Γε xð Þ ¼
y : ∥y� x∥ ¼ εf g, Γ�

ε xð Þ ¼ Γε xð Þ∩ S�, and Γþ
ε xð Þ ¼ Γε xð Þ∩ Sþ.

Similarly, we obtain

ð

Sε

Ti sð Þ
k y� x, n yð Þð ÞdS yð Þ þ

ð

Γ�
ε

Ti sð Þ
k y� x, n yð Þð ÞdS yð Þ ¼ 0

ð

Sε

Ti sð Þ
k y� x, n yð Þð ÞdS yð Þ þ

ð

Γþ
ε

Ti sð Þ
k y� x, n yð Þð ÞdS yð Þ ¼ δik

Since the outward normals to Γ�
ε xð Þ and Γþ

ε xð Þ at opposite points y� and yþ of the
sphere Γε xð Þ coincide, i.e. n y�ð Þ ¼ x� y�ð Þ=ε ¼ yþ � xð Þ=ε ¼ n yþð Þ, while

yþ � xð Þ ¼ � y� � xð Þ, we take into account the asymptotics of Ti sð Þ
k and, according

to Theorem 3.5, sum these two equalities and pass to the limit as ε ! 0, to obtain
equality (30) for boundary points. The lemma is proved.

For M ¼ 1 and L1j ∂x, 0ð Þ ¼ ∂ j∂ j ¼ Δ, this formula coincides with the Gauss
formula for the double-layer potential of Laplace equation (see [2]).

Consider formula (44). Formally, it can be represented in the integral form

ûk x, tð Þ ¼
ð

D

Ti
k x� y, n yð Þ, t� τð Þui y, tð Þ þ Ui

k x� y, t� τð Þgi y, τð Þ� �
dD y, τð Þþ

þ
ð

S�

Ui
k, t x� y, tð Þu0i yð Þ þ Ui

k x� y, tÞu1i yð Þ� �
dV yð Þ þUi

k ∗ Ĝi

�

71

Singular Boundary Integral Equations of Boundary Value Problems for Hyperbolic Equations…
DOI: http://dx.doi.org/10.5772/intechopen.92449



Theorem 6.1. If u x, tð Þ is a classical solution of the Dirichlet (Neumann) boundary
value problem, then the generalized solution û can be represented as the the sum of the
convolutions

ûi ¼ Uk
i ∗ Ĝk þUk

i ∗ x u1k xð ÞH�
S xð Þþ

þ∂tUk
i �x u

0
k xð ÞH�

S xð Þ þ Uk
i ∗ gk x, tð ÞδS xð ÞH tð Þ� (44)

�Cml
kj ∂lV

k
i ∗ u j, t x, tð Þnm xð ÞδS xð ÞH tð Þ � Cml

kj ∂lV
k
i �x u

0
j xð Þnm xð ÞδS xð Þ:

Here, δS is a singular generalized function that is a single layer on S (see [2]), and
gk x, tð ÞδS xð ÞH tð Þ is a single layer on D.

Proof. Applying the operator Lij to û x, tð Þ, using the differentiation rules for
generalized functions, and taking into account the equalities

∂ jH�
D ¼ �n jδS xð ÞH tð Þ, ∂tH�

D ¼ δ tð ÞH�
S xð Þ,

and the front conditions (5) and (6), we obtain

Lkj ∂x, ∂tð Þû j x, tð Þ ¼ Ĝk x, tð Þ þ u1k xð ÞH�
S xð Þδ tð Þþ

þu0k xð ÞH�
S xð Þ _δ tð Þ þ gk x, tð ÞδS xð ÞH tð Þ � Cml

kj u j x, tð Þnm xð ÞδS xð ÞH tð Þ� �
, l

Next, we use the properties of Green’s matrix to construct a weak solution of
Eq. (1) in the form of the convolution

ŵi x, tð Þ ¼ Uk
i ∗ Ĝk þ Û

k
i �x u

1
k xð ÞH�

S xð Þ þ ∂tÛ
k
i �x u

0
k xð ÞH�

S xð Þþ

þÛ
k
i ∗ gk x, tð ÞδS xð ÞH tð Þ � Cml

kj Û
k
i ∗ u j x, tð Þnm xð ÞδS xð ÞH tð Þ� �

, l: (45)

The last convolution can be transformed using the relation (43) and applying the
differentiation rules for convolutions and generalized functions:
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kj ∂tV̂

k
i ∗ u jnm xð ÞδS xð ÞH tð Þ� �

, l ¼ Cml
kj ∂lV̂

k
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, t ¼

¼ Cml
kj ∂lV̂

k
i ∗ u j, tnm xð ÞδS xð ÞH tð Þ þ u0j xð Þnm xð ÞδS xð Þδ tð Þ
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¼
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kj ∂tV̂
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k
i �x u

0
j xð Þnm xð ÞδS xð Þ

Let us show that ŵi x, tð Þ ¼ ûi x, tð Þ. Indeed, ∀φ∈DN RNþ1� �
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k
i ∗ F̂k,φi

� �
¼ Û

k
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� �
¼
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i ∗ û j,φi

� �
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j
i δ x, tð Þ ∗ û j,φi

� �
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Here, F̂k denotes the right-hand side of (44). Since ûi,φið Þ ¼ 0, if suppφ∈Dþ, it
follows that ŵi x, tð Þ ¼ 0, x �∈D�. This implies the assertion of the theorem, since
the solution of the problem is unique.

Given initial and boundary values (33)–(36), the above formula recovers the
solution in the domain. For this reason, it can be called an analogue of the Kirchhoff
and Green formulas for solutions of hyperbolic systems (1). It gives a weak solution
of the problems.
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To represent this formula in integral form and use it for the construction of
boundary integral equations for solutions of the initial-boundary value problems,
we examine the properties of the functional matrices involved.

7. Singular boundary integral equations

Lemma 7.1 (analogue of the Gauss formula). If S is an arbitrary closed
Lyapunov surface in RN, then

ð

S

Ti sð Þ
k y� x, n yð Þð ÞdS yð Þ ¼ δikH

�
S xð Þ

For x∈ S, the integral is singular and is understood in the sense of its principal value.
Proof. Convolution Eq. (27) with H�

S xð Þ and using the differentiation rules for
convolutions yields

Lij ∂x, 0ð ÞUk sð Þ
j ∗H�

S xð Þ þ δikH
�
S xð Þ ¼

¼ �Cml
ij U

s
jk, l ∗ nmδ

k
i H

�
S xð Þ ¼

ð

S

Ti sð Þ
k x� y, n yð Þð ÞdS yð Þ þ δikH

�
S xð Þ ¼ 0

Using (29), we obtain the formula in the lemma. Since Ti sð Þ
k is regular for x ∉ S,

the formula holds for such x. Let us prove the validity of this formula for boundary
points.

Let x∈ S. Define Oε xð Þ ¼ y∈ S : ∥y� x∥< εf g, Sε xð Þ ¼ S�Oε xð Þ, Γε xð Þ ¼
y : ∥y� x∥ ¼ εf g, Γ�

ε xð Þ ¼ Γε xð Þ∩ S�, and Γþ
ε xð Þ ¼ Γε xð Þ∩ Sþ.

Similarly, we obtain

ð

Sε

Ti sð Þ
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ð

Γ�
ε
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k y� x, n yð Þð ÞdS yð Þ ¼ 0

ð

Sε
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ð

Γþ
ε

Ti sð Þ
k y� x, n yð Þð ÞdS yð Þ ¼ δik

Since the outward normals to Γ�
ε xð Þ and Γþ

ε xð Þ at opposite points y� and yþ of the
sphere Γε xð Þ coincide, i.e. n y�ð Þ ¼ x� y�ð Þ=ε ¼ yþ � xð Þ=ε ¼ n yþð Þ, while

yþ � xð Þ ¼ � y� � xð Þ, we take into account the asymptotics of Ti sð Þ
k and, according

to Theorem 3.5, sum these two equalities and pass to the limit as ε ! 0, to obtain
equality (30) for boundary points. The lemma is proved.

For M ¼ 1 and L1j ∂x, 0ð Þ ¼ ∂ j∂ j ¼ Δ, this formula coincides with the Gauss
formula for the double-layer potential of Laplace equation (see [2]).

Consider formula (44). Formally, it can be represented in the integral form

ûk x, tð Þ ¼
ð

D

Ti
k x� y, n yð Þ, t� τð Þui y, tð Þ þ Ui

k x� y, t� τð Þgi y, τð Þ� �
dD y, τð Þþ

þ
ð

S�

Ui
k, t x� y, tð Þu0i yð Þ þ Ui

k x� y, tÞu1i yð Þ� �
dV yð Þ þUi

k ∗ Ĝi

�
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Under zero initial conditions, this formula coincides in form with the generalized
Green formula for elliptic systems. However, the singularities of Green’s matrix of the
wave equations prevent us from using it for the construction of solutions to boundary
value problems, since the integrals on the right-hand side do not exist because Ti

k has
strong singularities on the fronts. However, the primitives of the matrix introduced in
Section 3 can be used to construct integral representations of formula (44).

Theorem 7.1. If u is a classical solution of the boundary value problem, then

ûk ¼ Ui
k x, tð Þ ∗Gi x, tð Þ þUi

k x, tð Þ ∗ gi x, tð Þδs xð ÞH tð Þ�

�
ð

S

Ti sð Þ
k x� yð Þui y, tð ÞdS yð Þ �

ð

S

dS yð Þ
ðt

0

Wi dð Þ
k x� y, n yð Þ, t� τð Þui, t y, τð Þdτ�

�
ð

S

Wi dð Þ
k x� y, n yð Þ, tð Þu0i yð ÞdS yð Þ þ Ui

k x, tð Þ ∗ x u0i yð ÞH�
S xð Þ� �

, t

For x∈ S, the integral is singular and is understood in the sense of its principal value.
Proof. For even N, the integral representation (42) has the form

ûk ¼
ð

S

dS yð Þ
ðt

0

Ui
k x� y, t� τð Þgi y, τð Þ �Wi

k x� y, n yð Þ, t� τð Þui, τ y, τð Þ� �
dτ�

�
ð

S

Wi
k x� y, n yð Þ, tð Þu0i yð ÞdS yð Þ þ ∂t

ð

S�

Ui
k x� y, tð Þu0i yð ÞdS� yð Þþ

þ
ð

S�

Ui
k x� y, tð Þu1i yð ÞdV yð Þ þ

ð

D�

Ui
k x� y, t� τð ÞGi y, τð ÞdV yð Þdτ

Here, all the integrals are regular for interior points and singular for boundarypoints.
Remark. If N is odd, then, since U is singular, the integrals involving U are still

written in the form of a convolution, which is taken according to the convolution
rules depending on the form of U. For the wave equation of odd dimension, such
representations were constructed in [4].

It is easy to see that, for zero initial data, the last three integrals (in the convo-
lution) vanish.

Applying Theorem 3.5, by virtue of (31), the second term can be represented as

ð

S

dS yð Þ
ðt

0

Wi
k x� y, n yð Þ, t� τð Þdτui y, τð Þ ¼

¼
ð

S

Ti sð Þ
k x� yð Þ ui y, tð Þ � u0i yð Þ� �

dS yð Þ

þ
ð

S

dS yð Þ
ðt

0

Wi dð Þ
k x� y, n yð Þ, t� τð Þui, τ y, τð Þdτ

Here, the first integral is singular for x∈ S and exists in the sense of its principal
value by Lemma 7.1, while the second integral is regular. Then for interior points,
we obtain the formula of the theorem.
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Let us show that the equality holds in the sense of definition (37) for boundary
points as well.

Let x ∗ ∈ S, x∈ S� and x ! x ∗ . Then, since the convolutions containing Ui
k and

Wi dð Þ
k are continuous, we obtain

lim
x!x ∗

uk x; tð Þ ¼ uk x ∗ ; tð Þ ¼

¼ lim
x!x ∗

ð

S

Ti sð Þ
k y� xð Þui y; tð ÞdS yð Þ þ

ð

S

Wi dð Þ
k x ∗ � y; n yð Þ; tð Þu0i yð ÞdS yð Þ�

�
ð

S

dS yð Þ
ðt

0

Ui
k x ∗ � y; t� τð Þgiðy; τÞ þWi dð Þ

k ðx ∗ � y; n yð Þ; t� τÞui, τðy; τÞ
� �

dτþ

þ
ð

S�

Ui
k x ∗ � y; tð Þu1i yð ÞdV yð Þ þ

ð

S�

Ui
k x ∗ � y; tð Þu0i yð Þ� �

, tdV yð Þþ

þ
ð

D�

Ui
k x ∗ � y; t� τð ÞGi y; τð ÞdV yð Þdτ

By Lemma 7.1, the limit on the right-hand side can be transformed into

ð

S

Ti sð Þ
k y� x ∗ð Þ ui y, tð Þ � ui x ∗ , tð Þð ÞdS yð Þ þ ui x ∗ , tð Þδik ¼

¼ V:P:
ð

S

Ti sð Þ
k y� x ∗ð Þui y, tð ÞdS yð Þ � ui x ∗ , tð ÞV:P:

ð

S

Ti sð Þ
k y� x ∗ð ÞdS yð Þþ

þui x ∗ , tð Þδik ¼ V:P:
ð

S

Ti sð Þ
k y� x ∗ð Þui y, tð ÞdS yð Þ þ 0, 5ui x ∗ , tð Þδik

Adding up and combining like terms, we derive the formula of the theorem for
boundary points. The theorem is proved.

The formula on the boundary yields boundary integral equations for solving
initial-boundary value problems.

Theorem 7.2. The classical solution of the Dirichlet (Neumann) initial-boundary value
problem for x∈ S and t>0 satisfies the singular boundary integral equations (k ¼ 1,M)

0, 5uk x, tð Þ ¼ Ui
k x, tð Þ ∗Gi x, tð Þ þUi

k x, tð Þ ∗ gi x, tð Þδs xð ÞH tð Þ�

�V:P:
ð

S

Ti sð Þ
k x� yð Þui y, tð ÞdS yð Þ �

ð

S

dS yð Þ
ðt

0

Wi dð Þ
k x� y, n yð Þ, t� τð Þui, t y, τð Þdτ�

�
ð

S

Wi dð Þ
k x� y, n yð Þ, tð Þu0i yð ÞdS yð Þ þ Ui

k x, tð Þ �
x
u0i yð ÞH�

S xð Þ
� �

, t þ Uk
i �x u

1
k xð ÞH�

S xð Þ:

From these equations, we can determine the unknown boundary functions of
the corresponding initial-boundary value problem. Next, the formulas of Theorem
7.1 are used to determine the solution inside the domain.
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ûk ¼ Ui
k x, tð Þ ∗Gi x, tð Þ þUi

k x, tð Þ ∗ gi x, tð Þδs xð ÞH tð Þ�

�
ð

S

Ti sð Þ
k x� yð Þui y, tð ÞdS yð Þ �

ð

S

dS yð Þ
ðt

0

Wi dð Þ
k x� y, n yð Þ, t� τð Þui, t y, τð Þdτ�

�
ð

S

Wi dð Þ
k x� y, n yð Þ, tð Þu0i yð ÞdS yð Þ þ Ui

k x, tð Þ ∗ x u0i yð ÞH�
S xð Þ� �

, t

For x∈ S, the integral is singular and is understood in the sense of its principal value.
Proof. For even N, the integral representation (42) has the form
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Here, all the integrals are regular for interior points and singular for boundarypoints.
Remark. If N is odd, then, since U is singular, the integrals involving U are still

written in the form of a convolution, which is taken according to the convolution
rules depending on the form of U. For the wave equation of odd dimension, such
representations were constructed in [4].

It is easy to see that, for zero initial data, the last three integrals (in the convo-
lution) vanish.

Applying Theorem 3.5, by virtue of (31), the second term can be represented as
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Here, the first integral is singular for x∈ S and exists in the sense of its principal
value by Lemma 7.1, while the second integral is regular. Then for interior points,
we obtain the formula of the theorem.
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Adding up and combining like terms, we derive the formula of the theorem for
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The formula on the boundary yields boundary integral equations for solving
initial-boundary value problems.
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problem for x∈ S and t>0 satisfies the singular boundary integral equations (k ¼ 1,M)
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the corresponding initial-boundary value problem. Next, the formulas of Theorem
7.1 are used to determine the solution inside the domain.
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8. Conclusions

The solvability of the obtained systems of BIEs in a particular class of functions
is an independent problem in functional analysis. These equations can be numeri-
cally solved using the boundary element method. In special cases of nonstationary
boundary value problems in elasticity theory (M ¼ N ¼ 2, 3), these equations were
solved in [4, 6–8].
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Chapter 5

Padé Approximation to Solve the
Problems of Aerodynamics and
Heat Transfer in the Boundary
Layer
Igor Andrianov and Anatoly Shatrov

Abstract

In this chapter, we describe the applications of asymptotic methods to the
problems of mathematical physics and mechanics, primarily, to the solution of
nonlinear singular perturbed problems. We also discuss the applications of Padé
approximations for the transformation of asymptotic expansions to rational or
quasi-fractional functions. The applications of the method of matching of internal
and external asymptotics in the problem of boundary layer of viscous gas by means
of Padé approximation are considered.

Keywords: asymptotic methods, Padé approximation, boundary-value problem of
mathematical physics, boundary layer

1. Introduction

An important drawback of asymptotic methods is the local character of solutions
obtained [1–4]. Since the constructed series are often asymptotic, a simple increase
in the number of terms does not remove this drawback. Essence of the problem
consists of divergence of obtained series. There exist a lot of approaches to these
problems [5, 6]. The method of analytic continuation (e.g., the Euler transform or
generalized Euler transform [7–12]) requires a priori information about the singu-
larities of the searched function in the complex domain [4, 9]. These methods are
useful if a large number of terms of the series are known. In this case, it is possible
to use the Domb-Sykes plot [5, 8]. But usually only a few terms of asymptotic series
are known, and to get information from them, the method of Padé approximations
(PAs) is useful [1, 2, 5, 13–15]. PAs yield meromorphic continuations of functions
defined by power series and can be used even in cases where analytic continuations
are inapplicable. If a PAs converges to the given function, then roots of the denom-
inator tend to points of singularities. One-point PAs give possibilities to improve
convergence of series [16–20]. Two-point PAs (TPPAs) allow matching asymptotics
in transition zones and are widely used in mechanics and physics [1, 2, 4, 14,
21–24]. Overcoming the mentioned limitations of asymptotic methods for practi-
cally important problem is the purpose of this chapter. We consider at the begin-
ning (Section 2) the mathematical bases of asymptotic methods and the use of Padé

77



Chapter 5

Padé Approximation to Solve the
Problems of Aerodynamics and
Heat Transfer in the Boundary
Layer
Igor Andrianov and Anatoly Shatrov

Abstract

In this chapter, we describe the applications of asymptotic methods to the
problems of mathematical physics and mechanics, primarily, to the solution of
nonlinear singular perturbed problems. We also discuss the applications of Padé
approximations for the transformation of asymptotic expansions to rational or
quasi-fractional functions. The applications of the method of matching of internal
and external asymptotics in the problem of boundary layer of viscous gas by means
of Padé approximation are considered.

Keywords: asymptotic methods, Padé approximation, boundary-value problem of
mathematical physics, boundary layer

1. Introduction

An important drawback of asymptotic methods is the local character of solutions
obtained [1–4]. Since the constructed series are often asymptotic, a simple increase
in the number of terms does not remove this drawback. Essence of the problem
consists of divergence of obtained series. There exist a lot of approaches to these
problems [5, 6]. The method of analytic continuation (e.g., the Euler transform or
generalized Euler transform [7–12]) requires a priori information about the singu-
larities of the searched function in the complex domain [4, 9]. These methods are
useful if a large number of terms of the series are known. In this case, it is possible
to use the Domb-Sykes plot [5, 8]. But usually only a few terms of asymptotic series
are known, and to get information from them, the method of Padé approximations
(PAs) is useful [1, 2, 5, 13–15]. PAs yield meromorphic continuations of functions
defined by power series and can be used even in cases where analytic continuations
are inapplicable. If a PAs converges to the given function, then roots of the denom-
inator tend to points of singularities. One-point PAs give possibilities to improve
convergence of series [16–20]. Two-point PAs (TPPAs) allow matching asymptotics
in transition zones and are widely used in mechanics and physics [1, 2, 4, 14,
21–24]. Overcoming the mentioned limitations of asymptotic methods for practi-
cally important problem is the purpose of this chapter. We consider at the begin-
ning (Section 2) the mathematical bases of asymptotic methods and the use of Padé

77



approximants for the summations of the asymptotic series. Section 3 discusses the
method of combining of internal and external asymptotics (matching method) by
means of Padé approximants. In the Section 4, the methods of solving specific
problems of mathematical physics and mechanics of fluid and gas are demonstrated.
Section 5 presents a discussion of the obtained.

2. Mathematical background: summation of asymptotic series

2.1 Analysis of power series

We suppose that by the result of the asymptotic study, one obtains the following
series:

f εð Þ �
X∞
n¼0

Cnε
n for        ε ! 0: (1)

As is known, the radius of convergence ε0 series (1) is determined by the
distance to the nearest singularity of the function f(ε) on the complex plane. To
define ε0, the Domb-Sykes plot may be useful [8, 10]. In many cases, one can
effectively use the conformal mapping of the series, a fairly complete catalog of
which is given in [9]. In particular, it sometimes turns out to be a successful Euler
transformation [8, 10], based on the introduction of a new variable:

~ε ¼ ε

1� ε=ε0
: (2)

Recast the function f in terms of ~ε, f �P∞
n¼0dn~ε

n, transfer the singularity at the
point ~ε ¼ ∞.

A natural generalization of Euler transformation looks as follows:

~ε ¼ ε

1� ε=ε0ð Þα ,

where α is the certain number.

2.2 Padé approximants

“The coefficients of the Taylor series in the aggregate have a lot more
information about the values of features than its partial sums. It is only necessary to
be able to retrieve it, and some of the ways to do this is to construct a Padé
approximant” [11]. Padé approximants (PAs) allow us to transform of power series
to a fractional-rational function. Let us define PAs, following Baker and
Graves-Morris [25].

Suppose we are given the power series:

f εð Þ ¼
X∞
i¼1

ciεi, (3)

PAs can be written as the following expression:

f n=m½ � εð Þ ¼ a0 þ a1εþ … þ anεn

1þ b1εþ … þ bmεm
, (4)
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whose coefficients are determined from the condition

1þ b1εþ … þ bmεmð Þ c0 þ c1εþ c2ε2 þ …
� � ¼ a0 þ a1εþ … þ anεn þO εnþmþ1� �

(5)

Equating coefficients near the same powers ε, one obtains a system of linear
algebraic equations. In the case where this system is solvable, one can obtain the
Padé coefficients of the numerator and denominator of the PAs.

We note some properties of the PAs [5, 13, 19]. If the PAs at the chosen m and n
exists, then it is unique.

1. If the PAs sequence converges to some function, the roots of its denominator
tend to the poles of the function. This allows for a sufficiently large number
of terms to determine the pole and then perform an analytical continuation.

2. PAs gives meromorphic continuation of a given power series.

3. PAs of the inverse function is treated as the PAs function inverse itself. This
property is called duality and is more exactly formulated as follows. Let

q εð Þ ¼ f�1 εð Þ and f 0ð Þ 6¼ 0, then q n=m½ � εð Þ ¼ f�1
n=m½ � εð Þ (6)

4. Diagonal PAs are invariant under fractional linear transformations of the
argument. Suppose that the function is given by their expansion (3).
Consider the linear fractional transformation that preserves the origin
W ¼ aε= 1þ bεð Þ and the function q(W) = f εð Þ. Then q n=n½ � Wð Þ ¼ f n=n½ � εð Þ,
provided that one of these approximations exist. In particular, the diagonal
PAs is invariant concerning Euler transformation (2).

5. Diagonal PAs are invariant under fractional linear transformations of
functions. Let us analyze a function (3). Let

q εð Þ ¼ aþ bf εð Þ
cþ df εð Þ :

If cþ df 0ð Þ 6¼ 0, then

q n=n½ � εð Þ ¼
aþ bf n=n½ � εð Þ
cþ df n=n½ � εð Þ

provided that there is f n=n½ � εð Þ.

6. PAs can get the upper and lower bounds for f n=n½ � εð Þ. For the diagonal PAs,
one has the following estimate:

f n=n�1½ � εð Þ≤ f n=n½ � εð Þ≤ f n=nþ1½ � εð Þ: (7)

Typically, this estimate is valid for the function itself, that is, f n=n½ � εð Þ in
Eq. (7) can be replaced by f εð Þ.

7. Diagonal and close to them a sequence of PAs often possesses the property of
autocorrection [17, 18]. It consists of the following. To determine the
coefficients of the numerator and denominator of PAs, we have to solve
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systems of linear algebraic equations. This is an ill-posed procedure, so the
coefficients of PAs can be determined with large errors. However, these
errors in a certain sense are of self-consistent, so the accuracy of PAs is high.
This is the radical difference the PAs from the Taylor series, the calculation
error of which only increases with increasing number of terms.

Autocorrection property is verified for a number of special functions. At the
same time, even for elliptic functions, the so-called Froissart doublets phenomenon
arises [26]. Thus, in general, having no information about the location of the poles
of the PAs, but relying solely on the very PAs (computed exactly as you wish), we
cannot say that you have found a good approximated function. Now consider the
question: In what sense the available mathematical results on the convergence of the
PAs can facilitate the solution of practical problems? Gonchar’s theorem [16] states:
If none of the diagonal PAs f n=n½ � εð Þ has poles in the circle of radius R, then the
sequence f n=n½ � εð Þ is uniformly convergent in the circle to the original function f εð Þ.
Moreover, the absence of poles of the sequence of the f n=n½ � εð Þ in a circle of radius R
confirms convergence of the Taylor series in the circle. Since the diagonal PAs is
invariant under fractional linear maps ε ! ε= aεþ bð Þ, the theorem is true for any
open circle containing the point of decomposition, and for any area, which is the
union of these circles. A significant drawback in practice is the need to check all
diagonal PAs. The fact is that if a circle of radius R has no poles only for a subse-
quence of the sequence of diagonal PAs, then the uniform convergence to its original
holomorphic in the disk is guaranteed only with r< r0, where 0:583< r0 <0:584
[27]. How can we use these results? Suppose that there are a few terms of the
perturbation series and one wants to estimate its radius of convergence R. Consider
the interval [0,ε0], where the truncated perturbation series and the diagonal PAs of
the maximal possible order differ by no more than 5% (adopted in the engineering
accuracy of the calculations). If none of the previous diagonal PAs does not have in a
circle of radius ε0 poles, then it is a high level of confidence to assert that R≥ ε0.

3. Matching of limiting asymptotic expansions

3.1 Method of asymptotically equivalent functions

This method was originally proposed by Slepyan and Yakovlev for the inversion
of the integral transformations. Here is a description of this method, following [26].

Suppose that the Laplace transform of a function of a real variable f(t) is

F sð Þ ¼
ð∞

0

f tð Þe�stds:

To obtain an approximate expression for the inverse transform, it is necessary to
clarify the behavior of the transform to the vicinity of the points s = 0 and s =∞ and
to determine whether the nature and location of its singular points are on the exact
boundary of the regularity or near it. Then the transform F(s) is replaced by the
function F0(s), approximated the exact inversion and satisfying the following
conditions:

1. Functions F0(s) and F(s) are asymptotically equivalent at s ! ∞ and s ! 0,
that is,
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F0 sð Þ � F sð Þ at s ! 0 and s ! ∞:

2. Singular points of functions F0(s) and F(s), located on the exact boundary of
the regularity, coincide.

The free parameters of the function F0(s) are chosen so as to satisfy the condi-
tions of the good approximation of F(s) in the sense of minimum relative error for
all real values s ≥ 0:

max
F0 s, α1, α2, … , αkð Þ

F sð Þ � 1
����

����! min (8)

Condition (8) is achieved by variation of free parameters αk. Often the
implementation of equalities

ð∞

0

F0 sð Þds ¼
ð∞

0

F sð Þds

or F0
0 sð Þ � F0 sð Þ at s ! 0 leads to a rather precise fulfillment of the

requirements (8).
Constructed in such a way function F0(s) is called asymptotically equivalent

function for F(s) (AEF). Let’s dwell on the terminology. In the following sections,
we will use the symbols of ordinal relations. We will give strict definitions of these
concepts.

Let’s consider the function f(x). To describe the ordinal relationships with
respect to another function φ(x), enter the following definitions:

Definition 1. Let us say that f(x) is a value of order φ(x) at x ! x0, that is,

f xð Þ ¼ O φ xð Þð Þ

if ∀δ>0∃A : x� x0j j< δ ) f xð Þj j≤A φ xð Þj j.
Definition 2. Let us say that f(x) is a value of order less than φ(x) at x ! x0, that is,

f xð Þ ¼ o φ xð Þð Þ

if ∀δ>0∃ε : x� x0j j< δ ) f xð Þj j≤ ε φ xð Þj j.
Here A is a finite number, and ε, δ are infinitely small.
Definition 3. Let us say that f (x) is asymptotically equal to φ(x) at x ! x0,

that is,

f xð Þ � φ xð Þ if   f xð Þ
φ xð Þ ! 1:

Here we use the term “asymptotically equivalent function.” Other terms
(“reduced method of matched asymptotic expansions” [28], “quasi-fractional
approximants” (QAs) [29], and “mimic function” [30]) are also used.

3.2 Two-point Padé approximants

The analysis of numerous examples confirms “complementarity principle”: if for
ε ! 0, one can construct a physically meaningful asymptotics, there is a nontrivial
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asymptotics and for ε ! ∞. The most difficult in the asymptotic approach is the
intermediate case of ε � 1. In this domain, typically numerical methods work well;
however, if the task is to investigate the solution depending on the parameter ε,
then it is inconvenient to use different solutions in different areas. Construction of a
unified solution on the basis of limiting asymptotics is not a trivial task, and for this
purpose, one can use a two-point Padé approximants (TPPAs). We give the defini-
tion following [25]. Let

F εð Þ ¼
X∞
i¼0

ciεi at ε ! 0, (9)

F εð Þ ¼
X∞
i¼0

diε�i at ε ! ∞ (10)

TPPA is a rational function of the form:

f n=m½ � εð Þ ¼ a0 þ a1εþ … þ anεn

1þ b1εþ … þ bmεm
, (11)

k coefficients which are determined from the condition

1þ b1εþ … þ bmεmð Þ c0 þ c1εþ c2ε2 þ …
� � ¼ a0 þ a1εþ … þ anεn þO εnþmþ1� �

(12)

and the remaining coefficients from a similar condition for ε�1.

4. Application of Padé approximants

4.1 Using of TPPAs in boundary-value problems

For boundary-value problems, we assume that there exist two asymptotics
for limit values of the parameter. In this case, the method of matching of
asymptotic expansions is usually used [4]. However, for correct application of
the matching method, it is necessary to know the matching point or, at least,
the domain of overlapping of asymptotics. An exact description of the transition
layer 0 <ε< ∞ exists only in the cases where solutions with different behaviors on
opposite sides of the layer can be matched by a special function (e.g., the Airy
function).

For the matching of nonoverlapping asymptotics, a method based on TPPAs has
recently been developed. In [15, 21, 23], this method was applied for the construc-
tion of thermal profiles in a boundary layer of gas. In [2, 6], this method allowed
one to examine the heat exchange in hypersonic boundary layers.

Two-point Padé approximations (TPPAs) are defined in Section 3.2 [see
formulas (2)–(4)]. As an example of application of TPPAs, we consider the Airy
boundary-value problem [4, 10, 31]:

y00 � λ2xy ¼ g xð Þy as λ ! ∞ (13)

with boundary conditions

y 0ð Þ ¼ 1, y ∞ð Þ ¼ 0 (14)
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This boundary-value problem has the form in terms of Airy function U(s):

U00 � sU ¼ 0, U 0ð Þ ¼ 1, U ∞ð Þ ¼ 0 (15)

The asymptotic solution for problems (13) and (14) has the form:

y xð Þ ¼ U sð Þ 1þO �λ�1� �� �
as s ¼ xλ2=3: (16)

The interior asymptotic (s ! 0) has the form of a power function:

Ui ¼ 1� asþ 1
6
s3 þ O s4

� �
(17)

The exterior asymptotic has the form of an exponential function:

Ue ¼ bs�1=4 exp � 2
3
s1=2

� �
1� 5

48
s�3=2 þO s�3� �� �

(18)

as a ffi 0:7290,  b ffi 0:7946.

The transition layer is defined by the domain, where x ¼ O λ
�2=3

� �

Airy function approaches with TPPA:

Ua ¼
1� asþ 2

3 s
3=2 � 2

3 as
5=2 þ 32

5 as
4

1þ 32
5
a
b s

12=4
exp � 2

3
s3=2

� �
(19)

The TPPA (19) preserves three terms of the asymptotics at both ends and
provides accuracy with relative error:

Δ ¼ U �Uaj j
U

� 1:5%

Parameters a and b are obtained from the integral equations (relations). The
relations (20) and (21) can be obtained by multiplying Eq. (18) by 1,  s,  s2, … and
then by integrating from 0 to ∞.

U00 ¼ sU )
ð∞

0

U00ds ¼
ð∞

0

sUds )
ð∞

0

U0ð Þ0ds ¼
ð∞

0

sUds ) U0j∞o ¼
ð∞

0

sUds

This is the first integral relation.

ð∞

0

sUds ¼ a (20)

sU00 ¼ s2U )
ð∞

0

sU00ds ¼
ð∞

0

s2Uds ) s ¼ t, dt ¼ ds
U00ds ¼ dV, V ¼ U0

����
����) U0j∞0 �

ð∞

0

U0ds

¼
ð∞

0

s2Uds )
ð∞

0

s2Uds ¼ 1

This is the next integral relation.
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tion of thermal profiles in a boundary layer of gas. In [2, 6], this method allowed
one to examine the heat exchange in hypersonic boundary layers.

Two-point Padé approximations (TPPAs) are defined in Section 3.2 [see
formulas (2)–(4)]. As an example of application of TPPAs, we consider the Airy
boundary-value problem [4, 10, 31]:

y00 � λ2xy ¼ g xð Þy as λ ! ∞ (13)

with boundary conditions

y 0ð Þ ¼ 1, y ∞ð Þ ¼ 0 (14)
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This boundary-value problem has the form in terms of Airy function U(s):

U00 � sU ¼ 0, U 0ð Þ ¼ 1, U ∞ð Þ ¼ 0 (15)

The asymptotic solution for problems (13) and (14) has the form:

y xð Þ ¼ U sð Þ 1þO �λ�1� �� �
as s ¼ xλ2=3: (16)

The interior asymptotic (s ! 0) has the form of a power function:

Ui ¼ 1� asþ 1
6
s3 þ O s4

� �
(17)

The exterior asymptotic has the form of an exponential function:

Ue ¼ bs�1=4 exp � 2
3
s1=2

� �
1� 5

48
s�3=2 þO s�3� �� �

(18)

as a ffi 0:7290,  b ffi 0:7946.

The transition layer is defined by the domain, where x ¼ O λ
�2=3

� �

Airy function approaches with TPPA:

Ua ¼
1� asþ 2

3 s
3=2 � 2

3 as
5=2 þ 32

5 as
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1þ 32
5
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b s

12=4
exp � 2

3
s3=2

� �
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The TPPA (19) preserves three terms of the asymptotics at both ends and
provides accuracy with relative error:

Δ ¼ U �Uaj j
U

� 1:5%

Parameters a and b are obtained from the integral equations (relations). The
relations (20) and (21) can be obtained by multiplying Eq. (18) by 1,  s,  s2, … and
then by integrating from 0 to ∞.

U00 ¼ sU )
ð∞

0

U00ds ¼
ð∞

0

sUds )
ð∞

0

U0ð Þ0ds ¼
ð∞

0

sUds ) U0j∞o ¼
ð∞

0

sUds

This is the first integral relation.

ð∞

0

sUds ¼ a (20)

sU00 ¼ s2U )
ð∞

0

sU00ds ¼
ð∞

0

s2Uds ) s ¼ t, dt ¼ ds
U00ds ¼ dV, V ¼ U0

����
����) U0j∞0 �

ð∞

0

U0ds

¼
ð∞

0

s2Uds )
ð∞

0

s2Uds ¼ 1

This is the next integral relation.
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ð∞

0

s2Uds ¼ 1 (21)

Substituting in Eqs. (20) and (21) instead of U (4) interpolation Ua (7), calculate
using quadrature integration formulas a = 0.7287 and b = 0.7922.

In the same manner, integral relations with weights U, U’ can be obtained by
part integration. Multiplying Eq. (18) by U, U0, U00 … , we get after integration
from 0 to ∞,

UU00 ¼ sU2 )
ð∞

0

UU00ds ¼
ð∞

0

sU2ds ) U ¼ t, dt ¼ dU
U00ds ¼ dV, V ¼ U0

����
����) UU02

���
∞

0
�
ð∞

0

U02ds

¼
ð∞

0

sU2ds ) a�
ð∞

0

U02ds ¼
ð∞

0

sU2ds )
ð∞

0

U02 þ sU2
� �

ds ¼ a

This is the first integral relation for the second method of producing it:

ð∞

0

U02 þ sU2
� �

ds ¼ a (22)

U0U00 ¼ sU0U )
ð∞

0

U0U00ds ¼
ð∞

0

sU0Uds ) U0 ¼ t, dt ¼ U00ds
U00ds ¼ dV, V ¼ U0

����
����

) U02
���
∞

0
�
ð∞

0

U0U00ds ¼
ð∞

0

sU0Uds ) �a2 ¼ 2
ð∞

0

sU0Uds

)
s ¼ t, dt ¼ ds

U0Uds ¼ dV, V ¼ U2

2

������

������
) �a2 ¼ 2

sU2

2

����
∞

0
�
ð∞

0

U2

2
ds

2
4

3
5)

ð∞

0

sU2ds

)
ð∞

0

U2� �
ds ¼ a2

And this is the next integral relation for the second method of producing it:

ð∞

0

U2ds ¼ a2 (23)

Using Eq. (19), from Eqs. (22) and (23), we calculate а = 0.7277, and b = 0.7966.
From the given example, it follows that the features of the asymptotic connec-

tion method are the ambiguity of the algorithm, the freedom to choose both the
form of TPPAs, integral relations, and methods for calculating the parameters of the
TPPAs. The question of choosing integral relations is, in fact, a question of control-
ling the asymptotic approximation using weights selected to obtain integral rela-
tions. Choosing the weight allows you to achieve acceptable accuracy in a particular
area of the boundary layer: a weight equal to 1 means that the uniform influence of
the entire layer is taken into account; a weight equal to 1, s, s2, … increases the
influence of the outer region of the layer; and if the desired solution U,U0,U00 is
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chosen as the weight, then its inhomogeneity increases the influence of the local
region where the inhomogeneity is concentrated.

4.2 Quasi-fractional Padé approximants (modification of TPPA)

In the illustrated example (5), Eq. (18) TPPA represents a modified (quasi-
fractional) two-point Padé approximant (10) by an exponential weight function,
the choice of which is dictated by a kind of exterior asymptotics. Evidently, the
TPPAs are not panacea. For example, one of the “bottlenecks” of the TPPAs method
is related to the presence of logarithmic components in numerous asymptotic
expansions. This problem is the most essential for the TPPAs, because, as a rule, one
of the limits ε ! 0 or ε ! ∞ for a real mechanical problem gives expansions with
logarithmic terms or other complicated functions. It is worth noting that in some
cases these obstacles may be overcome by using an approximate method of TPPAs’
construction by tacking as limit points not ε ¼ 0 and ε ¼ ∞, but some small and
large values. On the other hand, Martin and Baker [32] proposed the so-called
quasi-fractional approximants (QAs). Let us suppose that we have a perturbation
approach in powers of ε for ε ! 0 and asymptotic expansions F εð Þ containing, for
example, logarithm for ε ! ∞. By definition, QA is a ratio R with unknown
coefficients ai, bi, containing both powers of ε and F εð Þ. We give this modification
of TPPA [2, 14, 15]. Let the series give for Eq. (5). Then the modification of TPPA is
represented by the irrational function:

F εð Þ ¼
Pm

k¼0akε
k

Pn
k¼0bkεk

exp �
Xl

k¼0

ckεk
 !

, (24)

where kþ 1 coefficients ck, k ¼ 0, 1, 2, …ð Þ are determined by means of lþ 1
integral equations for function from Eqs. (20) and (21). We notice that exponential
terms [multiplier in expressions (17) and (18)] give for ε ¼ 0 and ε ¼ ∞ coinci-
dence with TPPA (19). When considering the computational aspects of the connec-
tion method, it should first be assumed that the system of equations for determining
the TPPA parameters is substantially nonlinear. To solve it, we developed a modifi-
cation of the method of solving nonlinear algebraic systems [4, 23, 24].

4.3 Application of TPPAs in problems of incompressible liquid and gas
mechanics

Consider the Blasius equation (45), which describes laminar boundary layers on
a flat plate:

φ‴ þ φφ00 ¼ 0;

φ 0ð Þ ¼ φ0 0ð Þ ¼ 0; φ0 ∞ð Þ ¼ 2
(25)

where φ ζð Þ ¼ ψ=
ffiffiffi
x

p
, ψ yð Þ is the stream function, ζ ¼ y

2

ffiffiffiffiffi
Re
x

q
is the automodel

variable, and x and y are the Cartesian coordinates such that the axis x is directed
along the flow. The interior asymptotic (ζ ! 0) has the form:

φ ¼ a2ζ2 � a22
30

ζ5 þO ζ8
� �

(26)
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chosen as the weight, then its inhomogeneity increases the influence of the local
region where the inhomogeneity is concentrated.

4.2 Quasi-fractional Padé approximants (modification of TPPA)

In the illustrated example (5), Eq. (18) TPPA represents a modified (quasi-
fractional) two-point Padé approximant (10) by an exponential weight function,
the choice of which is dictated by a kind of exterior asymptotics. Evidently, the
TPPAs are not panacea. For example, one of the “bottlenecks” of the TPPAs method
is related to the presence of logarithmic components in numerous asymptotic
expansions. This problem is the most essential for the TPPAs, because, as a rule, one
of the limits ε ! 0 or ε ! ∞ for a real mechanical problem gives expansions with
logarithmic terms or other complicated functions. It is worth noting that in some
cases these obstacles may be overcome by using an approximate method of TPPAs’
construction by tacking as limit points not ε ¼ 0 and ε ¼ ∞, but some small and
large values. On the other hand, Martin and Baker [32] proposed the so-called
quasi-fractional approximants (QAs). Let us suppose that we have a perturbation
approach in powers of ε for ε ! 0 and asymptotic expansions F εð Þ containing, for
example, logarithm for ε ! ∞. By definition, QA is a ratio R with unknown
coefficients ai, bi, containing both powers of ε and F εð Þ. We give this modification
of TPPA [2, 14, 15]. Let the series give for Eq. (5). Then the modification of TPPA is
represented by the irrational function:

F εð Þ ¼
Pm

k¼0akε
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k¼0bkεk

exp �
Xl

k¼0
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, (24)

where kþ 1 coefficients ck, k ¼ 0, 1, 2, …ð Þ are determined by means of lþ 1
integral equations for function from Eqs. (20) and (21). We notice that exponential
terms [multiplier in expressions (17) and (18)] give for ε ¼ 0 and ε ¼ ∞ coinci-
dence with TPPA (19). When considering the computational aspects of the connec-
tion method, it should first be assumed that the system of equations for determining
the TPPA parameters is substantially nonlinear. To solve it, we developed a modifi-
cation of the method of solving nonlinear algebraic systems [4, 23, 24].

4.3 Application of TPPAs in problems of incompressible liquid and gas
mechanics

Consider the Blasius equation (45), which describes laminar boundary layers on
a flat plate:

φ‴ þ φφ00 ¼ 0;

φ 0ð Þ ¼ φ0 0ð Þ ¼ 0; φ0 ∞ð Þ ¼ 2
(25)

where φ ζð Þ ¼ ψ=
ffiffiffi
x

p
, ψ yð Þ is the stream function, ζ ¼ y

2

ffiffiffiffiffi
Re
x

q
is the automodel

variable, and x and y are the Cartesian coordinates such that the axis x is directed
along the flow. The interior asymptotic (ζ ! 0) has the form:
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ζ5 þO ζ8
� �

(26)

85

Padé Approximation to Solve the Problems of Aerodynamics and Heat Transfer…
DOI: http://dx.doi.org/10.5772/intechopen.93084



The procedure for obtaining external asymptotics is nontrivial due to the pres-
ence of logarithmic components in the main elements. We describe in detail the
mechanism for obtaining and evaluating both primary and secondary members of
asymptotic. From Eq. (25) follows:

φ‴

φ00 ¼ φ (27)

After integration of Eq. (27) by the coordinate ζ follows:

ln φ00 ζð Þ½ �jζ0 ¼ �
ðζ

0

φdζ ) ln φ00 ζð Þ½ � � ln 2a2ð Þ ¼ �
ðζ

0

φdζ ) φ00 ζð Þ

¼ 2a2 exp �
ðζ

0

φdζ

0
@

1
A (28)

After reintegration of Eq. (28) by the coordinate

ðζ

0

φ00 ζ1ð Þdζ1 ¼
ðζ

0

2a2 exp �
ðζ4

0

φdζ2

0
@

1
Adζ1

follows:

φ0 ζ1ð Þjζ0 ¼
ðζ

0

2a2 exp �
ðζ4

0

φdζ2

0
@

1
Adζ1

subject to boundary conditions

φ0 ζ1ð Þ ¼
ðζ

0

2a2 exp �
ðζ1

0

φdζ2

0
@

1
Adζ1 ) φ0 ζ1ð Þ ¼

ðζ

0

2a2

φ ζ1ð Þ exp � Ð
ζ1

0
φ ζ2ð Þdζ2

 !

φ ζ1ð Þ dζ1

) φ0 ζ1ð Þ ¼ 2a2
ðζ

0

1
φ ζ1ð Þ d exp �

ðζ1

0

φ ζ2ð Þdζ2

0
@

1
A

0
@

1
A

Let us make a limit transition ζ ! ∞ in the last equation and represent the
integration interval as

0, ∞½ Þ ¼ 0, ζ½ �∪ ζ, ∞½ Þ follows:

φ0 ζð Þ ¼ 2þ 2a2
ð∞

ζ

1
φ ζ1ð Þ d exp �

ðζ1

0

φ ζ2ð Þdζ2

0
@

1
A

0
@

1
A

We use the mean theorem in the last equation

φ0 ζð Þ ¼ 2þ 2a2
1

φ ζð Þ exp �
ðζ1

0

φ ζ2ð Þdζ2

0
@

1
A (29)
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In the resulting equation, the first compound is the principal member of the
external asymptotics. To obtain the following members of the asymptotic, we will
present the function as

φ ¼ 2ζ � cþ z

where z ! 0, if ζ ! ∞. Given the last expression of the function φ, Eq. (29) is
obtained as follows:

φ0 ζð Þ ¼ 2þ 2a2
2ζ � cþ z

exp �
ðζ

0

2ζ1 � cþ zð Þdζ1

0
@

1
A

If z ¼ φ� 2ζ þ c, then

φ0 ζð Þ ¼ 2þ 2a2
2ζ � cþ z

exp �ζ2 þ cζ
� �

exp �
ðζ

0

φ� 2ζ1 þ cð Þdζ1

0
@

1
A

In the external domain, where ζ ! ∞ and z ! 0, let us receive an exterior
asymptotic:

φ0 ζð Þ ¼ 2þ 2a2D
2ζ � c

exp �ζ2 þ cζ
� �þ o

1
ζ2

� �
(30)

where D ¼ exp � Ð
∞

0
φ� 2ζ þ cð Þdζ

� �
.

To calculate parameter a2, use the procedure of Section 4.1 [see formula (20)],
and using weight equal to 1:

a2 ¼ 1
2

ð∞

0

φ0
a 2� φ0ð Þdζ (31)

At that, in external domain, ζ ! ∞

φ ¼ 2ζ � c, z ! 0ð Þ

Therefore,

c ¼
ð∞

0

2� φ0ð Þdζ (32)

and

D ¼ exp �
ð∞

0

φ� 2ζ þ cð Þdζ
0
@

1
A (33)

Type of generalized and normalized TPPA of order (4,4):

φ0
a ζð Þ ¼ 2 1� 1þ α1ζ þ α2ζ

2 þ α3ζ
3 þ α4ζ

4� �
exp �ζ2 þ cζ

� �

1þ β1ζ þ β2ζ
2 þ β3ζ

3 þ β4ζ
4

" #
(34)
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φ00 ζ1ð Þdζ1 ¼
ðζ

0

2a2 exp �
ðζ4

0

φdζ2

0
@

1
Adζ1

follows:

φ0 ζ1ð Þjζ0 ¼
ðζ

0

2a2 exp �
ðζ4

0

φdζ2

0
@

1
Adζ1

subject to boundary conditions

φ0 ζ1ð Þ ¼
ðζ

0

2a2 exp �
ðζ1

0

φdζ2

0
@

1
Adζ1 ) φ0 ζ1ð Þ ¼

ðζ

0

2a2

φ ζ1ð Þ exp � Ð
ζ1

0
φ ζ2ð Þdζ2

 !

φ ζ1ð Þ dζ1

) φ0 ζ1ð Þ ¼ 2a2
ðζ

0

1
φ ζ1ð Þ d exp �

ðζ1

0

φ ζ2ð Þdζ2

0
@

1
A

0
@

1
A

Let us make a limit transition ζ ! ∞ in the last equation and represent the
integration interval as

0, ∞½ Þ ¼ 0, ζ½ �∪ ζ, ∞½ Þ follows:

φ0 ζð Þ ¼ 2þ 2a2
ð∞

ζ

1
φ ζ1ð Þ d exp �

ðζ1

0

φ ζ2ð Þdζ2

0
@

1
A

0
@

1
A

We use the mean theorem in the last equation

φ0 ζð Þ ¼ 2þ 2a2
1

φ ζð Þ exp �
ðζ1

0

φ ζ2ð Þdζ2

0
@

1
A (29)
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In the resulting equation, the first compound is the principal member of the
external asymptotics. To obtain the following members of the asymptotic, we will
present the function as

φ ¼ 2ζ � cþ z

where z ! 0, if ζ ! ∞. Given the last expression of the function φ, Eq. (29) is
obtained as follows:

φ0 ζð Þ ¼ 2þ 2a2
2ζ � cþ z

exp �
ðζ

0

2ζ1 � cþ zð Þdζ1

0
@

1
A

If z ¼ φ� 2ζ þ c, then

φ0 ζð Þ ¼ 2þ 2a2
2ζ � cþ z

exp �ζ2 þ cζ
� �

exp �
ðζ

0

φ� 2ζ1 þ cð Þdζ1

0
@

1
A

In the external domain, where ζ ! ∞ and z ! 0, let us receive an exterior
asymptotic:

φ0 ζð Þ ¼ 2þ 2a2D
2ζ � c

exp �ζ2 þ cζ
� �þ o

1
ζ2

� �
(30)

where D ¼ exp � Ð
∞

0
φ� 2ζ þ cð Þdζ

� �
.

To calculate parameter a2, use the procedure of Section 4.1 [see formula (20)],
and using weight equal to 1:

a2 ¼ 1
2

ð∞

0

φ0
a 2� φ0ð Þdζ (31)

At that, in external domain, ζ ! ∞

φ ¼ 2ζ � c, z ! 0ð Þ

Therefore,

c ¼
ð∞

0

2� φ0ð Þdζ (32)

and

D ¼ exp �
ð∞

0

φ� 2ζ þ cð Þdζ
0
@

1
A (33)

Type of generalized and normalized TPPA of order (4,4):

φ0
a ζð Þ ¼ 2 1� 1þ α1ζ þ α2ζ

2 þ α3ζ
3 þ α4ζ

4� �
exp �ζ2 þ cζ

� �

1þ β1ζ þ β2ζ
2 þ β3ζ

3 þ β4ζ
4

" #
(34)
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Species of TPPA taking into account four nontrivial parameters:

α3, β1, β2, β4

Therefore,

φ0
a ζð Þ ¼ 2 1� 1þ α3ζ

3� �
exp �ζ2 þ cζ

� �

1þ β1ζ þ β2ζ
2 þ β4ζ

4

" #
(35)

Parameter values are determined using local asymptotic and TPPA in the
respective domain. Taking into account the decomposition of the exponent in the
internal domain, we will write down the local equality:

2a2ζ � a22
6
ζ4 ¼ 2 1�

1þ α3ζ
3� �

1þ cζ � ζ2 þ cζ�ζ2ð Þ2
2 þ …

� �

1þ β1ζ þ β2ζ
2 þ β4ζ

4

2
664

3
775 (36)

Taking into account Eq. (33) in the external domain, we will write down the
second local equality:

2� 2a2D
2ζ � c

exp �ζ2 þ cζ
� � ¼ 2 1� 1þ α3ζ

3� �
exp �ζ2 þ cζ

� �

1þ β1ζ þ β2ζ
2 þ β4ζ

4

" #

) a2D 1þ β1ζ þ β2ζ
2 þ β4ζ

4� � ¼ 2ζ � cð Þ 1þ α3ζ
3� �

(37)

Equalizing the coefficients in Eqs. (36) and (37) at the same degrees ζ, we get

α3 ¼ a2D, β1 ¼ a2 þ c, β2 ¼ � c2

2
þ a2 a2 þ cð Þ, β4 ¼ 2:

Therefore, the TPPA has the form:

φ0
a ζð Þ ¼ 2 1� 1þ a2Dζ3

� �
exp �ζ2 þ cζ

� �

1þ a2 þ cð Þζ þ a22 þ a2cþ c2
2 � 1

� �
ζ2 þ 2ζ4

" #
(38)

After systems (31)–(33) are solved, we will obtain

a2 ¼ 0:6641,

c ¼ 1:7308,

D ¼ 0:3357

(39)

By substituting (39) in (38), we get an explicit expression for the TPPA.

4.4 Combining method of interior and exterior asymptotics for boundary layer
of supersonic flow in compressed viscous gas by TPPA

We consider the boundary layer in hypersonic flow of viscous gas and solve a
model problem which reduces to ordinary differential equations with appropriate
boundary conditions. The TPPAs parameters are calculated and relevant questions
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are discussed. The equations of laminar boundary layer near a semi-infinite plate in
the supersonic flow of viscous perfect gas, as it is known [2, 7], can be reduced to
the form:

φ00 μ
T

� �0
þ φφ00 ¼ 0, (40)

μ
T0

T

� �0
þ σφT0 þ aσ

μ

T
φ002 ¼ 0 (41)

where

φ ¼ ψffiffiffi
x

p ¼ φ ζð Þ, T ¼ T ζð Þ, ζ ¼ η

2
ffiffiffi
x

p , η ¼
ðy

0

dy
T
, a ¼ 1

4
M2 κ � 1ð Þ

M is the Mach number, σ is the Prandtl number, κ is the adiabatic index, ψ is the
stream function, T is the temperature, μ is the viscosity coefficient, and x and y are
the Cartesian coordinates.

The boundary conditions at the wall are

φ 0ð Þ ¼ φ0 0ð Þ ¼ 0, T 0ð Þ ¼ Ts (42)

At external boundary of layer is

φ0 ∞ð Þ ¼ 2, T ∞ð Þ ¼ 1: (43)

Interior asymptotic expansions are for μ ¼ Tn

φ0 ¼ 2a2ζ � n� 1ð Þa2 T1

Ts
ζ2 þ O ζ3

� �
,

T ¼ Ts þ T1ζ � 2aσa22 þ
n� 1ð Þ
2

T2
1

Ts

� �
ζ2 þO ζ3

� � (44)

where two constants a2 and T1 remain undefined.
Exterior asymptotics for ς ! ∞

lnφ00 ¼ c2 þ cζ þ lnAþ o 1ð Þ,
ln �T0ð Þ ¼ �σζ2 þ σcζ þ lnBþ o 1ð Þ (45)

where three constants are unknown: c, A, and B.
We solve boundary problems (40) and (41) approximately by connecting

asymptotics (44) and (45) TPPA

φ0
a ζð Þ ¼ 2 1� 1þ Aζ3

� �
exp �ζ2 þ cζ

� �

1þ α1ζ þ α2ζ
2 þ α4ζ

4

" #
(46)

T0
a ζð Þ ¼ ζm � ζ

β0 þ β1ζ
exp σ �ζ2 þ cζ

� �� �
(47)

Boundary conditions (45) and (46) are satisfied if to put

φa ζð Þ ¼
ð∞

0

φ0
a ζð Þdζ, Ta ζð Þ ¼ Ts þ

ð∞

0

T0
a ζð Þdζ (48)
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Species of TPPA taking into account four nontrivial parameters:

α3, β1, β2, β4
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φ0
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3� �
exp �ζ2 þ cζ

� �

1þ β1ζ þ β2ζ
2 þ β4ζ

4

" #
(35)

Parameter values are determined using local asymptotic and TPPA in the
respective domain. Taking into account the decomposition of the exponent in the
internal domain, we will write down the local equality:

2a2ζ � a22
6
ζ4 ¼ 2 1�

1þ α3ζ
3� �

1þ cζ � ζ2 þ cζ�ζ2ð Þ2
2 þ …

� �

1þ β1ζ þ β2ζ
2 þ β4ζ

4

2
664

3
775 (36)

Taking into account Eq. (33) in the external domain, we will write down the
second local equality:

2� 2a2D
2ζ � c

exp �ζ2 þ cζ
� � ¼ 2 1� 1þ α3ζ

3� �
exp �ζ2 þ cζ

� �

1þ β1ζ þ β2ζ
2 þ β4ζ

4

" #

) a2D 1þ β1ζ þ β2ζ
2 þ β4ζ

4� � ¼ 2ζ � cð Þ 1þ α3ζ
3� �

(37)

Equalizing the coefficients in Eqs. (36) and (37) at the same degrees ζ, we get

α3 ¼ a2D, β1 ¼ a2 þ c, β2 ¼ � c2

2
þ a2 a2 þ cð Þ, β4 ¼ 2:

Therefore, the TPPA has the form:

φ0
a ζð Þ ¼ 2 1� 1þ a2Dζ3

� �
exp �ζ2 þ cζ

� �

1þ a2 þ cð Þζ þ a22 þ a2cþ c2
2 � 1

� �
ζ2 þ 2ζ4

" #
(38)

After systems (31)–(33) are solved, we will obtain

a2 ¼ 0:6641,

c ¼ 1:7308,

D ¼ 0:3357

(39)

By substituting (39) in (38), we get an explicit expression for the TPPA.

4.4 Combining method of interior and exterior asymptotics for boundary layer
of supersonic flow in compressed viscous gas by TPPA

We consider the boundary layer in hypersonic flow of viscous gas and solve a
model problem which reduces to ordinary differential equations with appropriate
boundary conditions. The TPPAs parameters are calculated and relevant questions
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are discussed. The equations of laminar boundary layer near a semi-infinite plate in
the supersonic flow of viscous perfect gas, as it is known [2, 7], can be reduced to
the form:

φ00 μ
T

� �0
þ φφ00 ¼ 0, (40)

μ
T0

T

� �0
þ σφT0 þ aσ

μ

T
φ002 ¼ 0 (41)

where

φ ¼ ψffiffiffi
x

p ¼ φ ζð Þ, T ¼ T ζð Þ, ζ ¼ η

2
ffiffiffi
x

p , η ¼
ðy

0

dy
T
, a ¼ 1

4
M2 κ � 1ð Þ

M is the Mach number, σ is the Prandtl number, κ is the adiabatic index, ψ is the
stream function, T is the temperature, μ is the viscosity coefficient, and x and y are
the Cartesian coordinates.

The boundary conditions at the wall are

φ 0ð Þ ¼ φ0 0ð Þ ¼ 0, T 0ð Þ ¼ Ts (42)

At external boundary of layer is

φ0 ∞ð Þ ¼ 2, T ∞ð Þ ¼ 1: (43)

Interior asymptotic expansions are for μ ¼ Tn

φ0 ¼ 2a2ζ � n� 1ð Þa2 T1

Ts
ζ2 þ O ζ3

� �
,

T ¼ Ts þ T1ζ � 2aσa22 þ
n� 1ð Þ
2

T2
1

Ts

� �
ζ2 þO ζ3

� � (44)

where two constants a2 and T1 remain undefined.
Exterior asymptotics for ς ! ∞

lnφ00 ¼ c2 þ cζ þ lnAþ o 1ð Þ,
ln �T0ð Þ ¼ �σζ2 þ σcζ þ lnBþ o 1ð Þ (45)

where three constants are unknown: c, A, and B.
We solve boundary problems (40) and (41) approximately by connecting

asymptotics (44) and (45) TPPA

φ0
a ζð Þ ¼ 2 1� 1þ Aζ3

� �
exp �ζ2 þ cζ

� �

1þ α1ζ þ α2ζ
2 þ α4ζ

4

" #
(46)

T0
a ζð Þ ¼ ζm � ζ

β0 þ β1ζ
exp σ �ζ2 þ cζ

� �� �
(47)

Boundary conditions (45) and (46) are satisfied if to put

φa ζð Þ ¼
ð∞

0

φ0
a ζð Þdζ, Ta ζð Þ ¼ Ts þ

ð∞

0

T0
a ζð Þdζ (48)
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We complement the last equalities (50) and (51) with a normalizing condition:

1 ¼ Ts þ
ð∞

0

T0
a ζð Þdζ (49)

Following the procedure of the previous section, we will calculate the coeffi-
cients at ζ and ζ2 in asymptotic expansions (44) and, equating them with the
corresponding expressions from Eqs. (46) and (47), we will obtain equalities, from
which values α1, α2, α4, β0, β1 are expressed through a1, c,T1, ζm:

α1 ¼ a2 þ c,

α2 ¼ � 1
2

n� 1ð Þa2 T1

Ts
� 1þ c2

2
þ a2 a2 þ cð Þ, α4 ¼ 4,

β0 ¼ ζm
T1

, β1 ¼ σc
ζm
T1

� 1
T1

þ n� 1ð Þ ζm
T1

2

(50)

Three parameters in asymptotics (44) are defined in the outer region if the
following condition is met:

β1 ¼ �1=B (51)

A priori at large M numbers, it is known that the temperature profile is
non-monotonic and has a maximum within the layer at point ςm at which, as can
be seen from the second equation of the systems (40) and (41), the following
condition is used:

T00 ζmð Þ ¼ �aσφ002 ζmð Þ (52)

From the convexity condition of the temperature profile in the vicinity of the
point ςm, the following equality is used:

β0 þ β1ζmð Þaσφ002
a ζmð Þ ¼ exp �σ ζ2m � ζm

� �� �
(53)

Let us add the received equations with the integrated ratios received on the basis
of coincidence of TPPAs (46) and (47); in this case, three members in asymptotic
decompositions (50) and (51), the initial system of Eqs. (40) and (41), with
boundary conditions (42) and (43), by using the technique stated in the previous
sections.

a2 ¼ 1
2

ð∞

0

φ0
a 2� φ0ð Þdζ

c ¼
ð∞

0

2� φ0ð Þdζ
(54)

The integral relation for parameter A is obtained by multiplying Eq. (40) by

exp ζ2 � cζ
� �
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and integrating from 0 to ∞ taking into account Eq. (48):

A ¼ 2a2
μ Tsð Þ
Ts

�
ð∞

0

φ� μ Tð Þ
T

2ζ � cð Þ
� �

φ00 exp ζ2 � cζ
� �

dζ (55)

Similarly, from Eq. (41), we get

B ¼ σ

ð∞

0

T0 φ� μ Tð Þ
T

2ζ � cð Þ
� �

þ a2
μ Tð Þ
T

φ002
� �

exp σ ζ2 � cζ
� �� �

dζ (56)

Thus, the integral relations (52) and (55)–(47) form a nonlinear system of
equations for determining the following parameters:

T1, a2, c, A, B:

Integrals of the systems (37) and (42)–(44) solution were approximated using
Simpson quadrature formulas. The behavior of magnitude B proved to be highly
dependent on the behavior of the exponent at large, so the integral relation had to
be replaced by the local condition (52), besides controlling the behavior of the TPPA
near the maximum is more important than the weight of the exponent away from
the wall. Thus, instead of the value of B, we include the value among the parameters
sought, and the value of B is expressed from Eqs. (50) and (51).

5. Results

As an example of TPPA (see Section 3.2) used for matching of limiting
asymptotics, consider the paper by Grasman et al. [33]. They dealt with Lyapunov
exponents which characterize the dynamics of a system near its attractor. For the
Van der Pol oscillator:

€xþ μ _x x2 � 1
� �þ x ¼ 0 (57)

Similar to the asymptotic approximation of amplitude and period, expressions
are derived for the nonzero Lyapunov exponent λ2 for both small and large param-
eter μ values:

λ2 ¼ �μ� 1
16

μ3 þ 263
18432

μ5 þ … , μ ! 0, (58)

λ2 ¼ � 3þ 4 ln 2
2 3� 2 ln 2ð Þ μþ … , μ ! ∞: (59)

The overlap of these series does not take place. The authors of [33] remark:
“Such an overlap comes within reach if in the regular expansion a large number of
terms is included.” This is not correct, because the obtained series is asymptotic; so,
with increasing of number of terms, the results will be worst. So, one needs a
summation procedure. Some authors [34] proposed to use PAs, but in this case one
needs hundreds of perturbation series terms. That is why we use TPPA. Using two
terms from expansion (58) and one term from expansion (59), one obtains
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We complement the last equalities (50) and (51) with a normalizing condition:
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ð∞

0

T0
a ζð Þdζ (49)

Following the procedure of the previous section, we will calculate the coeffi-
cients at ζ and ζ2 in asymptotic expansions (44) and, equating them with the
corresponding expressions from Eqs. (46) and (47), we will obtain equalities, from
which values α1, α2, α4, β0, β1 are expressed through a1, c,T1, ζm:

α1 ¼ a2 þ c,

α2 ¼ � 1
2

n� 1ð Þa2 T1

Ts
� 1þ c2

2
þ a2 a2 þ cð Þ, α4 ¼ 4,

β0 ¼ ζm
T1

, β1 ¼ σc
ζm
T1

� 1
T1

þ n� 1ð Þ ζm
T1

2

(50)

Three parameters in asymptotics (44) are defined in the outer region if the
following condition is met:

β1 ¼ �1=B (51)

A priori at large M numbers, it is known that the temperature profile is
non-monotonic and has a maximum within the layer at point ςm at which, as can
be seen from the second equation of the systems (40) and (41), the following
condition is used:

T00 ζmð Þ ¼ �aσφ002 ζmð Þ (52)

From the convexity condition of the temperature profile in the vicinity of the
point ςm, the following equality is used:

β0 þ β1ζmð Þaσφ002
a ζmð Þ ¼ exp �σ ζ2m � ζm

� �� �
(53)

Let us add the received equations with the integrated ratios received on the basis
of coincidence of TPPAs (46) and (47); in this case, three members in asymptotic
decompositions (50) and (51), the initial system of Eqs. (40) and (41), with
boundary conditions (42) and (43), by using the technique stated in the previous
sections.

a2 ¼ 1
2

ð∞

0

φ0
a 2� φ0ð Þdζ

c ¼
ð∞

0

2� φ0ð Þdζ
(54)

The integral relation for parameter A is obtained by multiplying Eq. (40) by

exp ζ2 � cζ
� �
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and integrating from 0 to ∞ taking into account Eq. (48):

A ¼ 2a2
μ Tsð Þ
Ts

�
ð∞

0

φ� μ Tð Þ
T

2ζ � cð Þ
� �

φ00 exp ζ2 � cζ
� �

dζ (55)

Similarly, from Eq. (41), we get

B ¼ σ
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0
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T

2ζ � cð Þ
� �

þ a2
μ Tð Þ
T

φ002
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exp σ ζ2 � cζ
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dζ (56)

Thus, the integral relations (52) and (55)–(47) form a nonlinear system of
equations for determining the following parameters:

T1, a2, c, A, B:

Integrals of the systems (37) and (42)–(44) solution were approximated using
Simpson quadrature formulas. The behavior of magnitude B proved to be highly
dependent on the behavior of the exponent at large, so the integral relation had to
be replaced by the local condition (52), besides controlling the behavior of the TPPA
near the maximum is more important than the weight of the exponent away from
the wall. Thus, instead of the value of B, we include the value among the parameters
sought, and the value of B is expressed from Eqs. (50) and (51).

5. Results

As an example of TPPA (see Section 3.2) used for matching of limiting
asymptotics, consider the paper by Grasman et al. [33]. They dealt with Lyapunov
exponents which characterize the dynamics of a system near its attractor. For the
Van der Pol oscillator:

€xþ μ _x x2 � 1
� �þ x ¼ 0 (57)

Similar to the asymptotic approximation of amplitude and period, expressions
are derived for the nonzero Lyapunov exponent λ2 for both small and large param-
eter μ values:

λ2 ¼ �μ� 1
16

μ3 þ 263
18432

μ5 þ … , μ ! 0, (58)

λ2 ¼ � 3þ 4 ln 2
2 3� 2 ln 2ð Þ μþ … , μ ! ∞: (59)

The overlap of these series does not take place. The authors of [33] remark:
“Such an overlap comes within reach if in the regular expansion a large number of
terms is included.” This is not correct, because the obtained series is asymptotic; so,
with increasing of number of terms, the results will be worst. So, one needs a
summation procedure. Some authors [34] proposed to use PAs, but in this case one
needs hundreds of perturbation series terms. That is why we use TPPA. Using two
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L≈� λ2
μ
¼ 1þ 0:14μ2

1þ 0:079μ2
(60)

Expression (60) has a pole at μ ¼ �12:66. Below, one can see some numerical
results.

In Table 1, the second column is made by calculation results by formula (4), the
third column is made by paper data [33]. One can see that TPPA gives good result
for any value of used parameter.

In Section 4.4, the problem was solved for several variants of the Mach number
and the heating temperature: M ¼ 5; 10; 15,Ts ¼ 3; 5; 7 of the streamlined flat plate,
with constant Prandtl number values σ ¼ 0:76, adiabatic index κ ¼ 1:4, and two
values of dynamical viscosity index μ ¼ Tn : n ¼ 1; 0:76. When the first equation
of the systems (43) and (44) is solved, it becomes independent of the second
equation and can be compared with the known Blasius solution (see Section 3),
which was used as a test when compared to our method [35–40]. Thus, the value of

μ L (4) L (NR)

1 1.057 1.0648

5 1.513 1.4724

10 1.685 1.6358

25 1.759 1.7398

50 1.768 1.7691

Table 1.
Comparison for L of numerical results (NR) from paper by [33] with TPPA formulate (60).

M Ts ςm T1

5 3 0.426 1.340

10 3 0.744 9.127

10 5 0.637 7.929

10 7 0.531 6.676

15 3 0.806 22.00

15 5 0.756 20.82

15 7 0.712 19.75

Table 2.
TPPAs parameters for different Mach numbers M, temperature TS, and n = 1 values.

M 5 10 10

Ts 3 3 5

a2 0.17 0.74 0.56

ςm 0.729 0.714 0.798

c 1.45 1.42 1.38

T1 0.56 8.69 8.16

Table 3.
TPPAs parameters for different Mach numbers M, temperature TS, and n = 0.76 values.
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the parameters according to the exact solution is equal: a2 ¼ 0:664;  c ¼ 1:72. Our
decision gives a2 ¼ 0:6641; c ¼ 1:7308. Of course, such a good match is due to the
fact that these parameters are largely determined by local internal asymptotics,
more precisely, derived from the function on the wall. But also within the transition
area, the deviation from the exact solution does not exceed 1÷2% (for φ0 and T,
respectively). Design values of parameters for determining approximations (37)
and (38) for n = 1 are given in Table 2.

If n ¼ 0:76, this value corresponds to the physical characteristics of the air, and
the constant calculation results for the approximation formulas (49) and (50) are
shown in Table 3.

6. Conclusion

The procedure of constructing the PA is much less labor-intensive than the
construction of higher approximations of perturbation theory. PA can be applied to
power series but also to the series of orthogonal polynomials. PA is locally the best
rational approximation of a given power series. They are constructed directly and
allow for efficient analytic continuation of the series outside its circle of conver-
gence, and their poles in a certain sense localize the singular points (including the
poles and their multiplicities) of the function at the corresponding region of
convergence and on its boundary. PA is fundamentally different from rational
approximations with (fully or partially) fixed poles, including the polynomial
approximation, when all the poles are fixed in infinity. That is the above property of
PA—effectively solving the problem of analytic continuation of power series—lies
at the basis of their many successful applications in the analysis and the study of
applied problems. Currently, the PA method is one of the most promising nonlinear
methods of summation of power series and the localization of its singular points.
Including the reason why the theory of the PA turned into a completely indepen-
dent section of approximation theory, and these approximations have found a
variety of applications both directly in the theory of rational approximations, and in
perturbation theory.

Thus, the main advantages of PA compared with the Taylor series are as follows:

1.Typically, the rate of convergence of rational approximations greatly exceeds
the rate of convergence of polynomial approximation. For example, the
function eε in the circle of convergence approximated by rational polynomials
Pn(ε)/Qn(ε) in 4п times better than an algebraic polynomial of degree 2n. More
tangible, it is property for functions of limited smoothness. Thus, the function
|ε| on the interval [�1,1] cannot be approximated by algebraic polynomials so
that the order of approximation was better than 1/n, where n is the degree of
polynomial. PA gives the rate of convergence � exp � ffiffiffiffiffi

2n
p� �

.

2.Typically, the radius of convergence of rational approximation is large
compared with the power series. Thus, for the function arctan xð Þ, Taylor
polynomials converge only if εj j≤ 1, and PA is everywhere in С\((- i∞, - i]
∪ [i, i∞)).

3.PA can establish the position of singularities of the function.

TPPA allows to overcome the locality of asymptotic expansions, using only a few
terms of asymptotics. Unfortunately, the situations when both asymptotic limits
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L≈� λ2
μ
¼ 1þ 0:14μ2

1þ 0:079μ2
(60)
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μ L (4) L (NR)

1 1.057 1.0648
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50 1.768 1.7691

Table 1.
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M Ts ςm T1
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M 5 10 10
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Table 3.
TPPAs parameters for different Mach numbers M, temperature TS, and n = 0.76 values.
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the parameters according to the exact solution is equal: a2 ¼ 0:664;  c ¼ 1:72. Our
decision gives a2 ¼ 0:6641; c ¼ 1:7308. Of course, such a good match is due to the
fact that these parameters are largely determined by local internal asymptotics,
more precisely, derived from the function on the wall. But also within the transition
area, the deviation from the exact solution does not exceed 1÷2% (for φ0 and T,
respectively). Design values of parameters for determining approximations (37)
and (38) for n = 1 are given in Table 2.

If n ¼ 0:76, this value corresponds to the physical characteristics of the air, and
the constant calculation results for the approximation formulas (49) and (50) are
shown in Table 3.

6. Conclusion

The procedure of constructing the PA is much less labor-intensive than the
construction of higher approximations of perturbation theory. PA can be applied to
power series but also to the series of orthogonal polynomials. PA is locally the best
rational approximation of a given power series. They are constructed directly and
allow for efficient analytic continuation of the series outside its circle of conver-
gence, and their poles in a certain sense localize the singular points (including the
poles and their multiplicities) of the function at the corresponding region of
convergence and on its boundary. PA is fundamentally different from rational
approximations with (fully or partially) fixed poles, including the polynomial
approximation, when all the poles are fixed in infinity. That is the above property of
PA—effectively solving the problem of analytic continuation of power series—lies
at the basis of their many successful applications in the analysis and the study of
applied problems. Currently, the PA method is one of the most promising nonlinear
methods of summation of power series and the localization of its singular points.
Including the reason why the theory of the PA turned into a completely indepen-
dent section of approximation theory, and these approximations have found a
variety of applications both directly in the theory of rational approximations, and in
perturbation theory.

Thus, the main advantages of PA compared with the Taylor series are as follows:

1.Typically, the rate of convergence of rational approximations greatly exceeds
the rate of convergence of polynomial approximation. For example, the
function eε in the circle of convergence approximated by rational polynomials
Pn(ε)/Qn(ε) in 4п times better than an algebraic polynomial of degree 2n. More
tangible, it is property for functions of limited smoothness. Thus, the function
|ε| on the interval [�1,1] cannot be approximated by algebraic polynomials so
that the order of approximation was better than 1/n, where n is the degree of
polynomial. PA gives the rate of convergence � exp � ffiffiffiffiffi

2n
p� �

.

2.Typically, the radius of convergence of rational approximation is large
compared with the power series. Thus, for the function arctan xð Þ, Taylor
polynomials converge only if εj j≤ 1, and PA is everywhere in С\((- i∞, - i]
∪ [i, i∞)).

3.PA can establish the position of singularities of the function.

TPPA allows to overcome the locality of asymptotic expansions, using only a few
terms of asymptotics. Unfortunately, the situations when both asymptotic limits

93

Padé Approximation to Solve the Problems of Aerodynamics and Heat Transfer…
DOI: http://dx.doi.org/10.5772/intechopen.93084



have the form of power expansions are rarely encountered in practice, so we have
to resort to other methods of AEFs construction, for example, the method
quasirational approximation which is described in [23]. The method of combination
(combining method) of asymptotics by using TPPA is alternative to the well-known
matching method [6]; it is useful in local domains of transition layers where
asymptotics are not uniform. This method was tested on well-known problems
of mathematical physics, in particular, problems of fluid dynamics. The main
advantage of the method is that it has an analytic form.
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Chapter 6

Alternative Representation for
Binomials and Multinomies and
Coefficient Calculation
José Alfredo Sánchez de León

Abstract

Polynomials play an important role in many fields of mathematics as well as in
other areas such as physics and engineering. Binomials and multinomies represent a
special kind of polynomials, regarded as a wide frame of study by somemathematical
branches such as discrete mathematics. Under this subject a novel method was
recently developed that addresses the task of performing the calculation of binomial
andmultinomial coefficients, by means of the setting of an arrangement of sequences
of summations. The document unfolded hereby aims to be an extension of that work.
Through this document, firstly it will be deemed an equation resultant from that
work, targeted at binomial calculations, and will be extended to the multinomial
instance. Afterwards a theoretical case of study will be presented, to expose the
application of this framework. And lastly an algorithm will be raised to set it up on a
computer algebra system (CAS), and some practical examples will be bestowed.

Keywords: binomials, binomial coefficient calculation, multinomial, multinomies,
multinomial coefficient calculation

1. Introduction

Polynomials, alongside binomials and multinomies, are frequently found in
many study cases, even outside pure mathematics affairs, like [1]. Recently in [2]
a novel method was developed to calculate binomial and multinomial coefficients,
and at the same time, it was shown that a different way of expansion could be set
by means of arrangements of summations and sequences. For this purpose three
analytic formulas were raised. Formula (3), the first one, whose output depicts
sequences of incremental numbers, so that after performing those sums, a numeric
value is obtained that actually represents a binomial coefficient. The second one is
formula (4), whose output comprised of sequences of 1f g, so that after such sums
are performed, the binomial coefficient was also computed; it was exactly the same
value as the first one (series of unity rather than being incremental sequences).
A proof for Eq. (3) was given, but not for Eq. (4); however, it could be carried out
exactly the same way. Then formula (3) was taken to extend that result to the
multinomial instances, through the application of a method developed there; a
proof for the multinomial case was not given. Some examples were exposed to
illustrate the applications of those equations. On the other hand, some things were
overlooked, i.e., the proof that were just mentioned and another set of examples
that could illustrate even more the applications of the obtained result.
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Chapter 6

Alternative Representation for
Binomials and Multinomies and
Coefficient Calculation
José Alfredo Sánchez de León

Abstract

Polynomials play an important role in many fields of mathematics as well as in
other areas such as physics and engineering. Binomials and multinomies represent a
special kind of polynomials, regarded as a wide frame of study by somemathematical
branches such as discrete mathematics. Under this subject a novel method was
recently developed that addresses the task of performing the calculation of binomial
andmultinomial coefficients, by means of the setting of an arrangement of sequences
of summations. The document unfolded hereby aims to be an extension of that work.
Through this document, firstly it will be deemed an equation resultant from that
work, targeted at binomial calculations, and will be extended to the multinomial
instance. Afterwards a theoretical case of study will be presented, to expose the
application of this framework. And lastly an algorithm will be raised to set it up on a
computer algebra system (CAS), and some practical examples will be bestowed.

Keywords: binomials, binomial coefficient calculation, multinomial, multinomies,
multinomial coefficient calculation

1. Introduction

Polynomials, alongside binomials and multinomies, are frequently found in
many study cases, even outside pure mathematics affairs, like [1]. Recently in [2]
a novel method was developed to calculate binomial and multinomial coefficients,
and at the same time, it was shown that a different way of expansion could be set
by means of arrangements of summations and sequences. For this purpose three
analytic formulas were raised. Formula (3), the first one, whose output depicts
sequences of incremental numbers, so that after performing those sums, a numeric
value is obtained that actually represents a binomial coefficient. The second one is
formula (4), whose output comprised of sequences of 1f g, so that after such sums
are performed, the binomial coefficient was also computed; it was exactly the same
value as the first one (series of unity rather than being incremental sequences).
A proof for Eq. (3) was given, but not for Eq. (4); however, it could be carried out
exactly the same way. Then formula (3) was taken to extend that result to the
multinomial instances, through the application of a method developed there; a
proof for the multinomial case was not given. Some examples were exposed to
illustrate the applications of those equations. On the other hand, some things were
overlooked, i.e., the proof that were just mentioned and another set of examples
that could illustrate even more the applications of the obtained result.
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This document comprises the extension of the results obtained from [2]. This
extension will based upon formula (4): It will be explained in more detail, oriented
towards the developing of an algorithm to perform the calculations; this formula
will be extended to obtain a general one to achieve the calculation of multinomial
coefficients, using the procedure from [2]; a proof for this general formula will be
given. The theoretical application of formula (4) will be shown in some other case
study, taking over a lemma from [3] and developing an alternative proof by these
means. As it was mentioned above, two algorithms based on this result are worked
up and were implemented as a program in a computer algebra system (CAS).
For its best understanding, this chapter was in general written in the order just
mentioned above. For the reader’s convenience, and in order to get a broad
understanding of this chapter, it is highly advisable to give a read at the original
document [2].

2. Mathematical framework

2.1 Fundament for 2�summands

Let F be a field [4], and F X½ � the ring of polynomials in the indeterminate x,
by the generating set of

F X½ � ¼ L ⋃
j∈0

xj
( )

⋃ 1f g
 !

(1)

Now, denote the set of polynomials with positive coefficients of degree ∂ at
most n over F, by

πþ ≔ Pn Fð Þ⊆F X½ �⊂∞ : Pn Fð Þ ¼
X

1≤ϕ∈þ ≤ s

x ϕf g

 !n

,Pj Fð Þ⋂P jþ1 Fð Þ ¼ ∅

( )
(2)

and let A be the set of the coefficients of those polynomials:

A ≔ ⋃
∀k, n∈

πþn
Y

j∈ 1, 2f g
x 2�jð Þnþ 2j�3ð Þk
j (3)

Definition 2.1. A subset A of the real numbers is said to be inductive if it
contains the number 1, and for every x in A, the number xþ 1 is also in A. Let C be
the collection of all inductive subsets of . Then the set [5] þ of positive integers
is defined by the equation

þ ≔ ⋂
A∈ C

A⊂þ: (4)

Definition 2.2. Lexicographic ordering: >
LEX

� �
.

We say [6] p>
LEX

q, if we have the following conditions:

p>
LEX

q⇔∃i∈þ ∍ ai 6¼ bi ∧ amin if g > bmin if g

) ⋃
n∈þ

anf gn bnf gf g>0 (5)

for some non-zero entry, i.e., for some n∈þ.
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Recall the mapping from [2]

τ : 0 � 0 ! ⋃
∂Pn Fð Þ∈ πþ

j¼1
A j ⊂þ ∍

n
k

� �
↦τ (6)

by the equation

n̂
k̂

� �
¼

X
n̂

1

δn̂¼1

⋯
X

k̂

n̂�k̂ð Þþ1kδk̂þ1

δk̂¼1

⋯
X

2

n̂�k̂ð Þþ1kl

k¼1

X
1

n̂�k̂ð Þþ1kk

j¼1

X
0

1

i¼1

ii

" #

j,k, ::,δk̂ ,…,δn̂

8<
:

9=
; (7)

where

� �
X

ϕ

n̂�k̂ð Þþ1kδϕþ1

δϕ¼1

� �i ¼

X
ϕ

n̂�k̂ð Þþ1

δϕ¼1

ϕ ¼ k̂

X
ϕ

δϕþ1

δϕ¼1

ϕ 6¼ k̂

8>>>>>>><
>>>>>>>:

(8)

where the widehat script in the binomial terms (n̂, k̂) was placed to distinguish
those from the index set of the summation sequences, and provided that δϕ repre-
sents the set of a sequence of consecutive characters in the lexicographic order, by
the half-open interval,

δϕ ≔ i, j, k, … z, zh, zi, … ,þ∞½ Þ : 1≤ϕ< þ∞;ϕ∈þf g⊂þ (9)

Under this outline, we would have the following ordering:

i<
LEX

j<
LEX

k � �<
LEX

z<
LEX

zh<
LEX

zi � �<
LEX

z<
LEX

zzh<
LEX

zzi<
LEX

⋯ (10)

It is of great importance that we could establish a counting relation between
them in order to be used in an algorithm.

Lemma 2.3. Existence of a choice function.
Given a collection [5]B of nonempty sets (not necessarily disjoint), there exists

a function

c : B ! ⋃
B∈B

B (11)

such that c Bð Þ is an element of B, for each B∈B .
A bijection between δϕ and þ can now be established. Consider the collection of

residue classes which have a multiplicative inverse in =n:

=nð Þ� ¼ a∈=n : ∃c∈=n∍a � b ¼ 1
� �

⊂=n (12)

By [7] we have

=mnð Þ� ffi =mð Þ� � =nð Þ� (13)

when m and n are relative prime integers. However, we will set n ¼ 19, to define
the following applications:

Let x∈þ and J be an index set; define

g : =19ð Þ� ! i, j, k, … , zf g (14)

by g xð Þ≔mod  x, 19ð Þ ! i, j, k, … , zf g
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contains the number 1, and for every x in A, the number xþ 1 is also in A. Let C be
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is defined by the equation
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those from the index set of the summation sequences, and provided that δϕ repre-
sents the set of a sequence of consecutive characters in the lexicographic order, by
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It is of great importance that we could establish a counting relation between
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Given a collection [5]B of nonempty sets (not necessarily disjoint), there exists

a function
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such that c Bð Þ is an element of B, for each B∈B .
A bijection between δϕ and þ can now be established. Consider the collection of

residue classes which have a multiplicative inverse in =n:

=nð Þ� ¼ a∈=n : ∃c∈=n∍a � b ¼ 1
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⊂=n (12)

By [7] we have

=mnð Þ� ffi =mð Þ� � =nð Þ� (13)

when m and n are relative prime integers. However, we will set n ¼ 19, to define
the following applications:

Let x∈þ and J be an index set; define

g : =19ð Þ� ! i, j, k, … , zf g (14)

by g xð Þ≔mod  x, 19ð Þ ! i, j, k, … , zf g
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By the Lemma 2.3 we can construct

f : þ ! ⋃
j∈ J

zf gj

by f xð Þ≔ ⋃
j∈L ⌊ x

19⌋ð Þ
zf gj

(15)

Then the composition f ◦ g will be the searched function:

f ◦ gð Þ : þ ! δϕ

by f ◦ gð Þ xð Þ ¼ ⋃
j∈L ⌊ x

19⌋ð Þ
zf gj ⋃ Im gð Þf g (16)

This could be graphically represented in Figure 1.
Definition 2.4. A set A is said to be infinite if it is not finite [8]. It is said to be

countably infinite if there is a bijective correspondence:

f : A ! þ (17)

In the next theorem, the collection δϕ is countable:
Theorem 2.5. Let Enf g, n ¼ 1, 2, 3,…, be a sequence of countable sets, and put

S ¼ ⋃
∞

n¼1
En (18)

Then S is countable [9].
Since it was possible to establish a bijection between þ and the collection δϕ,

and since each summation in (1) corresponds to just one element of δϕ, it follows
that the summands in (1) are also countable.

Figure 1.
Graphical representation of the mapping f ◦ gð Þ : þ ! δϕ.

102

Mathematical Theorems - Boundary Value Problems and Approximations

Corollary 2.6. The set þ � þ is countably infinite [8].
Finally, in this corollary, it follows that the tuples þ � δϕ ⊂þ

� �
are countably

infinite.

2.2 Extension to n�summands

Now that the countability of the collection δϕ was explained and a bijective
function settled down to perform it, we will proceed to extend (1) to n� summands.
Note that in [2] this formula remained unaltered in this sense, so that it was not
extended; that is why we will do it here.

For the foremost part, another index set on a half-open interval is introduced,
defined in similar way as δϕ:

δ ∗
ϕ ≔ n̂, i ∗ , j ∗ , k ∗ ,… z ∗ , zh ∗ , zi ∗ ,… ,þ∞½ Þ : 0≤ϕ< þ∞;ϕ∈þf g⊂þ (19)

The need of another index set comes from the fact that in the extension to the
n� summands approach, a second lawyer of summands sequences and a new
sequence of multipliers will arise; this way index scrambling between the two
lawyers will be avoided. Then in a similar fashion, the modified function will apply:

f 0 ◦ g0� �
: þ ! δ ∗

ϕ (20)

where f 0 and g0 are defined the same way as in the former, regarding ∗ as a
superscript on the alphabetic letters.

Theorem 2.7. Principle of recursive definition. Let A be a set; let a0 be an
element of A. Suppose ρ is a function that assigns to each function f mapping a
nonempty section of positive integers into A, an element of A. Then there exists a
unique function

h : þ ! A (21)

such that h 1ð Þ ¼ a0,

h ið Þ ¼ ρ h j 1, … , i� 1f gð Þ ∀i> 1: (22)

Now the same method developed in [2] will be performed, following the bino-
mial theorem [10–12] and the recursive principle: Let φ, γ ∈Pn Fð ÞnA be two col-
lection of summands; set the following:

φ s�ff g ¼
X

δ ∗
f ¼ 0 λ¼0 ≤ϕλ ≤ δ ∗

f�1

���
���
λ¼1

0≤ λ∈0 ≤ 1∀λ

ϕjλ¼1

ϕjλ¼0

� �
γ
ϕ λ¼1�ϕj jλ¼0
f φ

ϕjλ¼0
s�ff g (23)

Subindices ff g, s� ff g∈þ represent a consecutive number of a summand
and the amount of remaining summands after the binomial theorem expansion,
respectively. Continue recursively performing the expansion:

Xδ ∗
0

δ∗1 ¼0

X
δ∗0

1

δδ ∗
0
¼1

⋯
X

δ ∗
1

δ ∗
0 �δ ∗

1ð Þþ1kδδ ∗
1
þ1

δδ ∗
1
¼1

⋯
X

2

δ∗0 �δ ∗
1ð Þþ1kl

k¼1

X
1

δ ∗
0 �δ ∗

1ð Þþ1kk

j¼1

X
0

1

i¼1

ii

" #

j,k, ::,δδ ∗
1
, … ,δδ ∗

0

8><
>:

9>=
>;
γ
δ ∗
0 �δ ∗

1
1 φ

δ ∗
1
s�1

(24)
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Corollary 2.6. The set þ � þ is countably infinite [8].
Finally, in this corollary, it follows that the tuples þ � δϕ ⊂þ

� �
are countably

infinite.

2.2 Extension to n�summands

Now that the countability of the collection δϕ was explained and a bijective
function settled down to perform it, we will proceed to extend (1) to n� summands.
Note that in [2] this formula remained unaltered in this sense, so that it was not
extended; that is why we will do it here.

For the foremost part, another index set on a half-open interval is introduced,
defined in similar way as δϕ:

δ ∗
ϕ ≔ n̂, i ∗ , j ∗ , k ∗ ,… z ∗ , zh ∗ , zi ∗ ,… ,þ∞½ Þ : 0≤ϕ< þ∞;ϕ∈þf g⊂þ (19)

The need of another index set comes from the fact that in the extension to the
n� summands approach, a second lawyer of summands sequences and a new
sequence of multipliers will arise; this way index scrambling between the two
lawyers will be avoided. Then in a similar fashion, the modified function will apply:

f 0 ◦ g0� �
: þ ! δ ∗

ϕ (20)

where f 0 and g0 are defined the same way as in the former, regarding ∗ as a
superscript on the alphabetic letters.

Theorem 2.7. Principle of recursive definition. Let A be a set; let a0 be an
element of A. Suppose ρ is a function that assigns to each function f mapping a
nonempty section of positive integers into A, an element of A. Then there exists a
unique function

h : þ ! A (21)

such that h 1ð Þ ¼ a0,

h ið Þ ¼ ρ h j 1, … , i� 1f gð Þ ∀i> 1: (22)

Now the same method developed in [2] will be performed, following the bino-
mial theorem [10–12] and the recursive principle: Let φ, γ ∈Pn Fð ÞnA be two col-
lection of summands; set the following:

φ s�ff g ¼
X
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f ¼ 0 λ¼0 ≤ϕλ ≤ δ ∗
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¼
Xδ ∗
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δ ∗
1 ¼0
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δ ∗
0
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δδ ∗
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¼1

⋯
X

δ ∗
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δ ∗
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1ð Þþ1kδδ ∗
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þ1

δδ∗
1
¼1

⋯
X

2

δ ∗
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1ð Þþ1kl

k¼1

X
1

δ ∗
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1ð Þþ1kk
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X
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i¼1
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" #

j,k, ::,δδ∗
1
, … ,δδ ∗

0

8><
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9>=
>;
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1
1 •

0
B@
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1
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2 ¼0
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" #
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2
, … ,δδ ∗

1

0
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>;
γ
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2
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Xδ ∗
2
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3 ¼0

X
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2

1
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2
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X

δ ∗
3

δ ∗
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3ð Þþ1kδδ ∗
3
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3
¼1
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X

2

δ ∗
2 �δ ∗

3ð Þþ1kl

k¼1
⤸

8><
>:

0
B@

X
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δ ∗
2 �δ ∗

3ð Þþ1kk

j¼1

X
0

1

i¼1
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" #

j,k, ::,δδ ∗
3
, … ,δδ ∗

2

9>=
>;
γ
δ ∗
2 �δ ∗

3
3 φ

δ ∗
3
s�3• ⋯ (25)

⋯ ••• ⋯••• ⋯ ••• ⋯••• ⋯ ••• ⋯

⋯ •
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Then the expansion above follows a pattern that can be coded into a general
formula; replace the variables γ and φ according to its definition; it would end with
the function
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This general formula actually performs the multinomial expansion along with
the calculation of the coefficients of individual terms, for an expression of
n�summands; its proof is given on Appendix A.

Theorem 2.8. A finite product of countable sets is countable [5].
Since (2) represents finite products of countable sets (as it was exposed previ-

ously), it follows from theorem 2.8 that the sequence of multipliers in (2) is also
countable.

3. Applications of the obtained results

Direct use of formula (1) is performed on Appendix C in [2], alongside the use of
another general formula for multinomial expansion, similar to (2), just obtained in
the last section of this document. What is exposed here are applications not covered
in [2]; these are regarded as theoretical and numerical applications and are given
next.

3.1 Theoretical application

A theoretical case application is exerted; the last results are performed to give an
alternative proof for Lemma from [3].

Lemma 3.1. If p is a prime not dividing an integer m, then for all n≥ 1, the

binomial coefficient
pnm
pn

� �
is not divisible by p.

Proof: Formula (1) will be deployed for this purpose. Since p is prime, each
summand in it arises from

� �
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8>>>>>><
>>>>>>:

(28)

(since p cannot be factored any further). Now, suppose for the sake of contra-
diction that there exists a prime p that divides the binomial coefficient the way it is
proposed:
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X
0
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i¼1

ii

" #
≕ψ pn;mð Þ ¼ p � xint (29)

for some integer xint ∈þ, where ψ pn,mð Þ is defined to be the summation
sequence function on the left side of (3).
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δpn¼1

⋯
X

3

m

l¼1

X
2

l

k¼1

X
1

k

j¼1

1
p

� �
¼ xint (30)

Since formula (1) represents addition of sequences of 1f g, expanding the above
and gathering out the factors, the following would be obtained:
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Then the expansion above follows a pattern that can be coded into a general
formula; replace the variables γ and φ according to its definition; it would end with
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This general formula actually performs the multinomial expansion along with
the calculation of the coefficients of individual terms, for an expression of
n�summands; its proof is given on Appendix A.

Theorem 2.8. A finite product of countable sets is countable [5].
Since (2) represents finite products of countable sets (as it was exposed previ-

ously), it follows from theorem 2.8 that the sequence of multipliers in (2) is also
countable.

3. Applications of the obtained results

Direct use of formula (1) is performed on Appendix C in [2], alongside the use of
another general formula for multinomial expansion, similar to (2), just obtained in
the last section of this document. What is exposed here are applications not covered
in [2]; these are regarded as theoretical and numerical applications and are given
next.

3.1 Theoretical application

A theoretical case application is exerted; the last results are performed to give an
alternative proof for Lemma from [3].

Lemma 3.1. If p is a prime not dividing an integer m, then for all n≥ 1, the

binomial coefficient
pnm
pn

� �
is not divisible by p.

Proof: Formula (1) will be deployed for this purpose. Since p is prime, each
summand in it arises from

� �
X

ϕ

pnm�pnð Þþ1kδϕþ1

δϕ¼1
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(since p cannot be factored any further). Now, suppose for the sake of contra-
diction that there exists a prime p that divides the binomial coefficient the way it is
proposed:
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" #
≕ψ pn;mð Þ ¼ p � xint (29)

for some integer xint ∈þ, where ψ pn,mð Þ is defined to be the summation
sequence function on the left side of (3).
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¼ xint (30)

Since formula (1) represents addition of sequences of 1f g, expanding the above
and gathering out the factors, the following would be obtained:
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p

� �
pn þ

Xpn

i¼0

pn � ið Þ þ⋯þ kpn m�1ð Þþ1

 !
¼ xint (31)

But above there are no summands on the left side that yields an integer on the
right side and at the same time fulfills:

1þ pn þ
Xpn

i¼0

pn � ið Þ þ⋯þ kpn m�1ð Þþ1 ¼ ψ pn,mð Þ (32)

For if it were,

) ∃z∈þ∍ψ pn,mð Þ ¼ z ∀m, n, p∈þ : p ∤m (33)

so that, combining (4) and (5), it would be

1
p
þ 1

p

� �
z� 1ð Þ ¼ xint

)
�
1
p
þ z
p
�
�
1
p
¼ xint

) z
p
¼ xint )(

(34)

which shows that indeed xint is all about a rational number. This contradicts the
hypothesis, so the binomial coefficient is not divisible by p.

□
There is also problem 18.41 in [13] where the author introduces a case of

study that takes place when x and y are members of a commutative ring of
characteristic p:

(Freshman exponentiation). Let p be prime. Show that in the ring p, we have

aþ bð Þp ¼ ap þ bp (35)

for all a, b∈p [hint: observe that the usual binomial expansion for aþ bð Þn is
valid in a commutative ring]. This one actually can alternatively be proven in a very
similar way as the above lemma, so the proof is left to the reader. Some other study
cases may come up that can be addressed with this result, where binomial coeffi-
cient calculation is part of their proof.

3.2 Numerical application

Two algorithms were written with the use of formulas (1) and (2); those were
also implemented on two script programs written on the computer algebra system
Maxima [14] and open-source software written in LISP [15] and based on a 1982
version of Macsyma [16]; of course there are many other CAS in which those can be
implemented, i.e., here [17] is a great deal of one of them. The aim is to perform the
expansion of a binomial by this result and perform the calculations of their individ-
ual coefficients. The first algorithm describes the calculation of binomial coeffi-
cients by formula (1), while the second is about the binomial and multinomial
expansion based on formula (2); it also calculates the coefficients of the individual
terms based on algorithm 1.

They are the exposed in the next two frames.
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which shows that indeed xint is all about a rational number. This contradicts the
hypothesis, so the binomial coefficient is not divisible by p.

□
There is also problem 18.41 in [13] where the author introduces a case of

study that takes place when x and y are members of a commutative ring of
characteristic p:

(Freshman exponentiation). Let p be prime. Show that in the ring p, we have

aþ bð Þp ¼ ap þ bp (35)

for all a, b∈p [hint: observe that the usual binomial expansion for aþ bð Þn is
valid in a commutative ring]. This one actually can alternatively be proven in a very
similar way as the above lemma, so the proof is left to the reader. Some other study
cases may come up that can be addressed with this result, where binomial coeffi-
cient calculation is part of their proof.

3.2 Numerical application

Two algorithms were written with the use of formulas (1) and (2); those were
also implemented on two script programs written on the computer algebra system
Maxima [14] and open-source software written in LISP [15] and based on a 1982
version of Macsyma [16]; of course there are many other CAS in which those can be
implemented, i.e., here [17] is a great deal of one of them. The aim is to perform the
expansion of a binomial by this result and perform the calculations of their individ-
ual coefficients. The first algorithm describes the calculation of binomial coeffi-
cients by formula (1), while the second is about the binomial and multinomial
expansion based on formula (2); it also calculates the coefficients of the individual
terms based on algorithm 1.

They are the exposed in the next two frames.
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coef(n,k,o):=
/*Usage: coef(n,k,o); */
/*n: Grade of the polynomial or number that it is elevated to. */
/*k: k-th binomial term. */
/*o: Simplifying option, o = 0 yields numeric value of the calculated coefficient, */
/* with any other value, it expands the summations sequences. */
block([x,s],

simp:true,
chr_(x):= concat(smake(floor(x/19),"z"),ascii(mod(x,19)+104)),
x_:"k",
s: [1],
if o = 0

then option:true
else option:false,

if not integerp(n) or not integerp(k)
then return("'n' and 'k' must be integers ..."),

if k < 0 or n < 0
then return(0),

if k = 0
then (simp:option, return

(eval_string(sconcat("sum([1],i,1,",1,")")))),
for idx:1 thru k do
(

if idx = k
then
(

s:sconcat("sum"," (",s, ",",chr_(idx),",",1,",",n-k+1,")")
)
else
(

s:sconcat("sum",",(",s,",",chr_(idx),",",1,",",chr_(idx+1),")")
)

),
simp:option,
eval_string(s)

);

Figure 2.
Program: coef.

multinom(s,n,o):=
/*Usage: multinom(s,n,o); */
/*s: Amount of summands that has the polynomial, i.e., s=2 is about a binomial. */
/*n: Grade of the polynomial or number that it is elevated to. */
/*o: Simplifying option, o = 0 yields numeric value of the calculated coefficient, */
/* with any other value, it expands the sequences of the individual terms. */
block([multsum],

simp:true,
if o = 0

then opt:0
else opt:1,

_chr_(x):=
block([],

if x = 0
then return(n)
else return(concat("_",smake(floor(x/18),"z"),ascii(mod(x,18)+104))

)
),
multsum:sconcat(x[s],"^",indx_3),
expr:"x [1]",
for sx:1 thru s-1 do
(

expr:concat("(",expr,"+",x,"[",sx+1,"]",")"),
indx:_chr_(s-sx),
indx_1:_chr_(s-(sx+1)),
indx_3:_chr_(s-1),
multsum:sconcat("sum","(","cooe__","(",indx_1,",",indx,",",opt,")","*",

x[s-sx],"^","(",indx_1,"-",indx,")","*",
multsum,",",indx,",",0,",",indx_1,")")

),
print(eval_string(expr)^n,"="),
CMD_:eval_string(multsum),
return(expand(ev(CMD_,cooe__=coef)))

);

Figure 3.
Program: multinom.
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The implemented algorithms (1, 2) were presented above in the code displayed
in Figures 2 and 3, for the first and the second one, respectively. To use the code,
open a Maxima instance; then for the foremost part, in order to avoid LISP errors,
issue the following command:

:lisp (setf(get ’%sum ‘operators) nil)
Next save the code above as the files coef.mc and multinom.mc, respectively, and

place them in the subdirectory user of the Maxima installation (< maxima_userdir
can be issued; > in the command line to display it). Following, issue the commands:

batch("coef");
batch("multinom");
in order to be both loaded; or alternatively just copy the text from Figures 2 and

3, and paste it in the Maxima interface. Then use them according to each program
syntax. The program multinom.mc outputs are shown in Figure 4.

A pattern of outputs (binomial coefficient values) from coef.mc was included;
this is displayed in Appendix B.

4. Conclusions

With this result an alternative way to represent binomials and multinomies
alongside their respective coefficient calculations was exposed. The results obtained
from [2] were extended by broading formula (1) to the multinomial instances, by
showing that those results can be applied suitably to the theoretical cases of study
and by the building up of two algorithms which were implemented in two programs
in the CAS Maxima. What will be remaining for a subsequent research work will be

Figure 4.
Output of multinom.mc for a binomial and a multinomial example, respectively (in electronic PDF file, this
figure can be zoomed fairly enough for a better view).
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coef(n,k,o):=
/*Usage: coef(n,k,o); */
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/*k: k-th binomial term. */
/*o: Simplifying option, o = 0 yields numeric value of the calculated coefficient, */
/* with any other value, it expands the summations sequences. */
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(
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)

),
simp:option,
eval_string(s)

);

Figure 2.
Program: coef.

multinom(s,n,o):=
/*Usage: multinom(s,n,o); */
/*s: Amount of summands that has the polynomial, i.e., s=2 is about a binomial. */
/*n: Grade of the polynomial or number that it is elevated to. */
/*o: Simplifying option, o = 0 yields numeric value of the calculated coefficient, */
/* with any other value, it expands the sequences of the individual terms. */
block([multsum],

simp:true,
if o = 0

then opt:0
else opt:1,

_chr_(x):=
block([],

if x = 0
then return(n)
else return(concat("_",smake(floor(x/18),"z"),ascii(mod(x,18)+104))

)
),
multsum:sconcat(x[s],"^",indx_3),
expr:"x [1]",
for sx:1 thru s-1 do
(

expr:concat("(",expr,"+",x,"[",sx+1,"]",")"),
indx:_chr_(s-sx),
indx_1:_chr_(s-(sx+1)),
indx_3:_chr_(s-1),
multsum:sconcat("sum","(","cooe__","(",indx_1,",",indx,",",opt,")","*",

x[s-sx],"^","(",indx_1,"-",indx,")","*",
multsum,",",indx,",",0,",",indx_1,")")

),
print(eval_string(expr)^n,"="),
CMD_:eval_string(multsum),
return(expand(ev(CMD_,cooe__=coef)))

);

Figure 3.
Program: multinom.
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The implemented algorithms (1, 2) were presented above in the code displayed
in Figures 2 and 3, for the first and the second one, respectively. To use the code,
open a Maxima instance; then for the foremost part, in order to avoid LISP errors,
issue the following command:

:lisp (setf(get ’%sum ‘operators) nil)
Next save the code above as the files coef.mc and multinom.mc, respectively, and

place them in the subdirectory user of the Maxima installation (< maxima_userdir
can be issued; > in the command line to display it). Following, issue the commands:

batch("coef");
batch("multinom");
in order to be both loaded; or alternatively just copy the text from Figures 2 and

3, and paste it in the Maxima interface. Then use them according to each program
syntax. The program multinom.mc outputs are shown in Figure 4.

A pattern of outputs (binomial coefficient values) from coef.mc was included;
this is displayed in Appendix B.

4. Conclusions

With this result an alternative way to represent binomials and multinomies
alongside their respective coefficient calculations was exposed. The results obtained
from [2] were extended by broading formula (1) to the multinomial instances, by
showing that those results can be applied suitably to the theoretical cases of study
and by the building up of two algorithms which were implemented in two programs
in the CAS Maxima. What will be remaining for a subsequent research work will be

Figure 4.
Output of multinom.mc for a binomial and a multinomial example, respectively (in electronic PDF file, this
figure can be zoomed fairly enough for a better view).
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the developing and programming of an algorithm to implement the use of the
general formula obtained in [3], whose output would be something very similar to
the one presented here. But overall, some algorithm could be raised, targeted at
speed of calculations, to see if this method can be at least as fast as the current ones
or even faster.

Thanks

I want to thank my boss, Engineer Eloy Cavazos Galindo, for his constant
support and advice during the time I’ve been working in Trefilados Plant, and for
giving me the opportunity to further prepare myself by studying for my master’s
degree.

Notations

0 Union of the set of natural numbers with the zero element
n̂, k̂ Entries of binomial or multinomial coefficients
δϕ Represents the ϕ-th alphabetic character
⋯ Denotes that more summations follow a sequence
•, •⋯• Denote a product of a summation sequence and a sequence

of those products, respectively
i, j, k, … , δϕ, … Indexes of summations
i ∗ , j ∗ , k ∗ , … , δ ∗

ϕ , … Same as above but within (*) superscript to contradistin-
guish from the above

akb Logic operator OR; it is equivalent to a∨b (used this way
due to space reasons)

⋯
PPP

Summation sequence (two or more nested operators)Pakb
i¼1c ii,j,k,…

Sum of the first a or b numbers. The subindexes i, j, k, …
indicate the different indexes of summations
corresponding to the sequence it belongs to, where c ¼
0, 1, 2, … denotes the actual number of a summation
sequence

a
b

� �
Binomial coefficient

x bf g þ y bf g
� �a���

b¼ϕ

Sum of the ϕ-th x plus the ϕ-th y elements, raised to the
a-power

L The generated of a setP1
i¼1ii

h i
j,k,…

Sum of one to one; it equals the unity, written this way to
set a starting point and give logic continuity to a sum
sequence

∂ The order of a polynomial
⤸ Indicates a sequence of summations continues on the

next row

Appendix A: a proof for formula (2)

Here a proof for formula (2) is provided; let us proceed by induction on s. For s
amount of summands, its expansion by (2) would be given by the following equation:
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that actually stands for the binomial expansion for 2�summands; then it is
correct. Now, fix s ¼ k on (6) and assume by hypothesis that it is correct.
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If formula (2) is correct, it must be likewise valid for s ¼ kþ 1. Following up, the
attempt is to prove that
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the developing and programming of an algorithm to implement the use of the
general formula obtained in [3], whose output would be something very similar to
the one presented here. But overall, some algorithm could be raised, targeted at
speed of calculations, to see if this method can be at least as fast as the current ones
or even faster.

Thanks

I want to thank my boss, Engineer Eloy Cavazos Galindo, for his constant
support and advice during the time I’ve been working in Trefilados Plant, and for
giving me the opportunity to further prepare myself by studying for my master’s
degree.
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0 Union of the set of natural numbers with the zero element
n̂, k̂ Entries of binomial or multinomial coefficients
δϕ Represents the ϕ-th alphabetic character
⋯ Denotes that more summations follow a sequence
•, •⋯• Denote a product of a summation sequence and a sequence

of those products, respectively
i, j, k, … , δϕ, … Indexes of summations
i ∗ , j ∗ , k ∗ , … , δ ∗

ϕ , … Same as above but within (*) superscript to contradistin-
guish from the above

akb Logic operator OR; it is equivalent to a∨b (used this way
due to space reasons)

⋯
PPP

Summation sequence (two or more nested operators)Pakb
i¼1c ii,j,k,…

Sum of the first a or b numbers. The subindexes i, j, k, …
indicate the different indexes of summations
corresponding to the sequence it belongs to, where c ¼
0, 1, 2, … denotes the actual number of a summation
sequence

a
b

� �
Binomial coefficient

x bf g þ y bf g
� �a���

b¼ϕ

Sum of the ϕ-th x plus the ϕ-th y elements, raised to the
a-power

L The generated of a setP1
i¼1ii

h i
j,k,…

Sum of one to one; it equals the unity, written this way to
set a starting point and give logic continuity to a sum
sequence

∂ The order of a polynomial
⤸ Indicates a sequence of summations continues on the

next row

Appendix A: a proof for formula (2)

Here a proof for formula (2) is provided; let us proceed by induction on s. For s
amount of summands, its expansion by (2) would be given by the following equation:
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that actually stands for the binomial expansion for 2�summands; then it is
correct. Now, fix s ¼ k on (6) and assume by hypothesis that it is correct.
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If formula (2) is correct, it must be likewise valid for s ¼ kþ 1. Following up, the
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(where it was substituted with x1 þ x2 þ⋯þ xkð Þn according to the hypothesis).
This result confirms the hypothesis and the validity for (2).

Appendix B: Table

Next on Table 1, the symbolic representations for the binomial coefficients
are presented. The value actually comes from the output of the program coef.mc
provided in Section 3.2, after being evaluated with the corresponding values of k
and n. This table is shown below.
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(where it was substituted with x1 þ x2 þ⋯þ xkð Þn according to the hypothesis).
This result confirms the hypothesis and the validity for (2).

Appendix B: Table

Next on Table 1, the symbolic representations for the binomial coefficients
are presented. The value actually comes from the output of the program coef.mc
provided in Section 3.2, after being evaluated with the corresponding values of k
and n. This table is shown below.
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Chapter 7

How Are Fractal Interpolation
Functions Related to Several
Contractions?
SongIl Ri and Vasileios Drakopoulos

Abstract

This chapter provides an overview of several types of fractal interpolation
functions that are often studied by many researchers and includes some of the latest
research made by the authors. Furthermore, it focuses on the connections between
fractal interpolation functions resulting from Banach contractions as well as those
resulting from Rakotch contractions. Our aim is to give theoretical and practical
significance for the generation of fractal (graph of) functions in two and three
dimensions for interpolation purposes that are not necessarily associated with
Banach contractions.

Keywords: attractor, contraction, fixed point, iterated function system,
fractal interpolation

1. Introduction

Interpolation is a method of constructing new data points within the range of
a discrete set of known data points or the process of estimating the value of a
function at a point from its values at nearby points. Although a large number of
interpolation schemes are available in the mathematical field of numerical analysis,
the majority of these conventional interpolation methods produce interpolants, i.e.,
functions used to generate interpolation, that are differentiable a number of times
except possibly at a finite set of points. Taking into account that the smoothness of a
function is a property measured by the number of continuous derivatives it has over
some domain, the aforementioned interpolants are considered smooth.

On the other hand, many real-world and experimental signals are intricate and
rarely show a sensation of smoothness in their traces. Consequently, to model these
signals, we require interpolants that are nondifferentiable in dense sets of points in
the domain. To address this issue, interpolation by fractal (graph of) functions is
introduced in [1, 2], which is based on the theory of iterated function system. A fractal
interpolation function can be considered as a continuous function whose graph is the
attractor, a fractal set, of an appropriately chosen iterated function system. If this
graph has a Hausdorff-Besicovitch dimension between 1 and 2, the resulting attractor
is called fractal interpolation curved line or fractal interpolation curve. If this graph has
a Hausdorff-Besicovitch dimension between 2 and 3, the resulting attractor is called
fractal interpolation surface. Various types of fractal interpolation functions have
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been constructed, and some significant properties of them, including calculus,
dimension, smoothness, stability, perturbation error, etc., have been widely
studied [3–5].

Fractal interpolation is an advanced technique for analysis and synthesis of
scientific and engineering data, whereas the approximation of natural curves and
surfaces in these areas has emerged as an important research field. Fractal functions
are currently being given considerable attention due to their applications in areas
such as Metallurgy, Earth Sciences, Surface Physics, Chemistry and Medical
Sciences. In the development of fractal interpolation theory, many researchers have
generalised the notion in different ways [6–9]. Two key issues should be addressed
in constructing fractal interpolation functions. They regard to ensuring continuity
and the existence of the contractivity, or vertical scaling, factors; see [10, 11]. In [12],
nonlinear fractal interpolation surfaces resulting from Rakotch or Geraghty con-
tractions together with some continuity conditions were introduced as well as
explicit illustrative examples were given.

The concept of iterated function system was originally introduced as a generalisa-
tion of the well-known Banach contraction principle. Since it has become a powerful
tool for constructing and analysing fractal interpolation functions, one can use the
well-known fixed point results obtained in the fixed point theory in order to con-
struct them in a more general sense. A comparison of various definitions of contrac-
tive mappings as well as fixed point theorems that can be used to construct iterated
function systems can be found in [13–15]. In [14], the authors proposed some iterated
function systems by using various fixed point theorems, but unfortunately, one does
not know whether fractal interpolation functions correspond to those may exist or
not. As far as we know, the first significant generalisation of Banach’s principle was
obtained by Rakotch [16] in 1962. Recently, a method to generate nonlinear fractal
interpolation functions by using the Rakotch or Geraghty fixed point theorem instead
of Banach fixed point theorem was presented in [12, 17, 18].

The aim of our article is to provide the connections between several fractal
interpolation functions and the contractions used to generate them; it is organised
as follows. In Section 2, we recall the results obtained in construction of fractal
interpolation curved lines and fractal interpolation surfaces by using Rakotch con-
tractions (or Geraghty contractions) instead of Banach contractions. In Section 3,
we only present the connection between fractal interpolation functions by using the
Banach contractions and fractal interpolation functions by using the Rakotch con-
tractions because in the case of Geraghty contractions, the existence of fractal
interpolation curved lines and fractal interpolation surfaces is similar to the case of
Rakotch contractions.

2. Preliminaries

Let X, ρð Þ and Y, σð Þ be metric spaces. A mapping T : X ! Y is called a Hölder
mapping of exponent or order a, if

σ T xð Þ,T yð Þð Þ≤ c ρ x, yð Þ½ �a

for x, y∈X, a≥0 and for some constant c. Note that, if a> 1, the functions are
constants. Obviously, c≥0. The mapping T is called a Lipschitz mapping, if amay be
taken to be equal to 1. If c ¼ 1, T is said to be nonexpansive. A Lipschitz function is a
contraction with contractivity factor c, if c< 1. We call T contractive, if for all x, y∈X
and x 6¼ y, we have σ T xð Þ,T yð Þð Þ< ρ x, yð Þ. Note that ‘contraction ) contractive )
nonexpansive ) Lipschitz’.
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An iterated function system, or IFS for short, is a collection of a complete metric
space X, ρð Þ together with a finite set of continuous mappings, f n : X ! X,
n ¼ 1, 2, … ,N. It is often convenient to write an IFS formally as X; f 1, f 2, … , f N

� �
or, somewhat more briefly, as X; f 1�N

� �
. The associated map of subsets

W : H Xð Þ ! H Xð Þ is given by:

W Eð Þ ¼ ⋃
N

n¼1
f n Eð Þ for all E∈H Xð Þ,

where H Xð Þ is the metric space of all nonempty, compact subsets of X with
respect to some metric, e.g., the Hausdorff metric. The map W is called the Hutch-
inson operator or the collage map to alert us to the fact thatW Eð Þ is formed as a union
or ‘collage’ of sets.

If wn are contractions with corresponding contractivity factors sn for n ¼
1, 2, … ,N, the IFS is termed hyperbolic and the map W itself is then a contraction
with contractivity factor s ¼ max s1, s2, … , sNf g ([2], Theorem 7.1, p. 81). In what
follows, we abbreviate by f k the k-fold composition f ∘ f ∘⋯ ∘ f .

Definition 2.1. Let X be a set. A self-map on X or a transformation is a mapping
from X to itself.

i. A self-map f on a metric space X, ρð Þ is called a φ-contraction, if there exists a
function φ : 0,þ∞ð Þ ! 0,þ∞ð Þ with ϕ 0ð Þ ¼ 0 and ϕ tð Þ< t for all t>0 such
that for all x, y∈X, ρ f xð Þ, f yð Þð Þ≤φ ρ x, yð Þð Þ.

ii. We say that f is a Rakotch contraction, if f is a φ-contraction such that for any
t>0, α tð Þ≔ φ tð Þ

t < 1 and the function 0,þ∞ð Þ ∍ t ! φ tð Þ
t is nonincreasing.

iii. If f is a φ-contraction for some function φ : 0,þ∞ð Þ ! 0,þ∞ð Þ such that for
any t>0, α tð Þ≔ φ tð Þ

t < 1 and the function 0,þ∞ð Þ ∍ t ! φ tð Þ
t is nonincreasing

(or nondecreasing, or continuous), then we call such a function a Geraghty
contraction.

From [14], we have the following.
Theorem 2.1. Let X be a complete metric space and X; f 1�N

� �
be an IFS consisting

of Rakotch or Geraghty contractions. Then there is a unique nonempty compact set
K ∈H Xð Þ such that

K ¼ ⋃
N

n¼1
f n Kð Þ:

2.1 Fractal interpolation in 

Let N be a positive integer greater than 1 and I ¼ x0, xN½ �⊂. Let a set of
interpolation points xi, yi

� �
∈ I �  : i ¼ 0, 1, … ,N

� �
be given, where

x0 < x1 <⋯< xN and y0, y1, … , yN ∈. Set In ¼ xn�1, xn½ �⊂ I and define, for all
n ¼ 1, 2, … ,N, contractive homeomorphisms Ln : I ! In by

Ln xð Þ≔ anxþ bn,

where the real numbers an, bn are chosen to ensure that Ln Ið Þ ¼ In.
Let φ : 0,þ∞ð Þ ! 0,þ∞ð Þ be a nondecreasing continuous function such that for

any t>0, α tð Þ≔ φ tð Þ
t < 1 and the function 0,þ∞ð Þ ∍ t ! φ tð Þ

t is nonincreasing. Let
dn : I !  be a continuously differentiable function such that
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been constructed, and some significant properties of them, including calculus,
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tractions because in the case of Geraghty contractions, the existence of fractal
interpolation curved lines and fractal interpolation surfaces is similar to the case of
Rakotch contractions.

2. Preliminaries

Let X, ρð Þ and Y, σð Þ be metric spaces. A mapping T : X ! Y is called a Hölder
mapping of exponent or order a, if

σ T xð Þ,T yð Þð Þ≤ c ρ x, yð Þ½ �a

for x, y∈X, a≥0 and for some constant c. Note that, if a> 1, the functions are
constants. Obviously, c≥0. The mapping T is called a Lipschitz mapping, if amay be
taken to be equal to 1. If c ¼ 1, T is said to be nonexpansive. A Lipschitz function is a
contraction with contractivity factor c, if c< 1. We call T contractive, if for all x, y∈X
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(or nondecreasing, or continuous), then we call such a function a Geraghty
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From [14], we have the following.
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be an IFS consisting
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be given, where

x0 < x1 <⋯< xN and y0, y1, … , yN ∈. Set In ¼ xn�1, xn½ �⊂ I and define, for all
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where the real numbers an, bn are chosen to ensure that Ln Ið Þ ¼ In.
Let φ : 0,þ∞ð Þ ! 0,þ∞ð Þ be a nondecreasing continuous function such that for
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max
x∈ I

∣dn xð Þ∣ ≤ 1:

Now, consider an IFS of the form I � ;wn, n ¼ 1, 2, … ,Nf g in which the maps
are nonlinear transformations of the special structure

wn
x
y

� �
¼ Ln xð Þ

Fn x, yð Þ
� �

¼ anxþ bn
cnxþ dn xð Þsn yð Þ þ en

� �
,

where the transformations are constrained by the data according to

wn
x0
y0

� �
¼ xn�1

yn�1

� �
, wn

xN
yN

� �
¼ xn

yn

� �

for n ¼ 1, 2, … ,N, and sn are some Rakotch or Geraghty contractions.
Let us denote by C Dð Þ the linear space of all real-valued continuous functions

defined on D, i.e., C Dð Þ ¼ f : D !  j  f continuousf g. Let C ∗ Ið Þ⊂C Ið Þ denote
the set of continuous functions f : I !  such that f x0ð Þ ¼ y0 and f xNð Þ ¼ yN, that is,

C ∗ Ið Þ≔ f ∈C Ið Þ : f x0ð Þ ¼ y0, f xNð Þ ¼ yN
� �

:

Let C ∗ ∗ Ið Þ⊂C ∗ Ið Þ⊂C Ið Þ be the set of continuous functions that pass through
the given data points xi, yi

� �
∈ I �  : i ¼ 0, 1, … ,N

� �
, that is,

C ∗ ∗ Ið Þ≔ f ∈C ∗ Ið Þ : f xið Þ ¼ yi, i ¼ 0, 1, … ,N
� �

:

Define a metric dC Ið Þ on the space C Ið Þ by

dC Ið Þ g, hð Þ≔ max
x∈ x0, xN½ �

∣g xð Þ � h xð Þ∣

for all g, h∈C Ið Þ. Define a mapping T : C ∗ Ið Þ ! C Ið Þ for all f ∈C ∗ Ið Þ by

Tf xð Þ ≔ Fn L�1
n xð Þ, f L�1

n xð Þ� �� �

¼ cnL�1
n xð Þ þ dn L�1

n xð Þ� �
sn f L�1

n xð Þ� �� �þ en

for x∈ xn�1, xn½ � and n ¼ 1, 2, … ,N. From [17], we have the following.
Theorem 2.2. Let I � ;wn, n ¼ 1, 2, … ,Nf g denote the IFS defined above. Let

each sn be a bounded Rakotch or Geraghty contraction. Then,

i. there is a unique continuous function f : I !  which is a fixed point of T;

ii. f xið Þ ¼ yi for all i ¼ 0, 1, … ,N;

iii. if G⊂ I �  is the graph of f , then

G ¼ ⋃
N

n¼1
wn Gð Þ:

An extremely explicit simple example is the following; cf. [12].
Example 1. Let φ tð Þ≔ t

1þt for t∈ 0,þ∞ð Þ. Let a set of data
xi, yi
� �

: i ¼ 0, 1, … ,N
� �

be given, where 0 ¼ x0 < x1 < … < xN ¼ 1 and yi ∈ 0, 1½ � for
all i ¼ 0, 1, … ,N. Let for all n ¼ 1, 2, … ,N, dn xð Þ≔ xn: Let for y∈ 0,þ∞½ Þ and
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n ¼ 1, 2, … ,N, sn yð Þ≔ y
1þny :That is, each sn is a Rakotch contraction (with the same

function φ) that is not a Banach contraction on 0,þ∞½ Þ. Let for all n ¼ 1, 2, … ,N,

wn x, yð Þ≔ anxþ bn, cnxþ dn xð Þsn yð Þ þ enð Þ,

where

an ¼ xn � xn�1, bn ¼ xn�1,

cn ¼ yn � yn�1, en ¼ yn�1:

Then, there exists a continuous function f : 0, 1½ � !  that interpolates the given
points xi, yi

� �
: i ¼ 0, 1, … ,N

� �
. Moreover, the graph G of f is invariant with respect to

0, 1½ � � ;w1,w2, … ,wNf g, i.e.,

G ¼ ⋃
N

n¼1
wn Gð Þ:

2.2 Fractal interpolation in 2

LetM, N be two positive integers greater than 1. Let us represent the given set of

interpolation points as xi, y j, zi,j
� �

∈K : i ¼ 0, 1, … ,M; j ¼ 0, 1, … ,N
n o

, where

x0 < x1 <⋯< xM, y0 < y1 <⋯< yN and zi,j ∈ a, b½ � for all i ¼ 0, 1, … ,M and j ¼
0, 1, … ,N. Set I ¼ x0, xM½ �⊂ and J ¼ y0, yN

� �
⊂. Throughout this section, we

will work in the complete metric space K ¼ D� , where D ¼ I � J, with respect to
the Euclidean, or to some other equivalent, metric.

Set Im ¼ xm�1, xm½ �, Jn ¼ yn�1, yn
� �

,Dm,n ¼ Im � Jn and let um : I ! Im, vn : J ! Jn,
Lm,n : D ! Dm,n be defined form ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N, by

Lm,n x, yð Þ ¼ um xð Þ, vn yð Þð Þ ¼ amxþ bm, cnyþ dnð Þ:

Thus, for m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N,

am ¼ xm � xm�1

xM � x0
, bm ¼ xm�1 � xm � xm�1

xM � x0
x0,

cn ¼ yn � yn�1

yN � y0
, dn ¼ yn�1 �

yn � yn�1

yN � y0
y0:

Furthermore, for m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N, let mappings Fm,n : K ! 
be continuous with respect to each variable. We consider an IFS of the form
K;wm,n,m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g in which maps wm,n : D�  ! Dm,n � 

are transformations of the special structure

wm,n x, y, zð Þ≔ Lm,n x, yð Þ, Fm,n x, y, zð Þð Þ,

where the transformations are constrained by the data according to

wm,n

x0
y0
z0,0

0
B@

1
CA ¼

xm�1

yn�1

zm�1,n�1

0
B@

1
CA, wm,n

x0
yN
z0,N

0
B@

1
CA ¼

xm�1

yn
zm�1,n

0
B@

1
CA,
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max
x∈ I

∣dn xð Þ∣ ≤ 1:

Now, consider an IFS of the form I � ;wn, n ¼ 1, 2, … ,Nf g in which the maps
are nonlinear transformations of the special structure

wn
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y
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¼ Ln xð Þ
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¼ anxþ bn
cnxþ dn xð Þsn yð Þ þ en

� �
,

where the transformations are constrained by the data according to

wn
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y0
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¼ xn�1

yn�1

� �
, wn

xN
yN

� �
¼ xn

yn

� �

for n ¼ 1, 2, … ,N, and sn are some Rakotch or Geraghty contractions.
Let us denote by C Dð Þ the linear space of all real-valued continuous functions

defined on D, i.e., C Dð Þ ¼ f : D !  j  f continuousf g. Let C ∗ Ið Þ⊂C Ið Þ denote
the set of continuous functions f : I !  such that f x0ð Þ ¼ y0 and f xNð Þ ¼ yN, that is,
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� �

:
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� �

:
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for all g, h∈C Ið Þ. Define a mapping T : C ∗ Ið Þ ! C Ið Þ for all f ∈C ∗ Ið Þ by
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sn f L�1
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for x∈ xn�1, xn½ � and n ¼ 1, 2, … ,N. From [17], we have the following.
Theorem 2.2. Let I � ;wn, n ¼ 1, 2, … ,Nf g denote the IFS defined above. Let

each sn be a bounded Rakotch or Geraghty contraction. Then,

i. there is a unique continuous function f : I !  which is a fixed point of T;

ii. f xið Þ ¼ yi for all i ¼ 0, 1, … ,N;

iii. if G⊂ I �  is the graph of f , then

G ¼ ⋃
N

n¼1
wn Gð Þ:

An extremely explicit simple example is the following; cf. [12].
Example 1. Let φ tð Þ≔ t

1þt for t∈ 0,þ∞ð Þ. Let a set of data
xi, yi
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: i ¼ 0, 1, … ,N
� �

be given, where 0 ¼ x0 < x1 < … < xN ¼ 1 and yi ∈ 0, 1½ � for
all i ¼ 0, 1, … ,N. Let for all n ¼ 1, 2, … ,N, dn xð Þ≔ xn: Let for y∈ 0,þ∞½ Þ and
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n ¼ 1, 2, … ,N, sn yð Þ≔ y
1þny :That is, each sn is a Rakotch contraction (with the same

function φ) that is not a Banach contraction on 0,þ∞½ Þ. Let for all n ¼ 1, 2, … ,N,

wn x, yð Þ≔ anxþ bn, cnxþ dn xð Þsn yð Þ þ enð Þ,

where

an ¼ xn � xn�1, bn ¼ xn�1,
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. Moreover, the graph G of f is invariant with respect to
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G ¼ ⋃
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wn Gð Þ:

2.2 Fractal interpolation in 2

LetM, N be two positive integers greater than 1. Let us represent the given set of

interpolation points as xi, y j, zi,j
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∈K : i ¼ 0, 1, … ,M; j ¼ 0, 1, … ,N
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, where

x0 < x1 <⋯< xM, y0 < y1 <⋯< yN and zi,j ∈ a, b½ � for all i ¼ 0, 1, … ,M and j ¼
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⊂. Throughout this section, we

will work in the complete metric space K ¼ D� , where D ¼ I � J, with respect to
the Euclidean, or to some other equivalent, metric.

Set Im ¼ xm�1, xm½ �, Jn ¼ yn�1, yn
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,Dm,n ¼ Im � Jn and let um : I ! Im, vn : J ! Jn,
Lm,n : D ! Dm,n be defined form ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N, by

Lm,n x, yð Þ ¼ um xð Þ, vn yð Þð Þ ¼ amxþ bm, cnyþ dnð Þ:

Thus, for m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N,

am ¼ xm � xm�1

xM � x0
, bm ¼ xm�1 � xm � xm�1

xM � x0
x0,

cn ¼ yn � yn�1

yN � y0
, dn ¼ yn�1 �

yn � yn�1

yN � y0
y0:

Furthermore, for m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N, let mappings Fm,n : K ! 
be continuous with respect to each variable. We consider an IFS of the form
K;wm,n,m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g in which maps wm,n : D�  ! Dm,n � 

are transformations of the special structure

wm,n x, y, zð Þ≔ Lm,n x, yð Þ, Fm,n x, y, zð Þð Þ,

where the transformations are constrained by the data according to

wm,n

x0
y0
z0,0

0
B@

1
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xm�1

yn�1

zm�1,n�1

0
B@

1
CA, wm,n

x0
yN
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0
B@
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wm,n

xM
y0
zM,0

0
B@

1
CA ¼

xm
yn�1

zm,n�1

0
B@

1
CA, wm,n

xM
yN
zM,N

0
B@

1
CA ¼

xm
yn
zm,n

0
B@

1
CA

for m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N.
Let B Dð Þ denote the set of bounded functions f : D !  and

B ∗ Dð Þ ¼ f f ∈B Dð Þ : f x0, y0
� � ¼ z0,0, f x0, yN

� � ¼ z0,N,

f xM, y0
� � ¼ zM,0, f xM, yN

� � ¼ zM,Ng:

Let B ∗ ∗ Dð Þ⊂B ∗ Dð Þ be the set of bounded functions that pass through the given

interpolation points xi, y j, zi,j
� �

∈K ¼ D� a, b½ � : i ¼ 0, 1, … ,M; j ¼ 0, 1, … ,N
n o

,

that is,

B ∗ ∗ Dð Þ ¼ f ∈B ∗ Dð Þ : f xi, y j

� �
¼ zi,j, i ¼ 0, 1, … ,M; j ¼ 0, 1, … ,N

n o
:

Define an operator T : B ∗ Dð Þ ! B Dð Þ for all f ∈B ∗ Dð Þ by

Tf x, yð Þ ¼ Fm,n u�1
m xð Þ, v�1

n yð Þ, f u�1
m xð Þ, v�1

n yð Þ� �� �

for x, yð Þ∈Dm,n, m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N. In [18], we see the
following.

Theorem 2.3. Let D� ;wm,n,m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g denote the IFS
defined above. Assume that the maps Fm,n are Rakotch or Geraghty contractions with
respect to the third variable, and uniformly Lipschitz with respect to the first and second
variable. Then,

1. there is a unique bounded function f : D !  which is a fixed point of T;

2. f xi, y j

� �
¼ zi,j for i ¼ 0, 1, … ,M and j ¼ 0, 1, … ,N;

3. if G⊂D�  is the graph of f , then

G ¼ ⋃
M

m¼1
⋃
N

n¼1
wm,n Gð Þ:

Let for all i ¼ 0, 1, … ,M and j ¼ 0, 1, … ,N, z0,j ¼ zi,0 ¼ zM,j ¼ zi,N and define

Fm,n x, y, zð Þ ¼ em,nxþ f m,nyþ gm,nxyþ sm,n zð Þ þ hm,n,

where sm,n are Rakotch or Geraghty contractions. Let

C ∗ Dð Þ ¼ f f ∈C Dð Þ : f x0, y0
� � ¼ z0,0, f x0, yN

� � ¼ z0,N,

f xM, y0
� � ¼ zM,0, f xM, yN

� � ¼ zM,Ng

and

C ∗ ∗ Dð Þ ¼ f ∈C ∗ Dð Þ : f xi, y j

� �
¼ zi,j, i ¼ 0, 1, … ,M; j ¼ 0, 1, … ,N

n o
:
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Let C ∗
0 Dð Þ⊂C ∗ Dð Þ be the set of continuous functions f : D !  such that

f x0, 1� λð Þy0 þ λyN
� � ¼ z ∗ , ∗ ,

f xM, 1� λð Þy0 þ λyN
� � ¼ z ∗ , ∗ ,

f 1� λð Þx0 þ λxM, y0
� � ¼ z ∗ , ∗ ,

f 1� λð Þx0 þ λxM, yN
� � ¼ z ∗ , ∗

for all λ∈ 0, 1½ �, where for all i ¼ 0, 1, … ,M and j ¼ 0, 1, … ,N,

z ∗ ∗ ≔ z0,j ¼ zi,0 ¼ zM,j ¼ zi,N :

Let C ∗ ∗
0 Dð Þ≔ f ∈C ∗

0 Dð Þ : f xi, y j

� �
¼ zi,j, i ¼ 0, 1, … ,M; j ¼ 0, 1, … ,N

n o
⊂C ∗ ∗ Dð Þ.

For f ∈C ∗
0 Dð Þ, we define T : C ∗

0 Dð Þ ! B Dð Þ by

Tf x, yð Þ ¼ Fm,n u�1
m xð Þ, v�1

n yð Þ, f u�1
m xð Þ, v�1

n yð Þ� �� �

¼ em,nu�1
m xð Þ þ f m,nv

�1
n yð Þ þ gm,nu

�1
m xð Þv�1

n yð Þ
þ sm,n f u�1

m xð Þ, v�1
n yð Þ� �� �þ hm,n

for x, yð Þ∈Dm,n, m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N.
Corollary 2.1 (see [18]) Let D� ;wm,n,m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g denote

the IFS defined above. Then,

1. there is a unique continuous function f : D !  which is a fixed point of T;

2. f xi, y j

� �
¼ zi,j for all i ¼ 0, 1, … ,M and j ¼ 0, 1, … ,N;

3. if G⊂D�  is the graph of f , then

G ¼ ⋃
M

m¼1
⋃
N

n¼1
wm,n Gð Þ:

The most simple example is the following; cf. [12].
Example 2. Let φ tð Þ≔ t

1þt for t∈ 0,þ∞ð Þ. Let a set of data

xi, y j, zi,j
� �

: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

be given, where 0 ¼ x0 < x1 < x2 ¼ 1, 0 ¼ y0 < y1
< y2 ¼ 1 and zi,j ∈ 0, 1½ � for all i ¼ 0, 1, 2; j ¼ 0, 1, 2. Let for all i ¼ 0, 1, 2 and j ¼ 0, 1, 2,

z0,j ¼ zi,0 ¼ z2,j ¼ zi,2 ¼ 0:

Let for z∈ 0,þ∞½ Þ,
s1,1 zð Þ≔ z

1þ z
, s1,2 zð Þ≔ z

1þ 2z
,

s2,1 zð Þ≔ z
1þ 3z

, s2,2 zð Þ≔ z
1þ 4z

:

Then, s1,1, s1,2, s2,1, s2,2 are Rakotch contractions (with the same function φ) that are
not Banach contractions on 0,þ∞½ Þ. So, there exists a continuous function f :

0, 1½ � � 0, 1½ � !  that interpolates the given data xi, y j, zi,j
� �

: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

.

Let dm,n : D !  be a function such that max x,yð Þ∈D∣dm,n x, yð Þ∣ ≤ 1,
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defined above. Assume that the maps Fm,n are Rakotch or Geraghty contractions with
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variable. Then,

1. there is a unique bounded function f : D !  which is a fixed point of T;
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Corollary 2.1 (see [18]) Let D� ;wm,n,m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g denote

the IFS defined above. Then,

1. there is a unique continuous function f : D !  which is a fixed point of T;
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¼ zi,j for all i ¼ 0, 1, … ,M and j ¼ 0, 1, … ,N;

3. if G⊂D�  is the graph of f , then

G ¼ ⋃
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The most simple example is the following; cf. [12].
Example 2. Let φ tð Þ≔ t

1þt for t∈ 0,þ∞ð Þ. Let a set of data

xi, y j, zi,j
� �

: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

be given, where 0 ¼ x0 < x1 < x2 ¼ 1, 0 ¼ y0 < y1
< y2 ¼ 1 and zi,j ∈ 0, 1½ � for all i ¼ 0, 1, 2; j ¼ 0, 1, 2. Let for all i ¼ 0, 1, 2 and j ¼ 0, 1, 2,

z0,j ¼ zi,0 ¼ z2,j ¼ zi,2 ¼ 0:

Let for z∈ 0,þ∞½ Þ,
s1,1 zð Þ≔ z

1þ z
, s1,2 zð Þ≔ z

1þ 2z
,

s2,1 zð Þ≔ z
1þ 3z

, s2,2 zð Þ≔ z
1þ 4z

:

Then, s1,1, s1,2, s2,1, s2,2 are Rakotch contractions (with the same function φ) that are
not Banach contractions on 0,þ∞½ Þ. So, there exists a continuous function f :

0, 1½ � � 0, 1½ � !  that interpolates the given data xi, y j, zi,j
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: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

.

Let dm,n : D !  be a function such that max x,yð Þ∈D∣dm,n x, yð Þ∣ ≤ 1,
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dm,n x0, yð Þ ¼ dm,n xM, yð Þ ¼ dm,n x, y0
� � ¼ dm,n x, yN

� � ¼ 0

and for some L1,L2 >0,

∣dm,n x, yð Þ � dm,n x0, y0ð Þ∣ ≤L1∣x� x0∣þ L2∣y� y0∣:

Let

Fm,n x, y, zð Þ ¼ em,nxþ f m,n yþ gm,nxyþ dm,n x, yð Þsm,n zð Þ þ hm,n,

where sm,n is a Rakotch or Geraghty contraction. For f ∈C ∗ Dð Þ, we define T :
C ∗ Dð Þ ! B Dð Þ by

Tf x, yð Þ ¼ Fm,n u�1
m xð Þ, v�1

n yð Þ, f u�1
m xð Þ, v�1

n yð Þ� �� �

¼ em,nu�1
m xð Þ þ f m,nv

�1
n yð Þ þ gm,nu

�1
m xð Þv�1

n yð Þ

þ dm,n u�1
m xð Þ, v�1

n yð Þ� �
sm,n f u�1

m xð Þ, v�1
n yð Þ� �� �þ hm,n

for x, yð Þ∈Dm,n, m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N.
For the next, see [12] for details.
Corollary 2.2. Let D� ;wm,n,m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g denote the IFS

defined above. If each sm,n be a bounded function, then.

1. there is a unique continuous function f : D !  which is a fixed point of T;

2. f xi, y j

� �
¼ zi,j for all i ¼ 0, 1, … ,M and j ¼ 0, 1, … ,N;

3. if G⊂D�  is a graph of f , then

G ¼ ⋃
M

m¼1
⋃
N

n¼1
wm,n Gð Þ:

An especially simple example is the following; see [12].
Example 3. Let φ tð Þ≔ t

1þt for t∈ 0,þ∞ð Þ. Let a set of data

xi, y j, zi,j
� �

: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

be given, where 0 ¼ x0 < x1 < x2 ¼ 1, 0 ¼
y0 < y1 < y2 ¼ 1 and zi,j ∈ 0, 1½ � for all i ¼ 0, 1, 2; j ¼ 0, 1, 2. Here, a set of data points is
not necessarily the case that z0,j ¼ zi,0 ¼ z2,j ¼ zi,2 for all i ¼ 0, 1, 2; j ¼ 0, 1, 2. Let for
all i ¼ 1, 2; j ¼ 1, 2 and x, yð Þ∈ 0, 1½ � � 0, 1½ �,

dm,n x, yð Þ≔ 22 mþnð Þxm 1� xð Þmyn 1� yð Þn:

Let for z∈ 0,þ∞½ Þ,

s1,1 zð Þ≔ 1
1þ z

, s1,2 zð Þ≔ z
1þ z

,

s2,1 zð Þ≔ z
1þ 2z

, s2,2 zð Þ≔ z
1þ 3z

:
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Then, s1,1, s1,2, s2,1, s2,2 are Rakotch contractions (with the same function φ) that are
not Banach contractions on 0,þ∞½ Þ. So, there exists a continuous function f :

0, 1½ � � 0, 1½ � !  that interpolates the given data xi, y j, zi,j
� �

: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

.

3. Interconnections between FIFs and contractions

In this section, we only present the interconnections between FIFs resulting
from Banach contractions and FIFs resulting from Rakotch contractions because in
the case of Geraghty contractions, the existence of FICs and FISs is derived similarly
to the case of Rakotch contractions.

Connection 1

1.Each Banach contraction is a Rakotch contraction, since a self-map is a Banach
contraction if and only if it is a φ-contraction for a function φ tð Þ ¼ αt, for some
0≤ α< 1. There exist examples of Rakotch contraction maps that are not
Banach contraction maps on X ⊂ with respect to the Euclidean metric
(see [13]).

2.The Rakotch’s functional condition for convergence of a contractive iteration
in a complete metric space can be replaced by an equivalent (or another)
functional condition; for instance, a map is a Rakotch contraction if and only if
it is a φ-contraction for some nondecreasing function φ : 0,þ∞ð Þ ! 0,þ∞ð Þ
such that additionally φ tð Þ< t for t>0 and the map t ! φ tð Þ

t is nonincreasing
(see [19]).

Connection 2

1. C Ið Þ, dC Ið Þ
� �

, C ∗ Ið Þ, dC Ið Þ
� �

and C ∗ ∗ Ið Þ, dC Ið Þ
� �

are complete metric spaces,
where

dC Ið Þ f , gð Þ≔ max
x∈ I

∣ f xð Þ � g xð Þ∣

for all f , g∈C Ið Þ (see [2]).

2. B Dð Þ, dB Dð Þ
� �

, B ∗ Dð Þ, dB Dð Þ
� �

and B ∗ ∗ Dð Þ, dB Dð Þ
� �

are complete metric spaces,
where

dB Dð Þ f , gð Þ≔ sup
x, yð Þ∈D

∣ f x, yð Þ � g x, yð Þ∣

for all f , g∈B Dð Þ [10].

3.C ∗ ∗
0 Dð Þ, C ∗

0 Dð Þ, C ∗ ∗ Dð Þ, C ∗ Dð Þ and C Dð Þ are closed subspaces of B Dð Þ with
C ∗ ∗
0 Dð Þ⊂C ∗

0 Dð Þ⊂C ∗ Dð Þ⊂C Dð Þ⊂B Dð Þ and C ∗ ∗
0 Dð Þ⊂C ∗ ∗ Dð Þ⊂C ∗ Dð Þ

⊂C Dð Þ⊂B Dð Þ, and so they are complete metric spaces.
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dm,n x0, yð Þ ¼ dm,n xM, yð Þ ¼ dm,n x, y0
� � ¼ dm,n x, yN

� � ¼ 0

and for some L1,L2 >0,

∣dm,n x, yð Þ � dm,n x0, y0ð Þ∣ ≤L1∣x� x0∣þ L2∣y� y0∣:

Let
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for x, yð Þ∈Dm,n, m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N.
For the next, see [12] for details.
Corollary 2.2. Let D� ;wm,n,m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g denote the IFS

defined above. If each sm,n be a bounded function, then.

1. there is a unique continuous function f : D !  which is a fixed point of T;

2. f xi, y j
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¼ zi,j for all i ¼ 0, 1, … ,M and j ¼ 0, 1, … ,N;

3. if G⊂D�  is a graph of f , then

G ¼ ⋃
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m¼1
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n¼1
wm,n Gð Þ:

An especially simple example is the following; see [12].
Example 3. Let φ tð Þ≔ t

1þt for t∈ 0,þ∞ð Þ. Let a set of data

xi, y j, zi,j
� �

: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

be given, where 0 ¼ x0 < x1 < x2 ¼ 1, 0 ¼
y0 < y1 < y2 ¼ 1 and zi,j ∈ 0, 1½ � for all i ¼ 0, 1, 2; j ¼ 0, 1, 2. Here, a set of data points is
not necessarily the case that z0,j ¼ zi,0 ¼ z2,j ¼ zi,2 for all i ¼ 0, 1, 2; j ¼ 0, 1, 2. Let for
all i ¼ 1, 2; j ¼ 1, 2 and x, yð Þ∈ 0, 1½ � � 0, 1½ �,
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Let for z∈ 0,þ∞½ Þ,
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Then, s1,1, s1,2, s2,1, s2,2 are Rakotch contractions (with the same function φ) that are
not Banach contractions on 0,þ∞½ Þ. So, there exists a continuous function f :

0, 1½ � � 0, 1½ � !  that interpolates the given data xi, y j, zi,j
� �

: i ¼ 0, 1, 2; j ¼ 0, 1, 2
n o

.

3. Interconnections between FIFs and contractions

In this section, we only present the interconnections between FIFs resulting
from Banach contractions and FIFs resulting from Rakotch contractions because in
the case of Geraghty contractions, the existence of FICs and FISs is derived similarly
to the case of Rakotch contractions.

Connection 1

1.Each Banach contraction is a Rakotch contraction, since a self-map is a Banach
contraction if and only if it is a φ-contraction for a function φ tð Þ ¼ αt, for some
0≤ α< 1. There exist examples of Rakotch contraction maps that are not
Banach contraction maps on X ⊂ with respect to the Euclidean metric
(see [13]).

2.The Rakotch’s functional condition for convergence of a contractive iteration
in a complete metric space can be replaced by an equivalent (or another)
functional condition; for instance, a map is a Rakotch contraction if and only if
it is a φ-contraction for some nondecreasing function φ : 0,þ∞ð Þ ! 0,þ∞ð Þ
such that additionally φ tð Þ< t for t>0 and the map t ! φ tð Þ

t is nonincreasing
(see [19]).

Connection 2

1. C Ið Þ, dC Ið Þ
� �

, C ∗ Ið Þ, dC Ið Þ
� �

and C ∗ ∗ Ið Þ, dC Ið Þ
� �

are complete metric spaces,
where

dC Ið Þ f , gð Þ≔ max
x∈ I

∣ f xð Þ � g xð Þ∣

for all f , g∈C Ið Þ (see [2]).

2. B Dð Þ, dB Dð Þ
� �

, B ∗ Dð Þ, dB Dð Þ
� �

and B ∗ ∗ Dð Þ, dB Dð Þ
� �

are complete metric spaces,
where

dB Dð Þ f , gð Þ≔ sup
x, yð Þ∈D

∣ f x, yð Þ � g x, yð Þ∣

for all f , g∈B Dð Þ [10].

3.C ∗ ∗
0 Dð Þ, C ∗

0 Dð Þ, C ∗ ∗ Dð Þ, C ∗ Dð Þ and C Dð Þ are closed subspaces of B Dð Þ with
C ∗ ∗
0 Dð Þ⊂C ∗

0 Dð Þ⊂C ∗ Dð Þ⊂C Dð Þ⊂B Dð Þ and C ∗ ∗
0 Dð Þ⊂C ∗ ∗ Dð Þ⊂C ∗ Dð Þ

⊂C Dð Þ⊂B Dð Þ, and so they are complete metric spaces.
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Connection 3

Let dn : I !  be a continuously differentiable function such that

max
x∈ I

∣dn xð Þ∣ ≤ 1:

Then, by the Differential Mean Value Theorem and the extreme value theorem,
we can see that for some Ldn >0,

∣dn x0ð Þ � dn x00ð Þ∣ ≤Ldn ∣x
0 � x00∣,

where x0, x00 ∈ I. Hence, dn is Lipschitz continuous function defined on I satisfy-
ing max x∈ I∣dn xð Þ∣ ≤ 1, but the converse is not true in general.

Connection 4

1.The function dn xð Þsn yð Þ is a generalisation of the bivariable function dn xð Þy
with vertical scaling factors as (continuous) ‘contraction functions’. In fact, in
the case when 0< max x∈ I∣dn xð Þ∣< 1 (see [20], p. 3), obviously,

dn xð Þy ¼ dn xð Þ
max x∈ I∣dn xð Þ∣ max

x∈ I
∣dn xð Þ∣y:

Let sn yð Þ ¼ max x∈ I∣dn xð Þ∣y and d ∗
n xð Þ ¼ dn xð Þ

max x∈ I ∣dn xð Þ∣. Then dn xð Þy ¼
d ∗
n xð Þsn yð Þ, max x∈ I∣d ∗

n xð Þ∣ ¼ 1 and sn is a Banach (or Rakotch) contraction.

2.The functional condition max x∈ I∣dn xð Þ∣ ≤ 1 is essential in order to show the
difference between Banach contractibility of Fn �, yð Þ and Rakotch contractibility
of Fn �, yð Þ; compare with [20]. In fact, since φ tð Þ< t for any t>0,

∣Fn x, y0ð Þ � Fn x, y00ð Þ∣ ¼ ∣dn xð Þksn y0ð Þ � sn y00ð Þ∣

≤ max
x∈ I

∣dn xð Þksn y0ð Þ � sn y00ð Þ∣

≤ max
x∈ I

∣dn xð Þ∣φ jy0 � y00jð Þ

≤ max
x∈ I

∣dn xð Þky0 � y00∣,

where x, y0ð Þ, x, y00ð Þ∈2. Hence, if max x∈ I∣dn xð Þ∣< 1, as can be seen, notwith-
standing each sn is a Rakotch contraction that is not a Banach contraction, each
Fn is Banach contraction with respect to the second variable because

∣Fn x, y0ð Þ � Fn x, y00ð Þ∣ ≤ max
x∈ I

∣dn xð Þky0 � y00∣:

On the other hand, if max x∈ I∣dn xð Þ∣ ¼ 1, then we conclude that each Fn is
Rakotch contraction with respect to the second variable whenever each sn is a
Rakotch contraction because

∣Fn x, y0ð Þ � Fn x, y00ð Þ∣ ≤ max
x∈ I

∣dn xð Þ∣φ jy0 � y00jð Þ:
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3.In Theorem 2.2, for all x, y0ð Þ, x, y00ð Þ∈ I � ,

∣Fn x, y0ð Þ � Fn x, y00ð Þ∣ ¼ ∣dn xð Þksn y0ð Þ � sn y00
� �

∣ ≤ ∣sn y0ð Þ � sn y00ð Þ∣ ≤φ jy0 � y00jð Þ:

That is, each wn x, yð Þ is chosen so that function Fn x, yð Þ is Rakotch
contraction with respect to the second variable.

4.Even though sn :  !  are Rakotch contractions, wn : I �  are not in general
Rakotch contractions on the metric space I � , d0ð Þ, and thus, the IFSs
defined above are not IFSs of [14] (cf. second and third line in p. 215 of [2]).

Connection 5

In the case where the vertical scaling factors are constants, in [1], the existence
of affine FIFs by using the Banach fixed point theorem was investigated, whereas in
[20], a generalisation of affine FIFs by using vertical scaling factors as (continuous)
‘contraction functions’ and Banach’s fixed point theorem was introduced. Theorem
2.2 gives the existence of fractal interpolation curves by using the Rakotch fixed
point theorem and vertical scaling factors as (continuous) ‘contraction functions’.

Connection 6

The boundedness of sn is the essential condition to establish a unique invariant
set of an iterated function system. In the fractal interpolation curve with vertical
scaling factors as ‘contraction function’, 0< max x∈ I∣dn xð Þ∣< 1 (see [20]). Let
M≔ max x∈ I∣cnxþ f n∣ and h≥ M

1�max x∈ I ∣dn xð Þ∣. Then for all y∈ �h, h½ �,

∣Fn x, yð Þ∣ ¼ ∣cnxþ dn xð Þyþ f n∣ ≤Mþ max
x∈ I

∣dn xð Þky∣ ≤Mþ max
x∈ I

∣dn xð Þ∣h≤ h:

So, for all x, yð Þ∈ I � �h, h½ �, we can see that Fn x, yð Þ∈ �h, h½ �. That is, an IFS of the
form I � �h, h½ �;w1�Nf g has been constructed (cf. [21], p. 1897). ThusD snð Þ ¼ �h, h½ �
and sn yð Þ≔ max x∈ I∣dn xð Þ∣y is bounded inD snð Þ. Hence the boundedness of sn inD snð Þ
is the essential condition to establish a unique invariant set of an IFS (cf. [21], p. 1897).

Connection 7

In view of a φ-contraction, the connections between the coefficients of y variable
are obtained as follows:

1.In the affine FIF (cf. [1], p. 308, Example 1), for all t>0,

φ tð Þ≔ max
n¼1, 2, … ,N

∣dn∣t,

where ∣dn∣< 1 for all i ¼ 1, 2, … ,N.

2. In the FIF with vertical scaling factors as (continuous) ‘contraction functions’
(cf. [20], p. 3), for all t>0,

φ tð Þ≔ max
i¼1, 2, … ,N

max
x∈ I

∣dn xð Þ∣t,

where dn xð Þ is Lipschitz function defined on I satisfying supx∈ I∣dn xð Þ∣< 1 for all
n ¼ 1, 2, … ,N.
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Connection 8

We refer to f of Theorem 2.2 as a nonlinear FIF. The reason is that the functions
Fn take the form

Fn x, yð Þ ¼ cnxþ dn xð Þsn yð Þ þ en,

where max x∈ I∣dn xð Þ∣ ≤ 1 and each sn is Rakotch contraction. That is, each Fn, in
general, is nonlinear with respect to the second variable (cf. [17]). In fact, in [2] or
[20], since 0< ∣dn xð Þ∣ � ∣dn∣< 1 or 0< max x∈ I∣dn xð Þ∣< 1 and

dn xð Þy ¼ dn xð Þ
max
x∈ I

∣dn xð Þ∣ max
x∈ I

∣dn xð Þ∣y,

we can see that

Fn x, yð Þ ¼ cnxþ dn xð Þyþ en ¼ cnxþ d ∗
n xð Þsn yð Þ þ en,

where d ∗
n xð Þ≔ dn xð Þ

max x∈ I ∣dn xð Þ∣ and sn yð Þ≔ max x∈ I∣dn xð Þ∣y, and thus, each sn is a special
Banach contraction and linear with respect to the second variable. Obviously, we
can say that nonlinear FIFs may have more flexibility and applicability.

Connection 9

1.The well-known FIS in theory and applications is generated by an IFS of the
form K,wm,n : m ¼ 1, 2, … ,M; n ¼ 1, 2, … ,Nf g under some conditions, where
the maps are transformations of the special structure

wm,n

x
y
z

0
B@

1
CA ¼

um xð Þ
vn yð Þ

Fm,n x, y, zð Þ

0
B@

1
CA ¼

amxþ bm
cnyþ dn

em,nxþ f m,nyþ gm,nxyþ dm,n x, yð Þzþ hm,n

0
B@

1
CA,

where ∣dm,n x, yð Þ∣< 1 for all x, yð Þ∈D⊂2. Then for all x, y, zð Þ, x, y, z0ð Þ∈K,

∣Fm,n x, y, zð Þ � Fm,n x, y, z0ð Þ∣ ¼ ∣dm,n x, yð Þz� dm,n x, yð Þz0∣
≤ max

x, yð Þ∈D
∣dm,n x, yð Þkz� z0∣:

That is, each wm,n x, y, zð Þ is chosen so that function Fm,n x, y, zð Þ is a Banach
contraction with respect to the third variable. So, the existence of bivariable FIFs
follows from Banach’s fixed point theorem. In fact, in [22], since for all
x, yð Þ∈D⊂2, dm,n x, yð Þ � sm,n and 0≤ ∣sm,n∣< 1, we can see that each
wm,n x, y, zð Þ is chosen so that function Fm,n x, y, zð Þ is Banach contraction with
respect to the third variable. Also in [21], since

dm,n x, yð Þ ¼ λm,n x� x0ð Þ xM � xð Þ y� y0
� �

yN � y
� �

and

∣λm,n∣<
16

xM � x0ð Þ2 yN � y0
� �2 ,
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we can see that max x,yð Þ∈D∣dm,n x, yð Þ∣< 1, and so each wm,n x, y, zð Þ is chosen so
that function Fm,n x, y, zð Þ is a Banach contraction with respect to the third
variable.

2. In Theorem 2.3, for all x, y, zð Þ, x, y, z0ð Þ∈K ⊂3,

∣Fm,n x, y, zð Þ � Fm,n x, y, z0ð Þ∣ ¼ ∣dm,n x, yð Þksm,n zð Þ � sm,n z0ð Þ∣
≤ ∣sm,n zð Þ � sm,n z0ð Þ∣ ≤φ jz� z0jð Þ:

That is, each Fm,n x, y, zð Þ is Rakotch contraction with respect to the third
variable. So, each wm,n x, y, zð Þ is chosen so that the function Fm,n x, y, zð Þ is a
Rakotch contraction with respect to the third variable.

Connection 10

In view of a φ-contraction, the connections between the coefficients of variable z
are obtained as follows:

1.In the affine FIS (cf. [22]), for all t>0,

φ tð Þ≔ max
m¼1, 2, … ,M

max
n¼1, 2, … ,N

∣dm,n∣t,

where ∣dm,n∣< 1 for all m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N.

2. In the FIS with vertical scaling factors as function (cf. [21]), for all t>0,

φ tð Þ≔ max
m¼1, 2, … ,M

max
n¼1, 2, … ,N

max
x∈ I

∣dm,n xð Þ∣t,

where dm,n xð Þ is Lipschitz function defined on I satisfying supx∈ I∣dm,n xð Þ∣< 1 for
all m ¼ 1, 2, … ,M and n ¼ 1, 2, … ,N.

Connection 11

The continuity of bivariable FIFs differ from the continuity of univariable FIFs.

1.The graphs of linear univariable FIFs are always continuous curves.

2.There are bivariable discontinuous functions that interpolate the given data;
(see for instance [23], p. 630, 631).

3.Theorem 2.3 ensures that attractors of constructed IFSs are graphs of some
bounded functions which interpolate the given data, but these graphs (i.e.,
the graphs of bivariable FIFs) are not always continuous surfaces. Some
continuity conditions of bivariable FIFs are given explicitly by Corollary 2.1
and Corollary 2.2.

Connection 12

The key difficulty in constructing fractal interpolation surfaces (or volumes)
involves ensuring continuity. Another important element necessary in modelling
complicated surfaces of this type is the existence of the contractivity, or vertical
scaling, factors.
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scaling, factors.
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1.In order to ensure continuity of a fractal interpolation surface, in [22], the
interpolation points on the boundary was assumed collinear, whereas in [21],
vertical scaling factors as (continuous) ‘contraction functions’ were used.

2.A new bivariable fractal interpolation function by using the Matkowski fixed
point theorem and the Rakotch contraction is presented in [18]. In order to
ensure the continuity of nonlinear FIS, the coplanarity of all the interpolation
points on the boundaries instead of collinearity of interpolation points on the
boundary was assumed in [18], whereas in [12], vertical scaling factors as
(continuous) ‘contraction functions’ were used.

Connection 13

1.In Theorem 2.2, we can see that

an ¼ xn � xn�1

xN � x0
, bn ¼ xNxn�1 � x0xn

xN � x0

cn ¼ yn � yn�1

xN � x0
� dn xNð Þsn yN

� �� dn x0ð Þsn y0
� �

xN � x0
,

f n ¼
xNyn�1 � x0yn

xN � x0
� xNdn x0ð Þsn y0

� �� x0dn xNð Þsn yN
� �

xN � x0
:

Figure 1.
The graph of a fractal interpolation function (a) that is associated with Banach contractions, (b) that is not
necessarily associated with Banach contractions.
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2.In Corollary 2.1, we can see that
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xM � x0
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xM � x0
,

cn ¼ yn � yn�1

yN � y0
, dn ¼ yNyn�1 � y0yn

yN � y0
,

gm,n ¼
zm,n � zm�1,nð Þ � zm,n�1 � zm�1,n�1ð Þ

xM � x0ð Þ yN � y0
� � ,

em,n ¼ yN zm,n�1 � zm�1,n�1ð Þ � y0 zm,n � zm�1,nð Þ
xM � x0ð Þ yN � y0

� � ,
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xM zm�1,n � zm�1,n�1ð Þ � x0 zm,n � zm,n�1ð Þ

xM � x0ð Þ yN � y0
� � ,

hm,n ¼ x0y0zm,n � x0yNzm,n�1 � xMy0zm�1,n þ xMyNzm�1,n�1

xM � x0ð Þ yN � y0
� � � sm,n zM,Nð Þ:

Figure 2.
A fractal interpolation surface (a) that is associated with Banach contractions, (b) that is not necessarily
associated with Banach contractions.

131

How Are Fractal Interpolation Functions Related to Several Contractions?
DOI: http://dx.doi.org/10.5772/intechopen.92662



1.In order to ensure continuity of a fractal interpolation surface, in [22], the
interpolation points on the boundary was assumed collinear, whereas in [21],
vertical scaling factors as (continuous) ‘contraction functions’ were used.

2.A new bivariable fractal interpolation function by using the Matkowski fixed
point theorem and the Rakotch contraction is presented in [18]. In order to
ensure the continuity of nonlinear FIS, the coplanarity of all the interpolation
points on the boundaries instead of collinearity of interpolation points on the
boundary was assumed in [18], whereas in [12], vertical scaling factors as
(continuous) ‘contraction functions’ were used.

Connection 13

1.In Theorem 2.2, we can see that

an ¼ xn � xn�1

xN � x0
, bn ¼ xNxn�1 � x0xn

xN � x0

cn ¼ yn � yn�1

xN � x0
� dn xNð Þsn yN

� �� dn x0ð Þsn y0
� �

xN � x0
,

f n ¼
xNyn�1 � x0yn

xN � x0
� xNdn x0ð Þsn y0

� �� x0dn xNð Þsn yN
� �

xN � x0
:

Figure 1.
The graph of a fractal interpolation function (a) that is associated with Banach contractions, (b) that is not
necessarily associated with Banach contractions.

130

Mathematical Theorems - Boundary Value Problems and Approximations

2.In Corollary 2.1, we can see that

am ¼ xm � xm�1

xM � x0
, bm ¼ xMxm�1 � x0xm

xM � x0
,

cn ¼ yn � yn�1

yN � y0
, dn ¼ yNyn�1 � y0yn

yN � y0
,

gm,n ¼
zm,n � zm�1,nð Þ � zm,n�1 � zm�1,n�1ð Þ

xM � x0ð Þ yN � y0
� � ,

em,n ¼ yN zm,n�1 � zm�1,n�1ð Þ � y0 zm,n � zm�1,nð Þ
xM � x0ð Þ yN � y0

� � ,

f m,n ¼
xM zm�1,n � zm�1,n�1ð Þ � x0 zm,n � zm,n�1ð Þ

xM � x0ð Þ yN � y0
� � ,

hm,n ¼ x0y0zm,n � x0yNzm,n�1 � xMy0zm�1,n þ xMyNzm�1,n�1

xM � x0ð Þ yN � y0
� � � sm,n zM,Nð Þ:

Figure 2.
A fractal interpolation surface (a) that is associated with Banach contractions, (b) that is not necessarily
associated with Banach contractions.

131

How Are Fractal Interpolation Functions Related to Several Contractions?
DOI: http://dx.doi.org/10.5772/intechopen.92662



3.In Corollary 2.2, we can see that (compare with above coefficients)

gm,n ¼
zm,n � zm�1,nð Þ � zm,n�1 � zm�1,n�1ð Þ

xM � x0ð Þ yN � y0
� � ,

em,n ¼ yN zm,n�1 � zm�1,n�1ð Þ � y0 zm,n � zm�1,nð Þ
xM � x0ð Þ yN � y0

� � ,

f m,n ¼
xM zm�1,n � zm�1,n�1ð Þ � x0 zm,n � zm,n�1ð Þ

xM � x0ð Þ yN � y0
� � ,

hm,n ¼ x0y0zm,n � x0yNzm,n�1 � xMy0zm�1,n þ xMyNzm�1,n�1

xM � x0ð Þ yN � y0
� � :

Figures 1(a) and 2(a) are associated with Banach contractions, whereas
Figures 1(b) and 2(b) are not necessarily associated with Banach contractions.

4. Conclusions and further work

We reviewed nonlinear fractal interpolation functions by using the Geraghty
fixed point theorem instead of the Banach fixed point theorem (or the Rakotch
fixed point theorem) since Banach contraction (or Rakotch contraction) is a special
case of Geraghty contraction. Theorems 2.1, 2.2 and 2.3 ensure that attractors of
constructed nonlinear iterated function systems are graphs of some continuous
functions which interpolate the given data. In particular, Examples 1, 2 and 3 show
that our results remain still true under essentially weaker conditions on the maps of
iterated function systems. The methods presented here can be directly extended to
piecewise fractal interpolation functions that are based on recurrent IFS. A premise
for future work is to extend these methods to hidden-variable fractal interpolation
surfaces as well as to identify the parameters of such surfaces.
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